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We determine the neutral kaon mixing matrix elementBK in the continuum limit with 2+1 flavors

of domain wall fermions, using the Iwasaki gauge action at two different lattice spacings. These

lattice fermions have near exact chiral symmetry and therefore avoid artificial lattice operator

mixing.

We introduce a significant improvement to the conventional NPR method in which the bare ma-

trix elements are renormalized non-perturbatively in the RI-MOM scheme and are then converted

into the MS scheme using continuum perturbation theory. In additionto RI-MOM, we intro-

duce and implement four non-exceptional intermediate momentum schemes that suppress infrared

non-perturbative uncertainties in the renormalization procedure. We compute the conversion fac-

tors relating the matrix elements in this family of RI-SMOM schemes andMS at one-loop order.

Comparison of the results obtained using these different intermediate schemes allows for a more

reliable estimate of the unknown higher-order contributions and hence for a correspondingly more

robust estimate of the systematic error. We also apply a recently proposed approach in which

twisted boundary conditions are used to control the Symanzik expansion for off-shell vertex func-

tions leading to a better control of the renormalization in the continuum limit.

We control chiral extrapolation errors by considering boththe NLO SU(2) chiral effective theory,

and an analytic mass expansion. We obtainBMS
K (3GeV) = 0.529(5)stat(15)χ(2)FV(11)NPR. This

corresponds tôBRGI
K = 0.749(7)stat(21)χ(3)FV(15)NPR. Adding all sources of error in quadrature

we obtainB̂RGI
K = 0.749(27)combined, with an overall combined error of 3.6%.
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I. INTRODUCTION

The indirectCP violation parameter of the neutral kaon system

εK =
A(KL → (ππ)I=0)

A(KS→ (ππ)I=0)
, (1)

was measured first at BNL in a Nobel Prize winning experiment [1], and is now experimentally

measured as|εK| = (2.228± 0.011)10−3 [2]. Since CP is not an exact symmetry of the weak

interations, the eigenstatesKL andKS of the mass matrix of neutral kaon system are not eigenstates

of CP. We characterise the state mixing via

KS= pK0−qK̄0 and KL = pK0+qK̄0 (2)

wherep2+q2 = 1, andp
q = 1+ε̄

1−ε̄ .

εK receives its dominant contribution from “indirect” CP violation via state-mixing, mediated by

the imaginary part of the∆S= 2 box graph. BeforeεK can be used to constrain the unitarity

triangle and to provide information on CKM matrix elements,we must therefore determine the

QCD hadronic matrix element of the effective weak∆S= 2 four quark operator

〈K0|OVV+AA |K0〉,

where

OVV+AA = (s̄γµd)(s̄γµd)+(s̄γ5γµd)(s̄γ5γµd) . (3)

It is conventional to define the bag parameterBK from this matrix element as

BK =
〈K0|OVV+AA |K0〉

8
3 f 2

KM2
K

, (4)

whereMK and fK are the mass and leptonic decay constant of the kaon. The kaonbag parameter

is thus of fundamental importance in studies of CP violation, and as the hadronic matrix element

is non-perturbative, lattice QCD is the only known framework for its determination from first

principles.

Since the operatorOVV+AA depends on the renormalization scheme and scale used in its definition,

BK also has the same scheme and scale dependence. Therefore, for phenomenological use, it is

convenient to introduce the renormalization-group-invariant counterpart ofBK,

B̂K = ω−1
A (µ,nf )B

A
K(µ,nf ),
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where the Wilson coefficient,ω−1
A (µ,nf ), for the various schemesA used in this paper are given

in Equations (66) through (70), and we use the numerical values for the 2+1 flavour theory in our

conversion.

We have recently calculatedBK in dynamical 2+1 flavored simulations [3, 4] with a total error

of about 5.5%. It was observed by Buras and Guadagnoli [5], that our result [3] was sufficiently

accurate that additional care needs to be taken in relating it to the measured value ofεK. Previously

ignored subdominant effects of directCP violation arising from the∆S= 1 Hamiltonian amount

to a few percent and must now be incorporated.

The short distance contribution̄εK [6, 7] differs fromεK, predominantly due to direct CP violation

εK = ε̄K + i
ImA0

ReA0
. (5)

HereA0 is theK0 → ππ amplitude for the isospin 0 final state defined via

A(K0 → ππ(I)) = AI expiδI and A(K̄0 → ππ(I)) = A∗
I expiδI (6)

andδI is theππ phase shift in theI = 0 or I = 2 final state.

Reliable calculation ofA0 amplitudes remains a challenging project to which our collaboration is

devoting a considerable effort [8–13]. Using the measured valueReε ′K
εK

= (1.65±0.26)×10−3 [2],

assuming the Standard Model is correct and making plausibleassumptions in estimating the some-

what less difficult ratioImA2
ReA2

, the subdominant contribution toεK can be effectively incorporated

into a correction factorκεK [5]:

εK = κεK B̂K
G2

F f 2
KMKM2

W

6
√

2π2∆MK
Im(λt)e

i π
4

{
Re(λc) [η1S0(xc)−η3S0(xc,xt)]−Re(λt)η2S0(xt)

}
, (7)

whereλx =VxdV∗
xs contain the entries of the CKM matrixVxy, ηi are perturbative QCD corrections

[14] and theS0 are Inami-Lim functions of mass ratiosxq =
m2

q

m2
W

. In References [5, 15] the cor-

rection factor was estimated to beκεK ≈ 0.94±0.02, and here the fractional error on this small

correction is large (0.02 in a correction of size 0.06) and model dependent.

The correction factor also includes an estimate of long distance contributions corresponding to

two insertions of the∆S= 1 Hamiltonian, with two pions propagating long distances between

them [15]. The results of our present work are sufficiently precise that it has become necessary to

determine as many contributions as possible using lattice gauge methods; efforts in RBC-UKQCD

are underway in this direction [16, 17].
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In this paper we improve on our earlier calculations [3, 4] inthree major ways. First of all, we

simulate at a second value of the lattice spacing which allows us to perform a continuum ex-

trapolation. Secondly, we refine our approach to non-perturbative renormalization to implement

intermediate schemes defined with no exceptional momentum channels and thereby reduce the in-

frared non-perturbative uncertainties. Finally, we also use twisted boundary conditions to remove

the requirement to use the Fourier modes of our lattice for our renormalization of off-shell ampli-

tudes: this gives complete freedom of choice of the momentumat each lattice spacing and enables

a more reliable continuum extrapolation of the renormalized operator.

Our final result forBK from the present analysis is obtained using an off-shell momentum scheme

renormalization. When converted toMS with p2 = µ2 = (3GeV)2 it is:

BMS
K (3GeV) = 0.529(5)stat(15)χ(2)FV(11)NPR. (8)

The 3 GeV scale for our result is made accessible by our improved renormalization techniques, and

enables us to reduce perturbative error compared to a 2 GeV renormalization scale. For comparison

to other results we also quote the standard operator normalization:

B̂RGI
K = 0.749(7)stat(21)χ(3)FV(15)NPR. (9)

The full analysis of systematic errors presented in this paper augments and finalizes an earlier

conference presentation [18]. The result Equation (8) represents around a factor of four reduction

in the error during the last five years or so.

The structure of the remainder of this paper is as follows. Inthe next section we discuss the details

of our simulations and present the measured values of the bare matrix elements. In Section III

we discuss the definition of several new momentum renormalization schemes and perform the

non-perturbative renormalization of the bare lattice operatorOVV+AA into these schemes. In this

section we also perform the one-loop perturbative matchingfrom the momentum schemes intoMS.

Having obtained the matrix elements at the values of the quark masses and lattice spacing at which

we perform our simulations, we present the simultaneous chiral and continuum extrapolations of

the renormalized matrix elements in Section IV. We will discuss the phenomenological context of

our results in the concluding Section VI of this paper.
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Lattice mh ml traj.(# meas.)

1 (323×64)

0.03 0.004 260-3250 (300)

0.03 0.006 500-3610 (312)

0.03 0.008 260-2770 (252)

2 (243×64)
0.04 0.005 900-8940 (202)

0.04 0.01 1460-8540 (178)

TABLE I: Ensemble details. Here traj. refers to the Monte Carlo trajectories used in our measurements. The

bracketed # meas. refers to the number of measurements, separated by 20 MD time units (10 trajectories)

for the 1 ensembles, and 40 molecular dynamics time units (40 trajectories) for the 2 ensembles. To

reduce the effects of auto-correlations we block-average our data over 80 MD time units and use blocked

measurements for the purposes of statistical analysis.

II. SIMULATION PARAMETERS AND MATRIX ELEMENTS

Details of our ensembles are given in references [4, 19], andare summarised in Table I. We use the

Iwasaki gauge action [20] with 2+1 flavors of dynamical domain wall fermions [21]. This action

was chosen to balance topology change against chirality after a careful study [22–24] recognising

a general problem that topological tunneling will vanish towards the continuum limit in any local

update due to the gauge field potential barrier [22, 24, 25]. These lattice fermions have near exact

chiral symmetry and avoid artificial lattice operator mixing, while retaining acceptable topology

change in our region of simulation.

We have two lattices of similar physical volume at two lattice spacings:

(i) Our finer lattice has 323×64×16 points and a couplingβ = 2.25, which our analysis sug-

gests corresponds to an inverse lattice spacinga−1=2.28(3)GeV. We refer to the ensembles

with β = 2.25 as the1 ensemble set.

(ii) Our coarser lattice has 243 × 64× 16 points and a couplingβ = 2.13, corresponding to

a−1 = 1.73(3)GeV. The ensembles withβ = 2.13 are labeled as the2 ensemble set.

For each ensemble set we use a number of valence masses to increase the amount of information

in the light mass regime. We use our standard notation for quark masses.ml andmh represent

respectively the lighter and heavier of the two sea-quark masses (the sea consists of two quarks

with massml and one with massmh). For the valence masses we use subscripts from the end
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Lattice mh {ml} {mv}

1 323×64 0.03 0.004,0.006,0.008 0.002,0.004,0.006,0.008,0.025,0.03

2 243×64 0.04 0.005,0.01 0.001,0.005,0.01,0.03,0.02,0.04

TABLE II: Details of partially quenched valence masses{mv} on each ensemble. Meson correlation func-

tions were computed for all possible pairings of valence masses.

of the alphabetmv, mx andmy as appropriate.ml ,h are masses in the DWF action used in the

simulation whereas the valence masses appear in the corresponding partially quenched action.

Because of the finite extent of the fifth dimension, small residual mass effects are present and

the multiplicatively renormalizable bare quark masses aredefined as̃ml ,h,v,x,y = ml ,h,v,x,y+mres,

wheremres is the residual mass. The values of the valence quark masses used in our measurements

are summarised in Table II. As in Reference [4], we will restrict our analysis, which relies on

SU(2) chiral perturbation theory, to light-quark masses corresponding to pions lighter than about

420 MeV.

We use two approaches to calculate the matrix element〈K0|OVV+AA |K0〉. Both combine periodic

and anti-periodic boundary conditions in the time direction to eliminate the leading, unwanted

around-the-worldpropagation of the meson states that arise with a finite lattice in the time direc-

tion. In both cases we use gauge-fixed wall sources to create aK0 state and annihilate aK
0

state,

and form a ratio

Blat
K =

〈K0(t1)|OVV+AA(t)|K̄0(t2)〉
8
3〈K0(t1)|A0(t)〉〈A0(t)|K̄0(t2)〉

. (10)

For convenience we use the local axial current interpolating operators in the denominator, and this

ratio must be multiplied by a renormalization constant

ZBK =
ZOVV+AA

Z2
A

, (11)

to obtain physically normalized matrix elements.

On our 1 ensembles we used a single source att = 0 and used the(P+A) combination for the

forward propagatingK meson. This has the effect of creating(P+A)× (P+A) = PP+AA+

PA+AP combinations in meson propagators, and the meson state has periodicity 2LT , where

LT = 64 is the temporal extent of the lattice. Similarly the(P−A) combination is taken for the

backward propagatingK meson. These Fermion boundary conditions are implemented on gauge

links crossing the toroidal wrapping plane betweent = 0 andt = LT −1. On each successive gauge
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FIG. 1: Effective mass plateau of the lightest unitary simulated pion (mh = 0.03,mx = my = ml = 0.004) on

the 1 ensembles. Here the plateau is obtained from the wall-localPP correlator, but the fit displayed is to

all pseudoscalar correlators.

configuration we selected a different timetsrc at which to insert the kaon sources. For simplicity

this was implemented by translating the gauge configurationand redefiningtsrc to be zero. The

boundary condition described above is then applied.

The above approach requires half the number of propagator inversions on each configuration (and

enables us to sample more frequently at fixed cost) compared to that taken on the2 ensembles.

On our 2 ensembles we used a source att = 5 and a source att = 59 requiring seperate inversions

for each source. For each propagator entering a meson, we took the average of periodic (P) and

anti-periodic (A) solutions.

The∆S= 2 four-quark operatorOVV+AA is inserted on all times between the kaon creation and

anti-kaon annihilation operators. The locations of the kaon, anti-kaon and operator all receiveL3

volume averages, giving a low variance estimate of the correlation function.

The quality of the data can be gauged from Figures 1 through 6,displaying the lightest simulated

pion, heaviest eta and a typical kaon matrix element fit toBlat
K for each of the two lattice spacings.

More examples can be found in ref [19]. Tables III and IV display the fitted values for the matrix

elementBlat
K on each lattice. The fitted meson masses are as in reference [19].
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FIG. 2: Effective mass plateau of the lightest unitary simulated pion (mh = 0.04,mx = my = ml = 0.005) on

the 2 ensembles. Here the plateau is obtained from the wall-localPP correlator, but the fit displayed is to

all pseudoscalar correlators.
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FIG. 3: Effective mass plateau of the heaviest simulated eta(mx = my = mh = 0.03, ml = 0.008) on the

1 ensembles. Here the plateau is obtained from the wall-localPP correlator, but the fit displayed is to all

pseudoscalar correlators.

A. Reweighting

As explained above, at each lattice spacing we have performed the simulations using a number of

light-quark masses but only a single sea strange-quark mass. As we can only determine the phys-
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FIG. 4: Effective mass plateau of the heaviest simulated eta(mx = my = mh = 0.04, ml = 0.01) on the

2 ensembles. Here the plateau is obtained from the wall-localPP correlator, but the fit displayed is to all

pseudoscalar correlators.
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FIG. 5: A typicalBlat
K matrix element correlator (my = mh = 0.03,mx = ml = 0.004) on the1 ensembles.

ical strange quark massms after the analysis is complete, our imperfect pre-simulation estimate

of ms has been a source of error in previous calculations, where wecould only adjust the valence

strange quark mass or use SU(3) chiral perturbation theory to estimate the effects of varying the

unitary strange quark mass. We do not expect significant effects from small adjustments of the sea

strange-quark mass andreweightinggives us a tool to demonstrate this without doubling the cost

of the simulation. For more discussion we refer to our papers[4, 19].
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FIG. 6: A typicalBlat
K matrix element correlator (my = mh = 0.04,mx = ml = 0.005) on the2 ensembles.
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FIG. 7: An overlay of a typicalBlat
K matrix element (my = 0.03, mx = ml = 0.004) on the1 ensembles at

two values of the sea strange quark mass:mh = 0.03 (red) andmh = 0.027 (blue). The latter is at our closest

reweight to the physical strange mass.

Figure 7 shows an overlay of a typical kaonBlat
K matrix element correlator at the simulated sea

strange-quark mass and the physical value. Figure 8 shows the dependence of the fitted value of

the matrix element ofOVV+AA on the sea strange-quark mass; the dependence is very small and

barely statistically significant.

For both ensemble sets, we compute the propagators at two valence strange-quark masses:my =

0.03 and 0.025 for the 1 ensembles andmy = 0.04 and 0.03 for the 2 ensembles. When
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mx my Bxy(ml = 0.004) Bxy(ml = 0.006) Bxy(ml = 0.008)

0.03 0.03 0.6289(12) 0.6305(12) 0.6295(12)

0.025 0.03 0.6199(12) 0.6214(12) 0.6207(12)

0.008 0.03 0.5862(17) 0.5878(17) 0.5878(19)

0.006 0.03 0.5823(19) 0.5838(21) 0.5838(22)

0.004 0.03 0.5787(24) 0.5801(27) 0.5798(28)

0.002 0.03 0.5767(46) 0.5772(43) 0.5781(50)

0.025 0.025 0.6100(13) 0.6116(13) 0.6110(13)

0.008 0.025 0.5725(16) 0.5745(17) 0.5741(18)

0.006 0.025 0.5679(17) 0.5701(20) 0.5694(21)

0.004 0.025 0.5634(21) 0.5659(24) 0.5649(26)

0.002 0.025 0.5601(39) 0.5629(37) 0.5630(43)

0.008 0.008 0.5135(18) 0.5178(19) 0.5141(20)

0.006 0.008 0.5047(19) 0.5096(20) 0.5056(22)

0.004 0.008 0.4951(21) 0.5013(23) 0.4969(25)

0.002 0.008 0.4852(28) 0.4939(32) 0.4901(34)

0.006 0.006 0.4949(20) 0.5004(22) 0.4961(24)

0.004 0.006 0.4842(23) 0.4908(25) 0.4864(27)

0.002 0.006 0.4727(29) 0.4813(34) 0.4781(35)

0.004 0.004 0.4721(26) 0.4791(29) 0.4753(31)

0.002 0.004 0.4584(32) 0.4663(37) 0.4647(39)

0.002 0.002 0.4408(39) 0.4473(44) 0.4500(48)

TABLE III: Fitted Blat
K matrix element values on the1 ensembles. For heavy-light matrix elements,my is

the heavy quark mass. We chose a fit range oft = 12−52.

computing kaonic quantities we reweight the sea strange mass mh to both valence strange-quark

massesmy such thatmh = my in our observables. For each lattice and at each value ofml we

therefore have results with two strange quark masses withmh = my, one at the strange-quark mass

at which we perform the simulation and the second obtained byreweighting. This enables us to

interpolate linearly in the unitary strange quark mass to the physical point. In Tables V and VI we

give the values for the heavy-lightBxy matrix element on each ensemble; it is to these data that we
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mx my Bxy(ml = 0.005) Bxy(ml = 0.01)

0.04 0.04 0.6565(12) 0.6562(12)

0.03 0.04 0.6435(14) 0.6430(13)

0.02 0.04 0.6298(16) 0.6291(14)

0.01 0.04 0.6154(20) 0.6145(17)

0.005 0.04 0.6081(26) 0.6078(24)

0.001 0.04 0.6017(48) 0.6072(53)

0.03 0.03 0.6286(14) 0.6280(13)

0.02 0.03 0.6124(16) 0.6117(14)

0.01 0.03 0.5949(19) 0.5943(16)

0.005 0.03 0.5860(23) 0.5860(20)

0.001 0.03 0.5787(40) 0.5835(40)

0.02 0.02 0.5929(17) 0.5924(15)

0.01 0.02 0.5712(19) 0.5711(16)

0.005 0.02 0.5598(23) 0.5603(19)

0.001 0.02 0.5505(36) 0.5547(31)

0.01 0.01 0.5431(22) 0.5439(18)

0.005 0.01 0.5272(26) 0.5284(21)

0.001 0.01 0.5134(37) 0.5164(29)

0.005 0.005 0.5075(31) 0.5085(24)

0.001 0.005 0.4893(42) 0.4903(31)

0.001 0.001 0.4652(55) 0.4631(40)

TABLE IV: Fitted Blat
K matrix element values on the2 ensembles. For heavy-light matrix elements,my is

the heavy quark mass. We chose a fit range oft = 12−52.

perform our simultaneous chiral fits in Section IV.

III. NON-PERTURBATIVE RENORMALISATION

In this section we discuss the renormalization of the∆S= 2 operatorOVV+AA , whose matrix

elements we are computing. We start by performing non-perturbative renormalization, calculat-
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FIG. 8: Themh dependence of a typicalBlat
K matrix element (my = 0.03,mx = ml = 0.004) on the1 ensem-

bles.

mx Bxh(ml = 0.004) Bxh(ml = 0.006) Bxh(ml = 0.008)

0.008 0.5802(27) 0.5807(29) 0.5829(26)

0.006 0.5758(29) 0.5764(32) 0.5789(29)

0.004 0.5715(33) 0.5721(38) 0.5752(36)

0.002 0.5679(49) 0.5680(52) 0.5742(59)

TABLE V: Heavy-light Blat
K matrix element values on the1 ensembles at the physicalmh = 0.0273(7),

mh +mres= 0.0278(7) obtained from the NLO PQChPT combined fits of Section V. Thesevalues are

obtained by first reweighting tomh = my then linearly interpolating in the unitary strange mass.

mx Bxh(ml = 0.005) Bxh(ml = 0.01)

0.02 0.6191(32) 0.6190(27)

0.01 0.6035(35) 0.6029(31)

0.005 0.5959(38) 0.5949(37)

0.001 0.5892(64) 0.5904(65)

TABLE VI: Heavy-light Blat
K matrix element values on the2 ensembles at the physicalmh = 0.035(1),

mh +mres = 0.038(1) obtained from the NLO PQChPT combined fits of Section V. Thesevalues are

obtained by first reweighting tomh = my then linearly interpolating in the unitary strange mass.



15

ing numerically the renormalization factor which relates the bare lattice operator corresponding

to our choice of the discrete QCD action to that defined in someintermediate renormalization

scheme. For this to be feasible, of course, it is necessary that the intermediate scheme can be

implemented numerically and we use several momentum subtraction schemes which are general-

izations of the original RI-MOM scheme [26]. In phenomenological applications, our results for

the matrix element〈K0|OVV+AA |K0〉 have to be combined with the Wilson coefficient function

which is calculated in perturbation theory, most frequently using renormalization schemes based

on dimensional regularization, such as the NDR scheme. It istherefore necessary to combine the

coefficient function and the operator matrix element in the same scheme. Below we present the

matching factors which relate the operator renormalized inour intermediate schemes to the corre-

sponding operator in the NDR scheme. Since dimensional regularization cannot be implemented

in lattice simulations, this (continuum) matching is performed in perturbation theory (at one-loop

order) and is of course independent of the lattice calculations. The procedure described above can

be summarised as follows:

Bare Lattice Operator
NPR→ Renormalized Operator in Momentum Subtraction Scheme

Perturbation Theory→ Renormalized Operator inMS-NDR Scheme.

The momentum subtraction schemes which we use require the evaluation of the Green functions

for the transitiond(p1)s(p2)→ d(p3)s(p4) with a suitable choice of the momentapi . In the past,

see in particular Reference [3], the results were presentedusing the RI-MOM kinematic configu-

ration in whichp1 =−p2 = p3 =−p4 [27]. Whilst this is correct asymptotically, i.e. when thep2
i

are sufficiently large for each choice of the quark masses, itwas argued in References [28–30] that

performing the renormalization using Green functions withno exceptional channels, i.e. with no

channels in which the square of the momentumq2 is small, suppresses the non-asymptotic chiral

symmetry breaking effects more effectively. In addition tothe theoretical arguments, numerical

evidence was presented demonstrating the suppression of terms which violated the chiral Ward-

Takahashi identities, such as the equality of the renormalization constants of the vector and axial

currents and of the scalar and pseudoscalar densities. Although the effects are small, typically of

the order of a few percent, lattice calculations are becoming sufficiently precise that the reduction

of this systematic error is necessary.

ForBK, the RI-MOM kinematics defined in the previous paragraph clearly have exceptional chan-
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nels (e.g.p1+ p2 = 0) and in this paper we generalize the non-exceptional RI-SMOM schemes of

References [28–30] to the four-quark operator. The choice of non-exceptional kinematics is not

unique of course and in this paper we choose to study the Greenfunction

d(p1)s(−p2)→ d̄(−p1)s(p2) (12)

with p2
1 = p2

2 = (p1 − p2)
2 ≡ p2 for a variety of momenta satisfying these conditions. In our

notation belowq= p1− p2.

We briefly mention that we have previously investigated non-exceptional (or strictly speaking

lessexceptional) momenta for four-quark operators [28]; here the operator was inserted only at

a single point on the lattice and the method was less statistically precise than our current work.

Chirality mixing in the four-quark operator basis arising in the infra-redp2 region was found to

be strongly suppressed [28], thus revealing the true, good chiral properties of DWF. However, the

corresponding perturbative calculation to matchthiskinematic point to the continuumMS scheme

was not available, and this was of largely academic interestin displaying the quality of Domain

Wall Fermions.

The remainder of the section is organised as follows. In the next subsection we introduce 4 RI-

SMOM renormalization schemes, all of them defined with the kinematics of Equation (12). In

Subsection III B we calculate the perturbative matching factors relatingOVV+AA in the 4 RI-

SMOM schemes with that in theMS-NDR renormalization scheme. We review some aspects

of the non-perturbative renormalization of the lattice operator into a RI-SMOM renormalization

scheme in Subsection III C and finally in Subsection III D we combine the NPR computation and

matching calculation to obtain the total renormalization factor relating the lattice andMS-NDR

operators.

A. RI-SMOM Renormalization Schemes forOVV+AA

We follow the procedure which was defined for the renormalization of the four-quark operators in

the RI-MOM Scheme [27], but now with the kinematics defined inEquation (12). We begin with

the evaluation of the amputated four-point Green functionΛi j ,kl
αβ ,γδ of the operatorOVV+AA , where

α, β , γ, andδ are the spinor labels corresponding to the incomings andd quarks and outgoing

s andd̄ quarks respectively andi, j, k, l are the corresponding colour labels. Analogously to the

definition of the RI-MOM scheme, we impose conditions on the amputated Green functions at the
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renormalization scale in such a way that they are automatically satisfied by the tree-level Green

functions. To this end we introduce two projection operators Pi j ,kl
(X),αβ ,γδ , with X ∈ {1,2}:

Pi j ,kl
(1),αβ ,γδ =

1
256N(N+1)

[(γν)βα(γν)δγ +(γνγ5)βα(γνγ5)δγ ]δi j δkl , (13)

Pi j ,kl
(2),αβ ,γδ =

1
64q2N(N+1)

[
(6q)βα(6q)δγ +(6qγ5)βα(6qγ5)δγ

]
δi j δkl , (14)

whereN = 3 is the number of colours. These projectors are constructedto give 1 when contracted

with the tree-level result forΛi j ,kl
αβ ,γδ given in Equation (24) below.

In order to specify the renormalization condition on the operator we have to include a factor of
√

Zq for every external quark line, whereZq is the wave function renormalization factor, and

here again we use two possible definitions, called RI-SMOM and RI-SMOMγµ in Reference [30].

Here, we do not reproduce the explicit definitions in terms ofthe renormalization of the quark

propagator, but note that they are chosen to satisfy the WardTakahashi identities when combined

with the renormalization conditions on the vertex functionfor the (conserved) vector current using

two different projectors. Specifically in the SMOM-scheme

ZRI-SMOM
q =

qµ

12q2 Tr[Λµ
V/q] , (15)

where the trace is over both colour and spinor indices,q is the momentum transfer at the vector

current andΛV is the amputated two point function with the incoming (outgoing) quark having

momentump1 (p2) with q = p1− p2 and with p2
1 = p2

2 = q2 chosen to be the renormalization

scale. For the second scheme we use the same projector as in the definition of the RI-MOM

scheme, but with the non-exceptional kinematics as above,

Z
RI-SMOMγµ
q =

1
48

Tr[Λµ
Vγµ ] . (16)

We label the renormalized four-quark operator in each of thefour schemes by two labels(X,Y)

with X = /q or γµ depending on which of the projectors Equation (13) or (14) are used for the

vertex and similarlyY = /q or γµ depending on which of the definitions Equations (15) or (16) are

used for the wavefunction renormalization. Thus for example,

O
(γµ ,/q)
R,VV+AA = Z

(γµ ,/q)
O

OB,VV+AA, (17)

where

Z
(γµ ,/q)
O

= (ZRI-SMOM
q )2 1

Pi j ,kl
(1),αβ ,γδ Λi j ,kl

B,αβ ,γδ

. (18)
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We have introduced the subscriptsR andB in Equations (17) and (18) to denoterenormalized

andbare (or lattice) quantities respectively. The remaining renormalized operators are defined

similarly:

Z
(γµ ,γµ)
O

= (Z
RI-SMOMγµ
q )2 1

Pi j ,kl
(1),αβ ,γδ Λi j ,kl

B,αβ ,γδ

(19)

Z
(/q,/q)
O

= (ZRI-SMOM
q )2 1

Pi j ,kl
(2),αβ ,γδ Λi j ,kl

B,αβ ,γδ

(20)

Z
(/q,γµ)

O
= (Z

RI-SMOMγµ
q )2 1

Pi j ,kl
(2),αβ ,γδ Λi j ,kl

B,αβ ,γδ

(21)

and in each caseO(X,Y)
R,VV+AA= Z(X,Y)

O
OB,VV+AA, with X,Y = /q or γµ .

In addition to the four renormalization schemes defined above, we also use the standard RI-MOM

scheme as the intermediate scheme in our conversion toMS. The reason for introducing sev-

eral renormalization schemes is that it allows us some control over the lattice and perturbative

uncertainties. After performing the perturbative matching to the NDR scheme, each of these in-

termediate schemes should lead to the same value of the matrix element ofONDR
VV+AA. The spread

of results obtained using the 5 schemes is therefore a measure of the uncertainties. In particular,

since the matching coefficients from the intermediate schemes to the NDR scheme are currently

available only at one-loop order (see Subsection III B), thespread of results is an indication of

the size of the higher-order terms. We now turn to the evaluation of the matching coefficient at

one-loop order.

B. Perturbative Conversion to the NDR Scheme

In this subsection, we calculate the conversion (matching)factors between the four RI-SMOM

schemes defined in Subsection III A above and the naive dimensional reduction (NDR) scheme

for the∆S= 2 operatorOVV+AA = s̄γµ
L ds̄γµ Ld (whereγµ

L ≡ γµ(1− γ5) and we only consider the

parity even component) using continuum perturbation theory at the one-loop level. The two-loop

anomalous dimensions are also calculated to derive the renormalization group (RG) running of the

operator in these schemes.

We now use perturbation theory to convert the operators intothe NDR schemes with the treatment

of evanescent operators as in Reference [31], as will be explained below. As explained above, for

BK the RI-SMOM schemes are defined in terms of projections of theamplituded(p1)s(−p2)→
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p1
→

-p2
→

-p1
→

p2
→

-p1
←

p2
←

p1
←

-p2
←

p1
→

p2
←

-p1
→

-p2
←

-p1
←

p1
←

-p2
→

p2
→

FIG. 9: The four lowest order diagrams. Each circle represents the insertion of the current ¯sγµ
L d. Thed or

d̄ (sor s̄) quarks have momenta±p1 (±p2) and the flow of fermion number is denoted by the arrow.

p1
→

, j,"

-p2
→

, i,#

-p1
→

, l,$

p2
→

,k,!
+

p1
→

, j,"

p2
←

,k,!

-p1
→

, l,$

-p2
←

, i,#
2

{ }

FIG. 10: The lowest order diagrams, with spinor and colour labels exhibited. The notation is as in Figure 9.

d̄(−p1)s(p2), wherep2
1 = p2

2 = (p1− p2)
2 ≡ p2 with p1 6= p2. For p2 in the perturbative regime

there is no channel with soft momenta, thus reducing infrared effects. At tree level we have

the 4 diagrams in Figure 9, where the circles represent the two currents ¯sγµ
L d, the arrows on the

quark lines denote the flow of fermion number and the direction of the momenta are indicated

explicitly below the corresponding momentum. Even though both momentap1 are ingoing and

both momentap2 are outgoing, it is convenient to introduce the minus signs and to think of the

process asd(p1)s̄(−p2)→ d̄(−p1)s(p2) because then the signs also implicitly keep track of the

spinor and colour labels (see Figure 10).

Since the two currents commute, the first two diagrams are clearly equal as are the second two;

thus we can rewrite the four diagrams in Figure 9 in terms of the two diagrams in Figure 10, where

the spinor (Greek letters) and colour (Latin letters) indices have now been indicated explicitly. The

mathematical expression corresponding to the diagrams in Figure 10 is:

2{(γµ
L )αβ (γµ L)γδ δi j δkl − (γµ

L )γβ (γµ L)αδ δil δk j}, (22)

where the minus sign between the terms arises from fermion statistics. The Fierz identity (for the

parity even component)

(γµ
L )αβ (γµ L)γδ =−(γµ

L )γβ (γµ L)αδ (23)
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allows us to write the lowest order result as

2(γµ
L )αβ (γµ L)γδ {δi j δkl +δil δk j} . (24)

Writing the result in this way, the spinor structure is just that of the first of the four diagrams in

Figure 9, but the colour factor is different. It will be convenient in defining the projectors to take

a trace in colour space, i.e. to multiply the expression in Equation (24) byδi j δkl and sum over the

repeated indices. This gives a colour factor at lowest orderof N2+N, whereN = 3 is the number

of colours.

We presented the above arguments explicitly because they generalize to the one-loop calculations

below. Consider for example the 4 diagrams obtained by adding a gluon between the quarks with

momenta labeledp1 and−p2 in Figure 9. Each of these four diagrams can be Fierz-transformed

into each other. It is therefore sufficient to calculate any one of the diagrams, but care needs to be

taken in order to evaluate the colour factor correctly.

Fierz identities are four dimensional relations whereas inNDR one works inD = 4+2ε dimen-

sions. This is the origin of the so called evanescent operators such as

E1 = (s̄iγµ
L d j)(s̄ jγµ Ldi)− (s̄ iγµ

L di)(s̄ jγµ Ld j) (25)

which vanish in 4-dimensions by the Fierz identity, Equation (23). Note the relative minus sign

compared to Equation (23) due to the interchange of fermion fields. It is conventional to de-

fine the NDR operators having subtracted the evanescent operators, i.e. using the 4-dimensional

Fierz identities (analogously to subtracting the Euler constant and log(4π) when defining theMS

scheme). This is possible because the evanescent operatorsvanish in 4 dimensions and are there-

fore proportional toε and are only combined with the 1/ε divergence. Their contribution is

therefore independent of momenta. The evanescent operators are therefore removed by one-loop

counterterms, and must be included when evaluating the two-loop anomalous dimension [31, 32].

In order to compare our result for the one-loop countertermswith Reference [31] we evaluate their

coefficients. We use the same basis of three operators as in Reference [31]; in addition toE1

defined in Equation (25) we introduce

E2 = (s̄iγµγν γρPLdi)(s̄jγµ γνγρPLd j)− (16+4ε)(s̄iγµ
L di)(s̄jγµ Ld j) (26)

E3 = (s̄iγµγν γρPLd j)(s̄jγµ γνγρPLdi)− (16+4ε)(s̄iγµ
L di)(s̄jγµ Ld j) , (27)

wherePL = 1− γ5 [70]. In comparing our results with Reference [31] the reader should note that
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p1
→

-p2
→

-p1
→

p2
→

(a1)

p1
→

-p2
→

-p1
→

p2
→

(b1)

FIG. 11: The two independent one-loop Feynman diagrams to beevaluated.

we useD = 4+2ε to denote the number of dimensions whereas the authors of Reference [31] use

D = 4−2ε.

1. Evaluating the Diagrams

There are two independent Feynman diagrams which have to be evaluated (see Figure 11) and we

now present the results for these diagrams. The results are presented before taking the traces corre-

sponding to the projection operators which define the RI-SMOM schemes, and so contain flavour

and colour indices. The expressions for the remaining diagrams can then be readily obtained

from those in Figure 11 by symmetries, except for the contribution of the evanescent operators to

the one-loop counterterm which we also discuss later. Leaving the indices free also provides us

with the flexibility to use a variety of renormalization schemes (such as the schemes defined in

Subsection III A) which we exploit at the end of this Section.

Diagram (a1) gives the following result:

g2CF

16π2δi j δkl

{
−γρ

L ⊗ γρ L

[
log

p2

µ2 +
2
3
C0−1

]
+

2
3
6 p1γρ

R 6 p1+ 6 p2γρ
R 6 p2

p2 ⊗ γρ L

−1+2C0

3
6 p1γρ

R 6 p2

p2 ⊗ γρ L −
1
3
6 p2γρ

R 6 p1

p2 ⊗ γρ L

}
+ (28)

(1−ξ )
g2CF

16π2δi j δkl

{
γρ
L ⊗ γρ L

[
log

p2

µ2 +
C0−4

3

]
+

C0−1
3

γρ
L 6 p1 6 p2+ 6 p1 6 p2γρ

L

p2 ⊗ γρ L

+
C0

3
6 p1γρ

R 6 p2

p2 ⊗ γρ L −
C0−2

3
6 p1 6 p2γρ

L 6 p1 6 p2

p4 ⊗ γρ L

}

≡ CFδi j δkl Aαβ ,γδ , (29)

whereC0 =
2
3Ψ′(1

3)− (2
3π)2 ≃ 2.34391 andΨ(x) is the digamma-functionΨ(x) = Γ′(x)/Γ(x). In

Equation (28),X⊗Y denotesXαβYγδ , γµ
R = γµ(1+ γ5) andξ is the gauge parameter defined so
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p1
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→

-p2
←

(a3)

p1
→

p2
←

-p1
→

-p2
←

(a4)

p1
→

-p2
→

-p1
→

p2
→

(a1)

p1
→

-p2
→

-p1
→

p2
→

(a2)

FIG. 12: Four one-loop diagrams whose Feynman integrals aregiven by that of diagram (a1) in Figure 11.

thatξ = 0 corresponds to the Landau gauge andξ = 1 to the Feynman gauge. It will prove to be

a convenient shorthand to defineAαβ ,γδ as in Equation (29).

The expression for diagram (b1) is

g2

16π2 Ta
i j Ta

kl

{
γρ
L γνγµ ⊗ γρ Lγν γµ

[
1
4

log
p2

µ2 −
2(1− log2)

3

]
+

(1−ξ )γρ
L ⊗ γρ L

[
− log

p2

µ2 +
4(1− log2)

3

]
+ (30)

γρ
L 6 p1γµ ⊗ γρ L 6 p1γµ

p2

(
1+8log2

6
− (1−ξ )

4log2−1
6

)}
.

Diagrams (a1) and (b1) in Figure 11 are not the only ones whichneed to be evaluated but, apart

from the subtlety associated with the evanescent operators(which we neglect for the moment but

to which we return shortly), they are the only ones for which the Feynman integrals need to be

evaluated. Consider first the four diagrams in Figure 12, in which one end of the gluon is attached

to the quark labeled with momentump1 and the other to one with momentum±p2. The results of

the four diagrams in Figure 12 can then be deduced by inspection:

(a1) = Aαβ ,γδCFδi j δkl; (a2) =−Aγβ ,αδ Ta
i j T

a
kl;

(a3) =−Aγβ ,αδCFδil δk j; (a4) = Aαβ ,γδ Ta
i j T

a
kl .

(31)

To these must be added the contributions from the four diagrams in which one end of the gluon is

attached to the quark with momentum−p1. These are obtained from the results in Equation (31)
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←
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→
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→
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→
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→
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→

-p2
←
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FIG. 13: Four one-loop diagrams whose Feynman integrals arerelated to that of diagram (b1) in Figure 11.

by making the substitutionsα ↔ γ,β ↔ δ , i ↔ k, j ↔ l , and the sum of the eight diagrams is to

be multiplied by 2 to include the diagrams obtained by interchanging the two currents. In this way

we obtain a total answer for the 16 diagrams in which a gluon isattached to quarks of different

flavour

Ca = 2(Aαβ ,γδ +Aγδ ,αβ )(CFδi j δkl +Ta
il Ta

k j)− (32)

2(Aγβ ,αδ +Aαδ ,γβ )(CFδil δk j +Ta
i j T

a
kl)+

g2

16π2

1
ε

[
1
4

(
Etree

3 − 1
N

Etree
2

)
− (4+ξ )Etree

1

]
.

The last term contains the contribution from the evanescentoperators which we have ignored up

to now in this discussion. They arise because in rewriting the divergent terms in terms of the

spinor structure(γρ
L )αβ (γρ L)γδ or (γρ

L )αβ (γρ L)γδ we have used the spinor Fierz identities which

are not valid inD = 4+2ε dimensions. These contributions only arise in the presenceof the ε

ultraviolet divergence and are hence straightforward to identify. When evaluating the conversion

factor between the RI-SMOM and NDR schemes, we will use projection operators which have

some symmetry in the indices and which effectively simplifythe expression in Equation (32) .

Next we consider the 8 diagrams whose Feynman integral is given by the expression in Equa-

tion (30). Four of these are shown in Figure 13 and the remaining 4 are obtained by switching the

two currents (and are equal to those in Figure 13). The resultfor each of the diagrams (b2)–(b4)

can be deduced by inspection from that for (b1) given in Equation (30) and for the total contribu-
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tion from the 8 diagrams we find:

Cb =
g2

16π2

N−1
N

Otree
∆S=2

{
1+(3+ξ ) log

p2

µ2 −
4(1− log2)

3
(7+ξ )

}

+
g2

16π2

2Xb
αβγδ ,i jkl

p2

{
1+8log2

6
− (1−ξ )

4log2−1
6

}
(33)

+
g2

16π2

{
1
4ε

(
E3−

1
N

E2

)
− 1−ξ

ε
E1

}
,

where

Xb
αβγδ ,i jkl = {(γρ

L 6 p1γµ)αβ (γρ L 6 p1γµ)γδ +(γµ 6 p2γρ
L )αβ (γµ 6 p2γρ L)γδ}Ta

i j T
a
kl −

{(γρ
L 6 p1γµ)γβ (γρ L 6 p1γµ)αδ +(γµ 6 p2γρ

L )γβ (γµ 6 p2γρ L)αδ}Ta
k jT

a
il . (34)

2. The Conversion Factor

Having kept the external colour and spinor indices uncontracted in Subsection III B 1, we are in a

position to determine the conversion factors relating the∆S= 2 four-quark operator defined in the

four RI-SMOM schemes to that in the NRD scheme. The conversion factors,C(X,Y)
BK

, are defined

by

O
NDR
VV+AA(µ) =C(X,Y)

BK
(p2/µ2)O

(X,Y)
VV+AA(p), (35)

where for convenience at this stage we keepp as the renormalization scale in the RI-SMOM(X,Y)

schemes andµ as the renormalization scale in the NDR scheme. Since in thissubsection we

are only concerned with renormalized quantities we drop thesubscriptR denotingrenormalized.

From the definition of the RI-SMOM renormalization schemes given in Equations (18) – (21) we

see that the conversion factors can be obtained from the equations

(
C(Y)

q

)2

C(X,Y)
BK

Pi j ,kl
(X),αβ ,γδ ΛNDR, i j ,kl

αβ ,γδ = 1, (36)

where, as throughout this paper,Λ represents the amputated Green function.C(Y)
q are the conver-

sion factors relating the wave-function renormalization factors in theMS scheme and that in the

RI-SMOM scheme labeled byY, C(Y)
q = ZMS

q /Z(Y)
q . At one-loop order these were already obtained

in Reference [30],

CRI-SMOM
q = 1+

g2

16π2 CF ξ
[
log

p2

µ2 −1

]
+O(g4) , (37)
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C
RI-SMOMγµ
q = 1+

g2

16π2CF

[
1− ξ

2

(
3−2log

p2

µ2 −C0

)]
+O(g4) (38)

whereCF denotes the Casimir operator in the fundamental representation of SU(N). These results

have recently been extended to two loops [33, 34].

We now sketch the calculation of the conversion factor for the RI-SMOM(γµ ,/q) scheme and then

present the results for the other three RI-SMOM schemes. Therenormalization condition in Equa-

tion (36) with the projector of Equation (13) in the(γµ , 6q) scheme can therefore be written in the

form

(CRI-SMOM
q )2Pi j ,kl

(1),αβ ,γδ ΛNDR, i j ,kl
αβ ,γδ

∣∣∣
non-except.

=C
(γµ ,6q)
BK

. (39)

From Equation (39), together with the expressions in Equation (32), (33) and (37) we can evaluate

the conversion factor between the(γµ , 6q) and the NDR scheme.

There are 3 contributions to the conversion factor:

1. The total contribution from diagrams such as those in Figure 12 above, in which the gluon

is exchanged between a strange quark or antiquark and a down quark or antiquark, is:

Da =
g2

16π2

(N−1)(N+2)
N

{
−ξ log

p2

µ2 −1+
3−C0

2
ξ
}

O
(γµ ,/q)
VV+AA(p)

+
g2

16π2

1
2ε

[
−(8+2ξ )E1−

1
2N

E2+
1
2

E3

]
(40)

whereN = 3 is the number of colours ((3−C0)/2≃ 0.328046).

2. The corresponding contribution from diagrams, such as those in Figure 13 above, in which

a gluon is exchanged between quarks of the same flavour (i.e. the two strange quarks or the

two down quarks), is:

Db =
g2

16π2

N−1
N

{
(3+ξ ) log

p2

µ2 +12log2−7+2ξ (2log2−1)

}
O
(γµ ,/q)
VV+AA(p)

+
g2

16π2

(
1
4ε

(E3−
1
N

E2)−
1
ε
(1−ξ )E1

)
. (41)

3. Finally we have the contribution from the quark wave-function renormalization:

Dc =
g2CF

16π2 2ξ
{

log
p2

µ2 −1

}
O
(γµ ,/q)
VV+AA(p) . (42)

Before presenting the final result we make two observations:
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1. The total term with evanescent operators is

g2

16π2

1
ε

(
1
2
(E3−

1
N

E2)−5E1

)
. (43)

This term is eliminated by introducing counterterms which are equal and opposite to this.

The result agrees with (2.15) and (2.22) of Reference [31] (recall again that we are using

D = 4+2ε and the authors of [31] are usingD = 4−2ε).

2. The total logarithmic term is
g2

16π2(3−
3
N
) log

p2

µ2 , (44)

which agrees with the known anomalous dimension.

The final result for the conversion factorC
(γµ ,6q)
BK

is given by

C
(γµ ,6q)
BK

= 1+
g2

16π2

[
1
N

(
9−3log

p2

µ2 −12log2

)
−8+12log2+3log

p2

µ2 −N

+ ξ
(

1
N
(C0−4log2)− 1

2
−C0

2
+4log2+

N
2
(1−C0)

)]
+O(g4)

N=3
= 1+

g2

16π2

[
2log

p2

µ2 +8log2−8+ξ
(

1− 5
3
C0+

8
3

log2

)]
+O(g4)

≃ 1+
g2

16π2

[
2log

p2

µ2 −2.45482−ξ 1.05812

]
+O(g4) . (45)

The remaining three conversion factors are obtained from equations Equations (32), (33) and (37)

or (38) in a similar way and we only present the final results. For the(γµ ,γµ) scheme we find

C
(γµ ,γµ)
BK

= 1+
g2

16π2

[
1
N

(
8−12log2−3log

p2

µ2

)
−8+12log2+3log

p2

µ2

+ ξ
(

1
2N

(1+C0−8log2)− 1
2
−C0

2
+4log2

)]
+O(g4)

N=3
= 1+

g2

16π2

[
2log

p2

µ2 +8log2− 16
3
−ξ

(
1
3
+

1
3
C0−

8
3

log2

)]
+O(g4)

≃ 1+
g2

16π2

[
2log

p2

µ2 +0.211844+ξ 0.733757

]
+O(g4) . (46)

For the remaining two schemes we use the second projector in Equation (14) and impose

(C(Y)
q )2 1

64q2N(N+1)
Pi j ,kl
(2),αβ ,γδ ΛNDR, i j ,kl

αβ ,γδ

∣∣∣∣
non-except.

=C
(6q,Y)
BK

(47)
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Scheme for
CBK for ξ = 0four quark operator

RI-MOM 1+ αs
4π (0.87851...)+O(α2

s )

(γµ ,6q) 1+ αs
4π (−2.45482...)+O(α2

s )

(γµ ,γµ) 1+ αs
4π (0.21184...)+O(α2

s )

(6q,6q) 1+ αs
4π (−0.45482...)+O(α2

s )

(6q,γµ) 1+ αs
4π (2.21184...)+O(α2

s )

TABLE VII: Summary of the conversion factors (in the Landau gauge) of the four quark operator from the

RI-(S)MOM schemes to theMS[NDR] scheme.

again withq= p1− p2 andp2
1 = p2

2 = q2 = p2. The conversion factors are

C
(6q,6q)
BK

= 1+
g2

16π2

[
1
N

(
9−3log

p2

µ2 −12log2

)
+12log2−9+3log

p2

µ2

+ ξ
(

1
N
(C0−4log2)−C0+4log2

)]
+O(g4)

N=3
= 1+

g2

16π2

[
2log

p2

µ2 +8log2−6+ξ
(

8
3

log2− 2
3
C0

)]
+O(g4)

≃ 1+
g2

16π2

[
2log

p2

µ2 −0.454823+ξ 0.285788

]
+O(g4) . (48)

and

C
(6q,γµ )
BK

= 1+
g2

16π2

[
1
N

(
8−12log2−3log

p2

µ2

)
+12log2−9+3log

p2

µ2 +N

+ ξ
(

1
2N

(1+C0−8log2)−C0+4log2+
N
2
(C0−1)

)]
+O(g4)

N=3
= 1+

g2

16π2

[
2log

p2

µ2 +8log2− 10
3
+ξ

(
8
3

log2+
2
3
C0−

4
3

)]
+O(g4)

≃ 1+
g2

16π2

[
2log

p2

µ2 +2.211844+ξ 2.077664

]
+O(g4) . (49)

The results for the four conversion factors for the RI-SMOM schemes together with that for RI-

MOM are summarized in Table VII.
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3. Two-Loop Anomalous Dimension

We follow the conventions of Reference [31] and define the anomalous dimensionγ of the renor-

malized operatorO by

µ
dO(µ)

dµ
=−γ(µ)O(µ) , (50)

whereµ is the renormalization scale. Expandingγ as a perturbation series

γ(µ) =
g2(µ)
16π2 γ(0)+

g4(µ)
(16π2)2γ(1)+O

(
g2(µ)
16π2

)3

, (51)

the one and two-loop coefficients in theMS-NDR scheme (called NDR in the following) are [35]

γ(0)NDR = 6− 6
N

N=3
= 4 and (52)

γ(1)NDR = −22
3
− 57

2N2 +
39
N

− 19
6

N+nf

(
2
3
− 2

3N

)
N=3
= −7+

4
9

nf , (53)

wherenf = 3 is the number of flavours contributing to the running in the region of interest.

Now let the conversion factor between the NDR scheme and a scheme A which is defined in the

Landau gauge so that the gauge parameter is not renormalizedbe given by

ONDR(µ) =

(
1+

g2(µ)
16π2 ∆rA→NDR+O

(
g2(µ)
16π2

)2
)

OA(µ) . (54)

In the following we consider for the 5 schemes A∈ {RI-MOM, (γµ ,/q), (γµ ,γµ), (/q,/q), (/q,γµ)}.

From Equation (45) we see that∆rRI-SMOM→NDR ≃ −2.45482 and from Section 5 of Refer-

ence [31] we read

∆rRI-MOM→NDR =−7+
7
N
+12

(
1− 1

N

)
log2

N=3≃ 0.878511. (55)

For the one-loop anomalous dimensions the equationγ(0)A = γ(0)NDR holds and the relations

between the two-loop anomalous dimensions are given by

γ(1)A = γ(1)NDR−2β0∆rA→NDR , (56)

whereβ0 is the one-loop coefficient of the QCDβ -function which is defined by

β =
∂αs(µ)/(4π)

∂ log(µ2)
=−β0

(
αs(µ)

4π

)2

−β1

(
αs(µ)

4π

)3

+O(α4
s ) (57)

with

β0 =
11
3

N− 2
3

nf , (58)
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β1 =
34
3

N2+

(
1
N
− 13

3
N

)
nf , (59)

andαs(µ) = g2(µ)/(4π) is the strong coupling constant. In this way we obtain in the Landau

gauge

γ(1)NDR = − 57
2N2 +

39
N

− 22
3
− 19

6
N−nf

2
3

[
1
N
−1

]
N=3
=

nf=3
−17

3
, (60)

γ(1)RI-MOM = − 57
2N2 +

39
N

− 176
3

+88log2+N

(
289
6

−88log2

)

+ nf

[
1
N

(
26
3
−16log2

)
− 26

3
+16log2

]
N=3≃
nf=3

−21.4799, (61)

γ(1)(γµ ,/q) = − 57
2N2 +

39
N

− 220
3

+88log2+N

(
111
2

−88log2

)
+

22
3

N2

+ nf

[
1
N

(
34
3
−16log2

)
−10+16log2− 4

3
N

]
N=3≃
nf=3

38.5201, (62)

γ(1)(γµ ,γµ) = − 57
2N2 +

39
N

−66+88log2+N

(
111
2

−88log2

)

+ nf

[
1
N
(10−16log2)+16log2−10

]
N=3≃
nf=3

−9.47986, (63)

γ(1)(/q,/q) = − 57
2N2 +

39
N

− 220
3

+88log2+N

(
377
6

−88log2

)

+ nf

[
1
N

(
34
3
−16log2

)
− 34

3
+16log2

]
N=3≃
nf=3

2.52014, (64)

γ(1)(/q,γµ) = − 57
2N2 +

39
N

−66+88log2+N

(
377
6

−88log2

)
− 22

3
N2

+ nf

[
1
N
(10−16log2)− 34

3
+16log2+

4
3

N

]
N=3≃
nf=3

−45.4799. (65)

In Reference [32, 36] a factor has been introduced to convertthe results to the renormalization

group independent (scale invariant) value defined by

ZRGI
BK

(nf ) = ω−1
A (µ,nf )Z

A
BK
(µ,nf ) , (66)

where A again labels the scheme. At next-to-leading order the contribution to the evolution of the

operator is written in terms of a quantity calledJ
(nf )
A

ω−1
A (µ,nf ) = αs(µ)−γ(0)/(2β0)

[
1+

αs(µ)
4π

J
(nf )
A

]
, (67)

as defined in Appendix D of Reference [28]. In the notation used here it is given by

J
(nf )
A =−

(
γ(1)

2β0
− γ(0)β1

2β 2
0

)
. (68)
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With N = 3 we find in the Landau gauge

J(3)NDR =
13095−1626nf +8n2

f

6(2nf −33)2 ≃
nf=3

1.89506, (69)

J(3)RI-MOM = −
17397−2070nf +104n2

f

6(2nf −33)2 +8log2 ≃
nf=3

2.77357, (70)

J(3)
(γµ ,/q)

= −
39177−4710nf +184n2

f

6(2nf −33)2 +8log2 ≃
nf=3

−0.55976, (71)

J(3)
(γµ ,γµ )

= −
7251−866nf +40n2

f

2(2nf −33)2 +8log2 ≃
nf=3

2.10691, (72)

J(3)
(/q,/q)

= −
26109−3126nf +136n2

f

6(2nf −33)2 +8log2 ≃
nf=3

1.44024, (73)

J(3)
(/q,γµ )

= −
2895−338nf +24n2

f

2(2nf −33)2 +8log2 ≃
nf=3

4.10691. (74)

The first two results in Equations (69) and (70) can be taken from Reference [32] and agree with

(D4) and (D3) respectively in Reference [28].

C. Volume averaged vertex functions

In contrast to earlier RBC-UKQCD publications [28], in the present study we have developed

volume-source NPR for four quark operators with a generalised momentum configuration. As

will be demonstrated below, this volume averaging greatly improves the statistical precision. The

technique is similar in style to previous analyses introduced for bilinear operators by the QCDSF

collaboration [37]. The advantage of the method arises fromthe fact that the amputated vertex

functions are evaluated with the operator insertion averaged over allL4 lattice sites, as opposed to

the single-point source operator insertion. The resultingstatistical errors are tiny and systematic

effects likeO4 breaking lattice artefacts dominate. These must be included in the error analysis or

removed using, for example, the techniques of [38] (which wealso do in this study).

We define the four momentum source, used on a Landau gauge-fixed configuration, as

ηp(x) = eipµxµ
δi j δαβ , (75)

wherei, j andα, β are color and spinor labels respectively and the momenta take the values

pµ = nµ
2π
L
, (76)

wheren is a four-vector of integers.
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243×64 p1 p2 323×64 p1 p2

(0,4,4,0) (4,0,4,0) (3,2,2,2) (3,2,-1,-4)

(1,2,2,8) (-2,-1,2,8) (4,2,2,0) (4,0,-2,4)

(1,4,2,8) (2,-1,4,8) (4,4,3,2) (4,3,-1,-8)

(2,2,4,0) (4,-2,2,0) (4,-5,0,-6) (4,0,-5,-6)

(2,3,2,8) (3,-2,2,8) (-4,-1,-4,2) (-4,-4,1,2)

(-3,1,1,8) (1,1,3,8)

TABLE VIII: Non-exceptional discrete momenta used for the evaluation of amputated Green’s functions in

our NPR analysis. The momenta here are listed in(x,y,z, t) order for our 243 × 64 and 323 × 64 lattices.

The integer Fourier mode numbers{ni} are given and the lattice momenta are related viaapi =
ni2π
Li

. The

exceptional momenta used correspond top2 = p1 for the same set of momenta.

On a given gauge fieldUµ(x) we solve the equation

M(x,y)Gp(y) = ηp(x), (77)

andM is the domain wall fermion matrix with(5−M5)1 on the site diagonal portion.

In performing the NPR, as explained above, we select two momenta p1 and p2 satisfyingp2
1 =

p2
2 = (p1− p2)

2. In order to reduce the artefacts arising from the breaking of O4 symmetry, we

selected values forp2
1 = p2

2 = (p1− p2)
2, such that while still satisfying the Fourier constraints

we best minimise∑i p4
i as documented in Table VIII. Alternatively, following ref,[38], we may

impose twisted boundary conditions [39–44] on the quark fields

q(x+L) = eiBxq(x) where Bµ =
θπ
Lµ

(78)

Equation (77) is then modified to

M(x,y)G̃p(y) = ηp(x) where G̃(y, p) = e−iByGp+B(y) (79)

Thus by varying the twist angleθ we can vary the magnitude of the momentum without changing

the direction. Our choices ofp andB are documented in Table IX. The particular choices here

are the non-exceptional directions that minimise∑i p4
i . We choose the components ofB equal and

always in the same direction asp: for example ifp= (0,1,1,0) thenB= π
L (0,θ ,θ ,0) .

We now form phased propagators

G′
p(x) = Gp(x)e

−ip·x = ∑
y

M−1(x,y)eip·(y−x) . (80)
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243×64 p1 p2 θ

(-3,0,3,0) (0,3,3,0)3
16n : n= {−2,1...,12}

(-4,0,4,0) (0,4,4,0) 3
2

323×64 p1 p2 θ

(-3,0,3,0) (0,3,3,0) 1
4

(-4,0,4,0) (0,4,4,0) −3
4 , 3

8

(-5,0,5,0) (0,5,5,0) −5
8 , 3

8

TABLE IX: Non-exceptional momenta and twist angles used forthe evaluation of amputated twisted

Green’s functions in our NPR analysis. The momenta here are listed in(x,y,z, t) order for our 243×64 and

323×64 lattices. The integer Fourier mode numbers{ni} are related to the lattice momenta viaapi =
ni2π
Li

.

The momentum added by the twist,B, is determined by the twist angleθ giving api =
(2ni+θ )π

Li
. The

exceptional momenta used correspond top2 = p1 for the same set of momenta.

With twisted boundary conditions this equation is generalized to

G̃p(x)e
−ip·x = Gp+B(x)e

−i(p+B)·x = ∑
y

M−1(x,y)ei(p+B)·(y−x) = G′
p+B(x) , (81)

so that the phases are properly accounted for and the following discussion holds for both twisted

or untwisted propagators. For each configuration we form unamputated bilinear and four quark

vertex functions for generic Dirac structureΓ:
[
∑
x

γ5(G
′
p1
(x))†γ5ΓG′

p2
(x)

]

i j ,αβ
, (82)

and

∑
x

(
γ5(G

′
p1
(x))†γ5ΓG′

p2
(x)
)

i j ,αβ

(
γ5(G

′
p1
(x))†γ5ΓG′

p2
(x)
)

kl,γδ
. (83)

Here, external colour and spin indices are left free for later amputation. We use the kinematics ex-

plained in Section III B in which the four-point functions have two legs with incoming momentum

p1 and two with outgoing momentump2.

A single 12×12 object is written out for each configuration and momentum point for the bilinear

vertex functions, and a 12×12×12×12 object for the four quark operator. For convenience, we

use a single 12 valued index below to represent both color andspin. These building blocks enable

the accumulation of the following ensemble averages
(

G
′
p

)
ab

= ∑
x
〈
(
G′

p(x)
)

ab
〉, (84)
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(VΓ(p1, p2))ab = 〈∑
x

(
γ5(G

′
p1
)†(x)γ5ΓG′

p2
(x)
)

ab
〉, (85)

Wstuv
Γ (p1, p2) = 〈∑

x

(
γ5(G

′
p1
)†(x)γ5ΓG′

p2
(x)
)

su

(
γ5(G

′
p1
)†(x)γ5ΓG′

p2
(x)
)

tv
〉. (86)

These ensemble averages are then used to construct the amputated vertex functions for bilinears

Λbilinear
Γ = γ5(G

′
p1
)−†γ5VΓ(p1, p2)(G

′
p2
)−1 , (87)

whereΓ ∈ {A,V,S,P,T} and for four quark operators

Λ4q
Γ =

(
γ5(G

′
p2
)−†γ5

)
as

(
γ5(G

′
p2
)−†γ5

)
bt

Wstuv
Γ (p1, p2)(G

′
p1
)−1
uc (G

′
p1
)−1
vd (88)

whereΓ ∈ {VV±AA,SS±PP,TT} .

Finally theΛ4q
Γ are contracted with the projectors defined in Equations (13)and (14).

D. Lattice Results for the Renormalization ofBK

While the methods summarized in the previous section can be directly applied to the case at hand, it

is important to adopt a strategy which depends on amplitudeswhich can be accurately determined.

For example, it is useful to directly calculate the ratio of renormalization factors in the scheme

S, ZS
OVV+AA

/Z2
A, which is needed for the ratio of the four quark matrix element to f 2

K which enters

the actual definition ofBK because the common factor ofZ2
q appearing in the lattice calculation of

ZS
OVV+AA

andZ2
A cancels in this ratio. (HereZq is renormalization factor for the domain wall quark

field which is central to the RI-MOM approach but may introduce large systematic errors if it is

identified as the coefficient of a momentum-dependent term inthe lattice quark propagator.)

Thus, we transform our lattice-normalized result forBK to one normalized in the schemeS by

multiplying by the ratio

ZS
BK

=
ZS

OVV+AA

Z2
V

=

(
Γ2

V

ΓOVV+AA

)S

m→0

, (89)

whereΓOVV+AA is the projection of the amputated Green function,Λ4q
Γ , with a projector from Equa-

tions (13) and (14) corresponding to the renormalization scheme S, andΓV =
Zq
ZV

is the appropriate

projection of the amputated vertex function of the local vector currentΛV . Here either the local

vector or axial current can be used since their difference isexpected to be of orderm2
res.

We computeZBK in each scheme using Equation (89). The twisted momenta are given in Table IX.

For the 1 ensembles the lattice momenta approximately span the physical range 4.0GeV2 < p2 <
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11.0GeV2. On the 2 ensembles the momenta span 3.25GeV2 < p2 < 9.0GeV2. The overlap

region, 4.0GeV2 < p2 < 9.0GeV2, will be used for continuum extrapolations.

We perform a linear extrapolation of the results to the massless limit using data with quark masses

corresponding to the dynamical light-quark massesml . We do not observe any statistically rele-

vant mass dependence inZBK . Since we are restricted to a single sea strange quark mass inour

computation, we cannot perform a chiral extrapolation for the third active flavour. This mismatch

between the mass-independent renormalization schemes andthe finite sea strange quark mass is

included in our error budget.

The lattice data in the chiral limit is converted to the NDR scheme at the renormalization scale

µ = 2GeV orµ = 3GeV using the perturbative results from Section III B.

Several additional inputs are required: we define the three flavor couplingαs from the PDG 2010

central valuesαs(MZ) = 0.1184(7), mMS
b = 4.19+18

−6 GeV andmMS
c = 1.27+7

−9 GeV by using the

four-loop running down to our renormalization scale and matching across flavor thresholds. We

combine this four-loop and 2+1 flavourαs with the two-loop anomalous dimensions to obtain the

Wilson coefficients for both scheme change toMS, and to obtain the 2+1 flavour RGI operator.

The perturbative contribution to the momentum scale dependence is divided out, and the data for

ZS
BK

is displayed in Figure 14 and 15. The remainingp2 dependence is a source of systematic error

and is discussed in detail in Section III D 1.

1. Systematic errors due to renormalization

scheme MOM SMOM (γµ ,γµ) SMOM (γµ ,/q) SMOM (/q,γµ) SMOM (/q,/q)

ZNDR
BK

(2GeV) 0.95541 0.96089 1.03838 0.92164 1.00028

Stat 0.00151 0.00046 0.00093 0.00104 0.00036

a−1 0.00045 0.00052 0.00211 0.00030 0.00129

ms 0.00846 0.00221 0.00386 0.00174 0.00151

V −A 0.00551 0.00014 0.00013 0.00010 0.00014

Total 0.01022 0.00232 0.00450 0.00205 0.00202

TABLE X: Error budget, without the perturbative truncation(PT) error, forZNDR
BK

(2 GeV) on the1 ensem-

ble set (β = 2.25 323 lattices.)
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FIG. 14: We can use the the perturbative running to convert the chiral limit of the ratio (89) toMSat 2 GeV

for eachp2 usingZS
BK
(p2)× ωNDR(µ=2GeV,n f=3)

ωS(µ2=p2,n f=3) . This is displayed for all five intermediate MOM schemes

S on the 2 ensemble set (243, a−1 = 1.73,GeV lattice). The top two panels correspond to the original

RI-MOM as the intermediate scheme and the other four rows correspond to the schemes of Section III B.

The left-hand panels show the data with the momenta of Table VIII and the right-hand panels show the data

using the momenta in Table IX accessible with the use of twisted boundary conditions. The scatter due to

the O(4) symmetry breaking in the left hand panels is absent in the right-hand panels the right. For this

reason we use the data with twisted boundary conditions for our analysis.

In Tables X , XI and XII , XIII we summarize the results and the error budget for the schemes

described in Section III A. There are six main contributionsto the total error

1. Statistical errors. These are denoted by the label “stat”in Tables X–XIII.

2. Errors due to the breaking ofO4 symmetry. As explained below we eliminate these errors

by evaluating the Green functions using momenta which are made accessible by the imple-

mentation of twisted boundary conditions. These are therefore absent in Tables X–XIII.
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FIG. 15: We can use the the perturbative running to convert the chiral limit of the ratio (89) toMSat 2 GeV

for eachp2 usingZS
BK
(p2)× ωNDR(µ=2GeV,n f=3)

ωS(µ2=p2,n f=3) . This is displayed for all five intermediate MOM schemes

on the 1 ensemble set (323, a−1 = 2.28GeV lattice). The top two panels correspond to the original RI-

MOM as the intermediate scheme and the other four rows correspond to the schemes of Section III B. The

left-hand panels show the data with the momenta of Table VIIIand the right-hand panels show the data

using the momenta in Table IX accessible with the use of twisted boundary conditions. The scatter due to

the breaking ofO(4) symmetry is smaller on this finer lattice.

3. Uncertainty in the values of the lattice spacing. We denote these bya−1 in Tables X–XIII.

4. Uncertainties due to infrared chiral symmetry breaking effects. These are only significant in

the RI-MOM scheme where one manifestation is the differencein the values ofΛV andΛA.

We therefore label these effects byV −A in Tables X–XIII.

5. Errors due to the fixed sea strange-quark mass when definingmass-independent renormal-

ization schemes. We label this byms in Tables X–XIII.

6. Error due to the truncation of the perturbation series in the matching. We label this by PT.
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scheme MOM SMOM (γµ ,γµ) SMOM (γµ ,/q) SMOM (/q,γµ) SMOM (/q,/q)

ZNDR
BK

(3GeV) 0.93453 0.94284 0.99252 0.91681 0.96698

Stat 0.00030 0.00017 0.00034 0.00038 0.00013

a−1 0.00058 0.00049 0.00137 0.00004 0.00086

ms 0.00181 0.00048 0.00039 0.00024 0.00009

V −A 0.00188 0.00002 0.00002 0.00002 0.00002

Total 0.00269 0.00070 0.00147 0.00046 0.00088

TABLE XI: Error budget without PT error forZNDR
BK

(3GeV) at β = 2.25 (323 lattices).

scheme MOM SMOM (γµ ,γµ) SMOM (γµ ,/q) SMOM (/q,γµ) SMOM (/q,/q)

ZNDR
BK

(2GeV) 0.92578 0.93731 1.01350 0.89936 0.97621

Stat 0.00028 0.00010 0.00032 0.00027 0.00011

a−1 0.00049 0.00064 0.00225 0.00013 0.00140

ms 0.00757 0.00393 0.00445 0.00054 0.00180

V −A 0.00750 0.00021 0.00026 0.00021 0.00026

Total 0.01067 0.00399 0.00500 0.00065 0.00230

TABLE XII: Error budget without PT error forZNDR
BK

(2GeV) on the 2 ensemble set (β = 2.13 243 lattices).

Since we estimate this error by comparing the results obtained in different schemes, it is

absent in Tables X–XIII where errors in individual schemes are presented separately.

We define the central value forZBK through a linear interpolation in(ap)2 to the same physical

scalep2 = µ2 on both ensemble sets, and this is our chosenMS renormalization scaleµ. We take

the continuum limit of the renormalized matrix element, removing the lattice artefacts. This ap-

proach differs from earlier work in our collaboration [28] where the values of the renormalization

constants extrapolated top2 = 0 were used.

We now consider the sources of systematic error in more detail:

O4 breaking:

The use of volume sources leads to tiny statistical errors and as a result the scatter of the points

around a smooth curve in(ap)2 becomes a prominent source of uncertainty. This is illustrated by

a comparison of the left and right-hand plots of Figures 14 and 15. The scatter in the left-hand
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scheme MOM SMOM (γµ ,γµ) SMOM (γµ ,/q) SMOM (/q,γµ) SMOM (/q,/q)

ZNDR
BK

(GeV) 0.90444 0.91983 0.97455 0.89147 0.94672

Stat 0.00066 0.00010 0.00029 0.00027 0.00011

a−1 0.00076 0.00051 0.00131 0.00007 0.00084

ms 0.00347 0.00181 0.00164 0.00148 0.00063

V −A 0.00203 0.00003 0.00012 0.00009 0.00012

Total 0.00415 0.00188 0.00213 0.00151 0.00106

TABLE XIII: Error budget without PT error forZNDR
BK

(3GeV) on the 2 ensemble set (β = 2.13 243 lattices).

plots, which correspond to Fourier momenta given in Table VIII, can be attributed to artefacts

which appear due to the breaking of rotational symmetries onthe lattice. In previous studies they

have been hidden due to the statistical noise and the averaging over all degeneratep2. In a recent

paper [38] it has been shown how this scatter can be avoided using twisted boundary conditions.

Instead of using the Fourier modes, we introduce twisted boundary conditions and use momenta

which are equivalent under the hypercubic group on each lattice spacing. This eliminates the

spread due to the breaking ofO4 invariance. This expectation is confirmed in the right-handplots

in Figures 14 and 15, where we use the twisting angles specified in Table IX and we therefore use

the twisted data exclusively in this analysis. Of course, the O(a2) errors still remain – we have

simply chosen a single orientation for the lattice momentum. The twisting allows us to deal with

these discretisation errors by taking the continuum limit of a fixed observable with a controlled

Symanzik expansion.

Uncertainty in the lattice spacing:

In order to obtain the renormalization constants at a given physical scale we use our measured

values of the lattice spacingsa−1
24 = 1.73(3) anda−1

32 = 2.28(3) [19]. The central values quoted

above for the renormalization constants are obtained usingthe central values fora−1 and the errors

are estimated by recalculatingZBK usinga−1+∆a−1, where∆a−1 is the error in the inverse lattice

spacing, and taking the difference for the estimated uncertainty.

Infrared chiral symmetry breaking effects:

In the original RI-MOM scheme the difference between the bilinear vertex functions of the vector

and the axial vector current is significant [28]. We perform separate analyses usingΛV or 1
2(ΛV +

ΛA) in ZBK , as these differ for the original RI-MOM kinematics due to infrared chiral symmetry
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effects. We include the difference as a systematic error andtake the ratio withΛV as the central

value. This was estimated to be one of the largest sources error in our previous RI-mom work,

but we now find that there is no measurable difference betweenthe two cases for the new SMOM

schemes.

ms:

We associate an error due to our treatment of data with sea strange quarks near their physical

mass while using a mass-independent scheme when convertingto MS. This can be estimated

by measuring the slope of the data with respect to the simulated light-quark masses in the chiral

extrapolation of vertex functions. We take one half of this slope, as there is now a single flavour,

and multiply by the simulated strange quark mass to obtain the systematic error. This error is

rather small for the non-exceptional momentum schemes which have a mild mass dependence.

Perturbative truncation:

For each scheme a perturbative truncation error arises because we only know the perturbative

running to some fixed order. Estimating this error is necessarily subjective as a rigorous estimate

would require us to know the unknown higher order terms.

At fixed order there are two possible approaches that may be advocated as being reasonable es-

timates of this error. Firstly, notional convergence of theperturbative series could allow one to

estimate the error as either the last term in the series, or perhapsαn
s , wheren is the order of the

first unknown term, or even
( αs

4π
)n

according to subjective taste. These differ greatly, however for

our preferred scheme SMOM(/q,/q) the last term is around 0.8%.

Another approach is to compare the results obtained using different schemes to the order at which

we know the results, and consider that any discrepancies between the schemes after the well-

controlled continuum limit has been taken are indicative ofthe residual perturbative uncertainty.

Here again some subjectivity enters through an assessment of which and how many schemes

should be considered, however this is a promising approach which we adopt.

In Reference [38] it was found that the SMOM(/q,/q) scheme was better described by two-loop

perturbative running than the other schemes. Here we also find that the residualp2 dependence

for the SMOM(/q,/q) scheme is the smallest, and in Section III D 3 confirm the analysis of [38] on

our ensembles with a larger volume. This indicates that in the continuum limit, the SMOM(/q,/q)

scheme is best described by the perturbative running, and wetake the result in this scheme as

our central value. We note that of our schemesJ(3)
(/q,/q)

was closest toJ(3)NDR, and this is therefore

consistent with the small size of the perturbative correction needed to change scheme. For the
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error, we take the difference between the two schemes that are best described by perturbation

theory in Section III D 3, namely the difference between the SMOM(/q,/q) and SMOM(γµ ,γµ)

schemes.

We examined alternate strategies involving a weighted average of the results in all the schemes.

This selects the schemes best described by perturbation theory, and deweights those poorly de-

scribed by perturbation theory. Here the relative weight might be determined by the slope of each

scheme after removing perturbative running. We find that in this case the overall error is slightly

smaller than that obtained from the difference of the results in the SMOM(/q,/q) and SMOM(γµ ,γµ)

schemes, and so we adopt the latter as the more conservative error.

We also note from our tables that at the higher scale the difference between schemes is smaller.

For example on our finer lattice, i.e. closer to the continuumlimit, we find that the rms error

between the different schemes is reduced from around 0.04 to 0.03 as we go from 2 to 3 GeV. At

a sufficiently high scale and in the continuum limit all schemes should give the same result. Since

the difference between schemes is a major systematic error and we believe we have good control

over lattice artefacts by taking the continuum limit, we prefer to computeZBK at the higher scale

of 3 GeV. The non-perturbative conversion factor to go from 2to 3 GeV in a variety of schemes

will be presented in a later section.

Finally, as a result of using a formulation of lattice QCD with good chiral properties we have no

systematic error associated with operator mixing, as we explicitly demonstrate in the following

subsection.

2. Operator mixing

The four-fermion operatorOVV+AA renormalizes multiplicatively when chiral symmetry is pre-

served. This holds, for example, for lattice regularizations which preserve chiral symmetry and

mass-independent renormalization schemes. In Reference [28] it was shown that the original RI-

MOM procedure, with four identical momenta in the four-point vertex function, does not lead to

vanishing mixing with the remaining elements of the basis ofdimension six operators. Already in

Reference [28] it was pointed out that schemes with non-exceptional momentum configurations

p2
1 = p2

2 = (p1− p2)
2 give mixings consistent with zero. The application of momentum sources to

this problem dramatically decreases the statistical erroron the mixing coefficients. Therefore we

are able to give more stringent bounds on the residual mixingwhich is expected to be ofO(am2
res)
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for Domain Wall Fermions. In Figure 16 we present results forthe mixing coefficientZVV+AA,X,

whereX =VV−AA,SS−PP,SS+PP or TT in the SMOM-(γµ ,γµ) scheme. The other SMOM
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FIG. 16: Mixing coefficient atβ = 2.25 for O1 = OVV+AA and the operatorsO2 = OVV−AA, O3 = OSS−PP,

O4 = OSS+PP andO5 = OTT. The data shown has been extrapolated to the chiral limit.

schemes also show similarly small mixing coefficients, while the mixing is artificially enhanced

through the pion pole contribution in the RI-MOM scheme. Since the mixing coefficients are

found to be at least four orders of magnitude smaller than themultiplicative factorZ11, we con-

clude that the mixing can be safely neglected even at the highstatistical accuracy reached in our

computation. In the following we define the renormalizationfactor forBK as the multiplicative Z
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factor only.

3. Step scaling functions

Following Reference [38] we can compute the step scaling functions σBK . In this reference a

comparison of the continuum non-perturbative step scalingfunctions with the perturbative results

was proposed as a means to identify the “best” scheme for conversion toMS. It was observed that

the SMOM(/q,/q) scheme agreed very well with the perturbative running. We also find here that

this scheme has the smallest residual slope inp2 after removing the perturbative running.

Details of the step scaling scheme can be found in [38], we briefly summarize them here. Using

Equation (89) in the chiral limit on each ensemble we have calculatedZBK (p,a) for p in the range

2.0GeV< p< 3.0GeV. Because of our twisted boundary conditions we have been able to choose

the same momentum direction consistently. Thus renormalization constants at the same physical

scale on both lattices have the same Symanzik expansion and we can perform the continuum

extrapolation of the ratio,

ΣBK(p,sp,a) =
ZBK(sp0,a)
ZBK(p0,a)

(90)

wheres is a scale factor between 1 and 1.5 andp0 = 2GeV to obtain

lim
a→0

ΣBK(p,sp,a) = σBK(p,sp) =
ZBK (sp0)

ZBK(p0)
. (91)

The present calculation marks an improvement over Reference [38] where the determination of the

lattice spacing was performed using fits to the static potential and was a large source of statistical

and systematic error. Here we use the well determined valuesof the lattice spacing [19] on these

ensembles, which significantly reduces the error. Figure 17shows the step scaling functions for all

four SMOM schemes, and we confirm that the SMOM(/q,/q) is very well described by perturbation

theory. This motivates us to use it as our central value. In these plots we use the opposite conven-

tion to [38] and plotZ(3sGeV)
Z(3GeV) where s varies between23 and 1. The values ofσBK(2GeV,3GeV)

and the corresponding error budgets are presented in Table XIV.

IV. CHIRAL-CONTINUUM EXTRAPOLATION STRATEGY

In Reference [19] we perform a combined chiral-continuum fitsimultaneously to our1 and

2 ensemble sets, allowing us to extract the lattice spacing and physical quark masses characteris-

ing each ensemble set. An ensemble set is a group of ensembleswith the same value ofβ . When
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scheme MOM SMOM (γµ ,γµ ) SMOM (γµ ,/q) SMOM (/q,γµ) SMOM (/q,/q)

σBK (2GeV,3GeV) 0.98457 0.98346 0.93783 1.00893 0.96189

Stat 0.00352 0.00091 0.00154 0.00186 0.00073

ms 0.01041 0.00075 0.00382 0.00056 0.00012

V −A 0.00068 0.00066 0.00008 0.00042 0.00007

Total 0.01101 0.00135 0.00412 0.00199 0.00075

TABLE XIV: Scaling factor σBK (2GeV,3GeV) from 2 to 3 GeV for each scheme. The values are the

reciprocal of the left most point in Figure 17. The error fromthe uncertainty in the lattice spacing is now

folded into the statistical error.

extrapolated to physical up/down and strange quark masses,determined via two constraints, we

determined the lattice spacing of each ensemble set using a third constraint. Thus, with two en-

semble sets, a total of six constraints are required, and therelation of these constraints between

the different ensemble sets determines our chosen scaling trajectory to the continuum limit: in

principle we are free to choose three quantities or ratios ashaving noa2 corrections indefiningour

scaling trajectory.

We summarise the chiral-continuum fit procedure and the subsequent determination of the lattice

scales and physical quark masses below. Throughout we denote masses implicitly shifted bymres

with a tilde as inm̃l ; these are analogous to a PCAC mass, but as we have good chiralsymmetry

the adjustment is rather small.

A. Overview of method

In Reference [19] we simultaneously performed a chiral-continuum fit of the following five quan-

tities: mπ , mK, mΩ, fπ and fK. After summarising these global fits to obtain lattice spacings

and quark masses, we will then perform a separate chiral-continuum fit for BK. We explore two

alternate sets of fit forms:

• The first form is obtained through a joint chiral anda2 expansion at next-to-leading order

in SU(2) chiral perturbation theory (ChPT) and ina2. Throughout our analyses we use

Λχ = 1 GeV as the chiral scale. For heavy-light quantities such asBK, mK and fK, we

useSU(2) PQChPT to which the kaon is coupled into the theory at leadingorder in the



44

0.7 0.75 0.8 0.85 0.9 0.95 1
s

0.98

1

1.02

1.04
σ (p,sp)
Σ (p,sp,a) β = 2.25
Σ (p,sp,a) β = 2.13
NLO
LO

(a)SMOM(/q,/q)

0.7 0.75 0.8 0.85 0.9 0.95 1
s

0.98

1

1.02

1.04
Σ (p,sp,a) β = 2.13
Σ (p,sp,a) β = 2.25
σ (p,sp)
LO
NLO

(b)SMOM(γµ ,γµ)

0.7 0.8 0.9 1
s

1

1.02

1.04

1.06

1.08

σ (p,sp)
Σ (p,sp,a) β = 2.25
Σ (p,sp,a) β = 2.13
LO
NLO

(c)SMOM(γµ ,/q)

0.7 0.75 0.8 0.85 0.9 0.95 1
s

0.98

1

1.02

1.04
Σ (p,sp,a) β = 2.13
Σ (p,sp,a) β = 2.25
σ (p,sp)
LO
NLO

(d)SMOM(/q,γµ)

0.7 0.75 0.8 0.85 0.9 0.95 1
s

0.98

1

1.02

1.04
Σ (p,sp,a) β = 2.13
Σ (p,sp,a) β = 2.25
σ (p,sp)
LO
NLO

(e)RI-MOM

FIG. 17: Continuum limit step scaling functions for all fourSMOM schemes (blue) compared with one-loop

perturbation theory (black). The continuum limit is a simple linear extrapolation ina2. The right,s= 1,

point corresponds to 3GeV
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non-relativistic expansion [4].

• The second form is obtained from a leading-order analytic expansion about a non-zero un-

physical pion mass as advocated by Lellouch [45], and including a2 corrections. The fit

forms are linear in the quark masses. By using this approach we lose the ability to take the

chiral limit and only extrapolate to the non-zero physical point.

B. Ideal trajectory to continuum limit

We must use six quantities to determine the scale, strange mass and the (degenerate) up/down

mass for each of the two lattice spacings. The discussion canbe simplified if we first consider an

ideal case where we were able to simulate at any quark mass. Inthis case we would tune the input

quark masses on both lattices until we obtainmπ/mΩ andmK/mΩ simultaneously equal to their

experimentally observed values.

This would define a non-perturbative, hadronic mass dependent renormalization condition, and the

freedom we hold in defining the trajectory to the continuum would be absorbed by defining these

quantities to be artefact free.

C. Matching at unphysical quark mass

In practice, we are not yet able to simulate with the physicalquark masses and getting to the phys-

ical masses involves some degree of interpolation or extrapolation. However, the above strategy

can be modified to identify the mass parameters for each ensemble which lie on the particular scal-

ing trajectory by requiring that a pair of mass ratios take onconvenient unphysical values rather

than “real world” observed ratios.

For example, we can require that the ratiosmll /mhhh andmhl/mhhh take the values given by one

pair of input quark masses that were used when generating a particular ensemble. Here the masses

mll , mhl andmhhh are the unphysical analogues ofmπ , mK andmΩ for our unphysical choice ofml

andmh. Then the pair of matching light and heavy quark masses, (ml , mh), for a second ensemble

set with a different value ofβ can be obtained by interpolation in the light quark massml . We

also require a matching value ofmh on this second ensemble. As we only used one mass value for

the strange sea quark we apply reweighting to assign the heavy sea quark mass the valuemh. This

self-consistent heavy quark mass reweighting and interpolation to an equal valence mass will be
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performed iteratively.

We formulate our approach to deal with arbitrarily manyβ values with ensemble set indexe. We

may then define a lattice spacing ratio for each ensemble sete to the primary ensemble set

1 from the ratio ofhhhbaryon masses:

Re
a =

(mhhh)
1

(mhhh)e =
a1

ae , (92)

where this ratio is naturally 1 fore = 1 .

For the quark masses that yielded matched pseudoscalar andhhhbaryon masses we characterize

the additional logarithmic dependence ona by defining the factorsZe
l andZe

h :

Ze
l =

(m̃l)
1

Re
a (m̃l)e (93)

Ze
h =

(m̃h)
1

Re
a (m̃h)e . (94)

As we approach the continuum limit, standard renormalized perturbation theory implies that phys-

ically equivalent light and heavy quark masses will be related between twoβ values by the same

renormalization factor. However, for non-zero lattice spacing we expectZe
l 6= Ze

h . Further as

ae → a1 these factors each approach unity. This implies [19] that:

Ze
h = Ze

l

(
1+cm

[
(a1 )2− (ae )2

])
. (95)

While the coefficientcm must vanish asml → mh, we have not written it as proportional tomh−ml

because the low energy matrix elements of the dimension 6 operators which give rise to these

O(a2) corrections will contain the more complex infra-red quark mass dependence of low energy

QCD. In fact the difference between these two factors is at orbelow the 1% level and, as can be

seen from Table XV, they were numerically indistinguishable in our study [19]. Never-the-less we

treat them as two independent quantities in our fits.

When performing an extrapolation in quark mass using both ofthe available ensembles, it is con-

venient to employ a mass renormalization scheme which is closely related to the mass parameters

used in those simulations. Thus, for any simulated quark mass on any ensemble sete, we introduce

an equivalent, matched quark massm1
f , expressed in lattice units on our1 ensemble set:

m1
f ≡ Ze

f Re
a me

f for f = l or h. (96)
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This m1
f represents a convenient but unconventional renormalization scheme whereZm is defined

to be unity for our finest lattice spacing. This non-canonical choice of renormalization scheme can

of course be transformed toMS at a later stage.

The matching prescription ensures that the trajectory to the continuum is defined such that the

masses of certain simulated pion-like, kaon-like, andΩ-like particles are lattice artefact free. In

principle, these states areonly lattice artefact free at the specific simulated massesml andmh used

to define the fixed factorsZl andZh in Equation (96). However in some neighbourhood(δml ,δmh)

of this simulation point the variations in the factorsZl and Zh will be sufficiently small to be

neglected. SinceZl andZh are already themselves indistinguishable, we can safely neglect the

variations inZl asml varies between zero and any of the (0.005, 0.01) and (0.004, 0.006, 0.008)

quark mass values in our two ensembles. Likewise, we will treat Zh as constant forδmh within

20% ofmh. Thus, by taking a simulated pion-like object to be artefactfree for one of these values

of ml we can view artefacts in all pions to be small, even in the chiral limit.

D. SU(2) power-counting

As in [19] we view the light quark mass anda2 expansions as a double power series, and work

only to NLO in this double series. We choose the quark masses on each ensemble set such that the

ratios of some reference pseudoscalar masses to thehhhbaryon mass remain fixed. Consider the

continuum SU(2) expression for the pion mass:

m2
ll = χl +χl





16
f 2

(
(2L(2)

8 −L(2)
5 )+2(2L(2)

6 −L(2)
4 )
)
+

1

16π2 f 2χl log χl

Λ2
χ




 , (97)

where all quantities are expressed in physical units and

χl = 2Bm̃l (98)

depends on the definition of the light quark massml . When we consider this in an expansion at

non-zero lattice spacing, we representB andm̃l in our matched lattice scheme as

χl =
2B1 m̃1

l

(a1 )2 . (99)

As the LECB is scheme dependent we have used our freedom to define a schemewhere it simply

multiplies the matched bare quark mass on our1 ensemble. Our matching at non-zero quark
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mass can be introduced to the fit directly with no furthera2counter terms as the leading ordera2

dependence away from our match point has been argued above tobe small. ForB andm̃expressed

in this scheme there are also no ordera2 counter terms.

In fact, we note that if we were to apply Equation (97) in independent fits to dimensionless masses

on each ensemble set, andif the NLO LEC’s turned out to be the same (something that our com-

bined fit constrains to be the case), then our scaling trajectory would requireχl to be matched

in thesameway as our earlier matching strategy, that is,χe
l (ae /me

hhh)
2 would be required to be

unchanged along the trajectory.

These constraints of identical NLO LEC’s on both ensembles and fitting our data at the (simu-

lated) match point would induce the same relation between bare B’s on each ensemble that arises

naturally in our matching approach:

χl = (a1 )−2B1 m̃1
l = (ae )−2Be m̃e

l (100)

and thus

B1 = Be Re
a

Ze
l
. (101)

Quantities not used to set quark masses and lattice scales acquirea2 dependence at leading order

but keep only the continuum portions of next-to-leading order mass-expansion terms. For example,

the SU(2), partially quenched, light pseudoscalar decay constant for a meson composed of quarks

with massesml andmx is given by

f e
ll = f

{
1+cfπ (a

e )2− 2(χx+χl )

(32π2 f 2)
log

(
χx+χl

2Λ2
χ

)
+

16
f 2L4χl +

4
f 2L5χx

}
. (102)

At fixed heavy quark mass, we take the partially quenched light quark mass dependence of the

kaon mass and decay constant as:

m2
xh = B(K)(m̃h)m̃h

{
1+

λ1(m̃h)

f 2 χl +
λ1(m̃h)

f 2 χx

}
(103)

and

fxh = f (K)(m̃h)
{

1+Cf (K)a2
}

+ f (K)(m̃h)
{
+λ3(m̃h)

f 2 χl +
λ4(m̃h)

f 2 χx− 1
4π f 2

[
χx+χl

2 log χx+χl

2Λ2
χ
+ χl−2χx

4 log χx

Λ2
χ

]}
.

(104)

These formula have validity once the lattice results have been reweighted so that both valence and

sea heavy quark masses take the valuemh.
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For the kaon bag parameter we use:

Bxh
K = B0

K

[
1+caa2+

c0χl

f 2 +
χxc1

f 2 − χl

32π2 f 2 log

(
χx

Λ2
χ

) ]
. (105)

E. Analytic expansions

We also consider first order Taylor expansions about a non-zero quark mass̃mm, in the style of

[45]. By using this approach we lose the ability to take the chiral limit and only extrapolate to

the non-zero physical point. In fact our ansatz formπ has a (small when fitted) constant term that

requires some form of chiral curvature (at smaller masses) to satisfy Goldstone’s theorem. Again,

we apply a power counting rule in a double expansion inδm anda2.

For the mass of the pion composed of valence quarks with massesmx,my and as a function of light

sea quark massml and fixed sea strange mass we write the average valence mass ina meson as

m̃v =
m̃x+m̃y

2 and use the ansatz

m2
ll =Cmπ

0 +Cmπ
1 (m̃v− m̃m)+Cmπ

2 (m̃l − m̃m). (106)

There is noO(a2) term at the match point and so no correction toCmπ
0 . Thus within our power

counting we could equivalently use

m2
ll =Cmπ

0 +Cmπ
1 m̃v+Cmπ

2 m̃l , (107)

where for convenience we redefineCmπ
0 between Equations (106) and (107). For decay constants,

which do not vanish in the chiral limit, theO(a2) term is not sensitive to the choice of expansion

point:

fll = C fπ
0 [1+Cf a

2]+C fπ
1 (m̃v− m̃m)+C fπ

2 (m̃l − m̃m) (108)

≡ C fπ
0 [1+Cf a

2]+C fπ
1 m̃v+C fπ

2 m̃l , (109)

where againC fπ
0 has been redefined between Equations (108) and (109). At fixedvalence and sea

strange massmy = mh = ms, we take the dependence on the light valence quark massmx and light

sea quark massml of the kaon mass, kaon decay constant, and kaon bag parameteras

m2
xh = CmK

0 +CmK
1 (m̃x− m̃m)+CmK

2 (m̃l − m̃m) (110)

≡ CmK
0 +CmK

1 m̃x+CmK
2 m̃l , (111)
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fxh = C fK
0 [1+CfKa2]+C fK

1 (m̃x− m̃m)+C fK
2 (m̃l − m̃m)

≡ C fK
0 [1+CfKa2]+C fK

1 m̃x+C fK
2 m̃l , (112)

Bxh
K = c0(1+caa2)+cl (m̃l − m̃m)+cv(m̃x− m̃m)

≡ c0(1+caa2)+cl m̃l +cvm̃x , (113)

where again the parametersCmK
0 , C fK

0 andc0 have been redefined between each pair of equations,

and implicitly depend on the strange quark mass.

V. CHIRAL-CONTINUUM EXTRAPOLATION RESULTS

In this section we present the joint chiral-continuum extrapolation of our data.

A. Fitting procedure

In References [4, 19] we performed correlated fits where the correlation matrix is obtained by

taking increasing numbers of the leading eigenvectors. We find no significant difference over

uncorrelated fit results within our limited ability to estimate the correlation matrix. Hence for this

analysis and those in References [4, 19] we use uncorrelatedfits.

In order to perform our fits, which include forms valid only for fixed strange mass, we are faced

with the problem that the physical strange mass is an output of our calculation. Thus the com-

bined chiral-continuum fit procedure is necessarily iterative. The details of the procedure are

documented in Reference [19], and it suffices to note here that the iterative process terminates

when the fixed strange mass forms produce a prediction forms that is consistent with the guess

ms to which our data was interpolated. When doing this we use reweighting to adjust all pionic

observables to the current strange mass guess for each ensemble. For kaon andΩ observables a lin-

ear interpolation between the (unreweighted) unitary measurement, and a second valence strange

(reweighted-to-be-unitary) measurement suffices to obtain that observable for̃my = m̃h = m̃guess
s .

B. Scaling analysis

As discussed in Section IV, we match our lattice data using ratios of hadronic massesmπ
mΩ

and
mK
mΩ

. We choose a specific simulated value of(m̃l ,m̃h)
M on the ensemble setM to which the
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other ensemble sets are matched. We refer to this as the matchpoint. The choice of the match

point defines a particular trajectory along which we approach the continuum limit. Although

the physical predictions do not depend upon the particular trajectory, certain match points are

favourable due to the quality of the data at the match point and the range over which the data

must be interpolated/extrapolated on the other ensemble sets to perform this matching. The ideal

point has as small a statistical error as possible and lies within the range of simulated data on

all of the matched ensemble sets such that only a small interpolation is required. In practice, the

errors on the mass ratios at the match point can be reduced by simultaneously fitting to all partially

quenched simulated data on the ensemble setM and interpolating to the match point which lies on

the unitary curve. Further details of the procedure are documented in [19].

As previously mentioned, the primary ensemble set is chosento be that with the finest lattice

spacing; our 323×64,a−1 = 2.28 GeV lattice (ensemble1 ). As we have only one other ensemble

set, we henceforth drop the superscript on the lattice spacing and quark mass ratios.

In Table XV we give the values[19] forZl , Zh andRa obtained by using several match points on

both ensemble setsM ∈ {1 ,2 }. Subject to the condition that we require a match point within the

range of simulated data, we can discard the first and last entries. From the remaining, we choose

the valuesZl = 0.983(9), Zh = 0.975(7) andRa = 0.759(5) from the second entry withM = 1 and

(m̃l ,m̃h)
M = (0.006,0.03) as our final values. The consistency is excellent, and these are taken as

input to our chiral-continuum extrapolation forBK.

M (ml )
M (mh)

M (ml )
e (mh)

e Zl Zh Ra

A 0.004 0.03 0.00312(13) 0.03804(79) 0.980(15) 0.977(11) 0.7623(71)

A 0.006 0.03 0.00581(12) 0.03829(51) 0.983(9) 0.975(7) 0.7591(46)

A 0.008 0.03 0.00856(19) 0.03856(63) 0.981(10) 0.973(8) 0.7556(58)

B 0.005 0.04 0.00541(10) 0.03136(48) 0.980(12) 0.976(8) 0.7604(55)

B 0.01 0.04 0.00899(18) 0.03078(56) 0.977(11) 0.969(9) 0.7520(69)

TABLE XV: Values of the quark mass ratiosZl andZh and the lattice spacing ratioRa determined by match-

ing at five points over both ensemble sets. Quark masses are quoted without the additivemres correction.
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Fit (a−1)1 (a−1)2 (mphys
l )1 (mphys

l )2 (mphys
h )1 (mphys

h )2 B(GeV) f (GeV)

NLO PQChPT 2.28(3) 1.73(2)0.00099(3) 0.00133(4)0.0278(7) 0.0376(11)4.13(8) 0.107(2)

NLO PQChPT+FV2.28(3) 1.73(2)0.00101(3) 0.00136(4)0.0278(7) 0.0375(11)4.04(7) 0.110(2)

LO Analytic 2.29(3) 1.74(2)0.00105(6) 0.00140(9)0.0277(7) 0.0374(11) - -

TABLE XVI: Parameters of the1 and 2 ensemble sets determined from a combined fit using the fit form

given in the first column. We also include the LO ChPT LECsB and f that are used to constrain the fits to

BK .

C. Combined analysis procedure forBK

In Reference [19] we obtained the the lattice spacings and physical light and strange quark masses

given in Table XVI from our two combined analysis procedures. These are taken as input to our

fits toBK in the present calculation. This table also contains the values of the leading-orderSU(2)

ChPT LECsB and f obtained[19] from fittingmπ and fπ , and which are used as input to ourBK

analysis in order to reduce the number of degrees of freedom in the NLO PQChPT fit form.

In principle, the matrix element fit could be included in our main combined fit analysis, allowing

these data to constrain the ratioB/ f 2. In practice however, this constraint is very weak as com-

pared to those frommπ and fπ , so theBK analysis can be decoupled from the main analysis. On

the second line of Table XVI we have given the lattice parameters obtained by an NLO PQChPT

fit with finite volume effects included by correcting the chiral logarithms using the corresponding

finite volume sum of Bessel functions [46]. These are propagated through to our analysis of the

finite volume corrections toBK.

Our data are reweighted/interpolated to the physical strange quark mass prior to the fit, as discussed

above. The data are given in Tables V and VI. We fit this data with both ChPT and analytic forms,

Equations (105) and (113), fitting the NLO PQChPT form of Equation (105) both with and without

finite volume corrections in order to estimate the finite volume systematic error.

Note that these equations are applied with strange quark mass fixed to its physical value having

linearly interpolated and reweighted the data to the physical strange quark mass.

We renormalize theBK data using the renormalization constants determined in Section III D prior

to performing our fit. Thus the fit is performed seperately foreach of the schemes SMOM(/q,/q) and

SMOM(γµ ,γµ), and for both 2 GeV and 3 GeV matching scales. The central value is taken from

the SMOM(/q,/q) scheme, and the SMOM(γµ ,γµ) contributes to determining the renormalisation
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Fit BMS
K (2GeV) BMS

K (3GeV) χ2/dof

NLO PQChPT 0.544(5) 0.523(5) 0.53

NLO PQChPT+FV 0.542(5) 0.521(5) 1.01

LO Analytic 0.557(5) 0.536(5) 0.17

TABLE XVII: BMS
K (2GeV) as obtained by a combined fit to the data at the physical strange quark mass

using an NLO PQChPT fit form and a LO analytic fit form. The second line contains the NLO PQChPT fit

with finite volume corrections included, from which we estimate the finite volume systematic by comparing

to the fit without corrections. Errors are statistical only and do not include the error on the renormalisation

coefficient. Theχ2 did not change between the 2 GeV and 3 GeV matching point.

Parameter NLO PQChPT NLO PQChPT+FV

2 GeV 3 GeV 2 GeV 3 GeV

B0
K 0.533(5) 0.513(5) 0.531(5) 0.511(5)

ca 0.06(4) 0.08(4) 0.05(4) 0.08(4)

c0 -0.0060(8)-0.0060(8)-0.0062(8)-0.0062(8)

c1 0.0061(3) 0.0062(3) 0.0071(4) 0.0071(4)

TABLE XVIII: Fit parameters of the NLO PQChPT fits to theBK matrix element, with and without finite

volume corrections.

error.

Performing the fits, we obtain the results given in Table XVII, where the quoted errors are statisti-

cal only. Here we have also included an NLO PQChPT fit with finite volume corrections, which is

used below to estimate the finite volume systematic. The fit parameters are given in Tables XVIII

and XIX. The uncorrelatedχ2/dof given in Table XVII are acceptable for all three fit forms,and

thus our data does not distinguish the fit forms. This will be reflected in our estimate of the chiral

extrapolation error.

Figure 18 and 19 display the partially quenched light quark valence and sea mass dependence of

both our SU(2) and analytic fit forms to kaon matrix element data with one valence quark mass

set to the physical strange mass, and the sea heavy quark massreweighted to the physical strange

mass. Our previous work [4] contained small indications in the corresponding plot for curvature

consistent with NLO ChPT. These have become less pronouncedin our doubled data set and also
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Parameter Result

2 GeV 3 GeV

c0 0.554(5)0.534(5)

ca 0.06(4) 0.08(3)

cl 0.2(3) 0.2(3)

cv 0.9(1) 0.9(1)

TABLE XIX: Fit parameters of the leading order analytic fit totheBK matrix element.
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FIG. 18: Partially quenched light valence mass dependence of BK for the three (323) 1 ensembles (left

panel) and two (243) 2 ensembles (right panel) at a valence strange quark mass fixedto be the physi-

cal strange mass, and after reweighting in the heavier sea quark mass to the physical strange mass. The

overlayed curves are the partially quenched SU(2) chiral perturbation theory expressions used in our fits.

not supported by the higher precision data from the second lattice spacing.

Figure 20 shows the continuum limit chiral extrapolation, overlaid by the data corrected to the

continuum limit using the fit parameters describinga2 dependence. Figure 21 shows the same fits

overlaid with the uncorrected data. By comparing these plots, the weak lattice spacing dependence

of the data is apparent.

D. Systematic errors onBK

Due to our combined analysis technique, and our use of reweighting in the strange sea sector, we

eliminate systematic errors associated with discretisation effects and the untuned strange quark

mass that were present in our previous analysis [3]. The remaining sources of systematic error are
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FIG. 19: Partially quenched light valence mass dependence of BK for the three (323) 1 ensembles (left

panel) and two (243) 2 ensembles (right panel) at a valence strange quark mass fixedto be the physi-

cal strange mass, and after reweighting in the heavier sea quark mass to the physical strange mass. The

overlayed lines represent analytic fits to this data.
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FIG. 20: The continuum limit chiral extrapolation obtainedfrom our global fits using NLOSU(2) PQChPT

and LO analytic fits. The data is shown corrected to the continuum limit using theO(a2) corrections

obtained from both fit forms.

those arising due to the chiral extrapolation, finite volumeeffects and the renormalization. The

systematic errors on the renormalization coefficients werediscussed in Section III. We discuss the

remaining contributions below.
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FIG. 21: The continuum limit chiral extrapolation obtainedfrom our global fits using NLOSU(2) PQChPT

and LO analytic fits. As opposed to in Figure 20, the data plotted here has not been corrected to the

continuum limit. The fit curves plotted are those performed to the continuum data as before.

1. Chiral fit systematics

In Reference [4, 19] we showed that a continuum fit to our two lattices using NLOSU(2) PQChPT

fit forms gives a value forfπ that is∼ 10% too low after finite volume effects are included.

Although this is of the magnitude expected for naturally sized NNLO contributions, we show in

Reference [47] that a full NNLO fit to our data is heavily dependent on the priors used to constrain

the fit and thus has little predictive power. We also considered an alternate fit form obtained from

an analytic expansion at leading order about a non-zero unphysical pion mass, as advocated by

Lellouch [45]. We are able to fit all of our data successfully,and obtain a result that is much closer

to the known physical value forfπ . We observed that the difference between the analytic and the

ChPT fit results in this case provides a good estimate of the systematic error associated with the

chiral fit form[18, 19]. We concluded that comparing ChPT andLO analytic fits is likely a good,

robust method of estimating the systematic error for other quantities such asBK. Both approaches

must converge upon the physical value as the simulated quarkmasses approach the physical point.

The result of the LO analytic fit toBK is given alongside the NLO PQChPT results and those

with NLO PQChPT including finite volume effects in Table XVII. To combine these in a final

prediction, we follow [19] and note that both the analytic and finite volume NLO PQChPT fits

are reasonable extrapolation methods that can be justified in distinct limiting cases: the analytic
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form is certainly the correct approach when we have data sufficiently close to the physical point

regardless of whether we are in the chiral regime, while the NLO form including finite volume

effects is also certainly correct when the data and physicalpoint lie within the chiral regime.

Given our experience withfπ , and following the approach taken in [19] we take our centralvalue as

the average of those obtained with the analytic extrapolation form, and the finite volume corrected

SU(2) NLO forms. We take the difference between these to estimate a chiral fit systematic error as

(∆BK)χ = 0.014 (2.6%). We take thefull difference as the systematic and believe this is a prudent

and conservative approach.

Another reasonable data driven method would takehalf the difference as the error estimate; this

would assume that the analytic extrapolation is a hard upperbound on the mass dependence, and

that the NLO form is a hard lower bound – given the flexibility in unconstrained NNLO ChPT

forms this would appear to be too optimistic.

We also note that within the mass range of the data our SU(2) NLO fit estimates the biggest

correction to be around 8% of the value in the two flavor chirallimit (0.56 vs 0.517). Squaring

this term would suggest a naive estimate of NNLO effects at around 0.5%, which is substantially

below our more conservative chiral extrapolation error.

2. Finite volume systematics

We estimate finite volume corrections to our result from finite-volume PQChPT. As shown in

Reference [4] these corrections are obtained from the standard PQChPT forms by replacing the

NLO chiral logarithms with sums over modified Bessel functions of the second kind.

The result for this fit is given in Table XVII. Comparing this to the uncorrected result we estimate

a finite volume error of(∆BK)FV = 0.002 (0.4%).

E. Continuum prediction for BK

Combining our central value and the systematic uncertainties discussed above, we quote a predic-

tion for BK using either thep2 = µ2 = (2GeV)2 renormalization scale,

BMS
K (2GeV) = 0.549(5)stat(15)χ(2)FV(21)NPR. (114)

or thep2 = µ2 = (3GeV)2 renormalization scale

BMS
K (3GeV) = 0.529(5)stat(15)χ(2)FV(11)NPR. (115)
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The latter is our preferred central value as our systematic error for the renormalization is halved.

This can be converted to the common RGI scheme for comparisonand phenomenological appli-

cation:

B̂RGI
K = 0.749(7)stat(21)χ(3)FV(15)NPR, (116)

and adding all sources of error in quadrature we obtain

B̂RGI
K = 0.749(27)combined, (117)

corresponding to an overall error of 3.6%.

VI. CONCLUSIONS

In this paper we have calculatedBK to 3.6% precision with 2+1 flavours of dynamical quarks and,

for the first time, in the continuum limit with a lattice action with good chiral symmetry. The result

is presented in Equation (116) (or equivalently in (117)).

Our calculation of this important quantity has exploited several significant improvements in lattice

techniques which we have been developing for more than a decade. These include: a) the use of

domain wall fermions with good chiral symmetry [6, 48], b) the implementation of domain wall

fermions in dynamical simulations with 2 + 1 flavours of lightquarks [3, 22–24, 49–51], and c)

the use of SU(2) ChPT for chiral extrapolations of 2+1 flavoursimulations, first exploited by the

RBC-UKQCD collaborations [3, 4].

The present calculation ofBK includes a particularly careful treatment of the renormalization. We

have introduced several new momentum renormalization schemes (based on the original works of

[26] and of [30] as explained in detail in Section III), and our renormalization also includes, for

the first time, the improved scaling procedure of [38].

The small increase in our central value forBK in this work and in [18] compared to [3, 4] has

arisen partly from significant improvements in our approachto renormalization as well as from

taking the continuum limit. The difference is within the previously budgeted errors for these

sources, and a large component of this small shift arises from taking the central value from a new,

non-exceptional momentum scheme using the perturbative results derived in this paper.

Our result forBK is compared to other recent calculations in Table XX. Since all the results in this

table, except for those of Reference [52] and the current work, used the original RI-MOM scheme,

there is a substantial correlation in the perturbative systematics between these five calculations.
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Publication f B̂RGI
K

This work 2+1 0.749(7)(26)

Bae’10 [52] 2+1 0.724(12)(43)

RBC-UKQCD’09[18] 2+1 0.737(26)

Aubin’09 [53] 2+1 0.724(8)(29)

RBC-UKQCD’07[3] 2+1 0.720(13)(37)

ETMC’10 [54] 2 0.729(30)

ETMC’09 [55] 2 0.73(3)(3)

JLQCD’08 [56] 2 0.758(6)(71)

TABLE XX: A comparison of our result forBK with those of other recent calculations with dynamical

fermions. Heref denotes the number of dynamical quark flavours. Where separate errors are quoted, the

first error is statistical and the second is systematic.

Thus the additional renormalization schemes introduced inthis paper give added confidence to the

estimates of the systematic error from this source.

In the remainder of this section we briefly discuss the significance of the recent lattice results for

BK and the prospects for improving the precision still further.

A. Significance of lattice results ofBK

Flavour physics will continue to be central to the exploration of the limits of the standard model, to

searches for new physics and to the eventual understanding of the fundamental theoretical frame-

work of physics beyond the standard model. An important toolin this endeavour is the interpre-

tation of experimental data in terms of the unitarity triangle where, in general, the remarkable

consistency of the information from different processes places significant constraints on the pos-

sible parameter space of new models. Having said this, a number of tensionshave arisen in recent

years; possible inconsistencies at a 1.5−3σ level [58–61] which certainly merit further investiga-

tion. The lattice results forBK contribute to these tensions as we now briefly explain.

Lattice calculations are necessary to evaluate the hadronic effects in tests of the unitarity of the

CKM matrix and our results forBK, used in conjunction with the experimental determination of
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εK, the indirect CP violation parameter monitoringKL → ππ, are a major ingredient in tests of

the CKM paradigm (see Equation (7)). We illustrate this herewith one example, exploiting lattice

inputs not only forBK but also for the semileptonicB → π ,ρ andB → D,D∗ formfactors (used

to determineVub/Vcb) and the SU(3) breaking ratio,ξ , which contains the hadronic effects in

the ratio of the mixings ofBs mesons andBd mesons. With these three key lattice inputs a nice

prediction, sin2β = 0.75±0.04 [58–60], emerges. This can be compared withdirectexperimental

measurements from the time-dependent CP asymmetry in thegoldenmode,Bd → J/ψKs which

gives, sin2β J/ψKs = 0.681±0.025 [2], which is within 2σ of the Standard Model prediction with

the lattice input. A similar tension is found in References [5, 62, 63] who stress the need to

include better approximations to the theoretical expression for εK now thatBK is known to such

good precision. These improvements include terms proportional to ImA0/ReA0 (whereA0 is the

K → ππ amplitude with the two pions in a state with isospin 0) and therecognition that the phase

arctan(2∆MK/∆Γ) is not precisely equal toπ/4 (∆MK and∆Γ are the differences of the masses

and widths of theKL andKS mesons).

From the above discussion it is clear that lattice calculations of weak matrix elements in general,

and ofBK in particular, in conjunction with experiments, are providing ever more precise tests

of the CKM explanation for CP violation. Of course our ambitions do not stop here; even if

the small tension between the Standard Model prediction forsin(2β ) and its direct determination

disappears on closer scrutiny, theO(10%) difference in the central values still leaves ample room

for new physics which we wish to squeeze still further. In thenext subsection we discuss the

prospects for improved precision in the determination ofBK and of course it must be remembered

that improvements in the determination of other inputs, includingξ andVcb will also be necessary

(recently it was shown that the use ofV4
cb with its significant error, can be replaced by information

from the leptonicB → τν branching ratio and lattice results on the decay constantfBd and the

mixing parameterBBd [64]).

B. Prospects forBK with one percent scale precision

It is interesting to analyse our error budget and to assess what future gains in precision can be

made in the determination ofBK. In particular, we consider here what would be required to obtain

BK with one percent scale precision.

Currently, our dominant uncertainty is the 3% error arisingfrom the chiral extrapolation. This will
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be addressed by simulations at or near the physical quark masses, some of which are presently be-

ing undertaken by RBC and UKQCD. Although expensive, these are affordable, even with current

computer technology. We can therefore envisage these to be under control at the one percent level

in a few years.

The 2% renormalization error is partly associated with the low scale at which we presently apply

one-loop matching and two-loop running to our operators. This uncertainty can be reduced in two

ways: firstly the scale can be raised at modest expense using astep scaling technique[38], perhaps

raising the matching scale from around 3 GeV to approximately 10 GeV, reducing theα2
s error on

our one-loop matching from 2% to around 1%. A larger gain would be obtained by extending

the perturbative calculations presented in this paper to the next order, leading to an expectedα3
s

error of around 0.7%. The gain from step scaling is of course increased by higher order match-

ing, and one might expect a step scaled matching to attain 0.2% renormalization precision for an

α3
s renormalization error. Such a two-loop calculation has been performed for the determination

of light-quark masses [33, 34] contributing to the improvedlattice determination of these quanti-

ties [19]. Given the importance of a precise determination of BK, we would hope and expect that

the two-loop matching calculation will be performed soon.

The remaining statistical and finite volume errors are small, and not unduly expensive to reduce

still further as this increases computational cost by only modest factors.

We conclude therefore that we can expect to determineBK at the one percent scale over the next

few years. What is perhaps more challenging is for lattice simulations to contribute in other ways

to the determination of subdominant corrections to the theoretical expression forεK, for example

the long-distance contributions and the direct computation of K → ππ decay amplitudes; the status

of our endeavours in this direction are summarised in [16, 17].
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