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We explain how spin alignment of vector mesons can be induced by background fields,

such as electromagnetic fields or soft gluon fields. Our study is based on the quantum

kinetic theory of spinning quarks and antiquarks and incorporates the relaxation of the dy-

namically generated spin polarization. The spin density matrix of vector mesons is obtained

by quark coalescence via the Wigner function and kinetic equation. Our approach predicts

a local spin correlation that is distinct from the non-local expressions previously obtained

in phenomenological derivations. We estimate the magnitude of such local correlations in

the glasma model of the preequilibrium phase of relativistic heavy ion collisions. It is found

that the resulting spin alignment could be greatly enhanced and may be comparable to the

experimental measurement in order of magnitude. We further propose new phenomenolog-

ical scenarios to qualitatively explain the transverse-momentum and centrality dependence

of spin alignment in a self-consistent framework.

I. INTRODUCTION

Strongly interacting matter produced in the peripheral collisions of two heavy nuclei at the

relativistic energies carries a huge orbital angular momentum transferred by the two colliding

nuclei. Due to spin-orbit coupling a part of such an initial orbital angular momentum can be

transformed into the spin part which may lead to the spin polarization of emitted particles [1–4].

Indeed, a non-zero global and local spin polarization of hadrons has been measured by the STAR

Collaboration [5, 6] at BNL, ALICE Collaboration at CERN [7], and HADES Collaboration [8].

Theoretically, relativistic hydrodynamic predictions based on global thermodynamic equilibrium

formula, which connects the mean spin pseudo-vector of a fermion with four-momentum to the

thermal vorticity [9–13], can successfully explain the experimentally measured global polarization

of Λ hyperons [11, 12, 14–18].

However, predictions for the local spin polarization, i. e. the momentum dependence of the lon-

gitudinal spin polarization[12, 19], disagree with the measured values [6]. This result has triggered

further developments in the theoretical studies related to proper understanding of the origin of spin

polarization and spin transport in relativistic heavy ion collisions [20, 20–36]. These investigations

mainly explore the possible role of symmetric gradients of hydrodynamic variables known as the

thermal shear [20, 22, 23] and of gradients of chemical-potential [20, 21], spin potential [37]. See

recent reviews [38, 39] for further references about spin polarization. More recently, several studies

performed with thermal shear corrections in local equilibrium indicated that the agreement with

the local spin polarization data can only be achieved if the temperature gradients in thermal vor-

ticity and shear are neglected [40] or if the mass of the Λ hyperon is replaced with the constituent
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strange quark mass [41, 42].

In addition to spin polarization measurements, experimental studies of the spin alignment of

vector mesons have been performed [43–46]. The spin alignment is characterized by the deviations

of the (00)-component of the spin density matrix ρ00 from its equilibrium value 1/3 [47, 48]. Mea-

surements indicate that the spin alignment is much larger than predictions based on the assumption

of thermal equilibrium [49, 50] and the spin coalescence model [1, 51]. Furthermore, spin alignment

values strongly vary with collision energy and with the flavors of the quark and anti-quark that form

the vector mesons. At LHC energies [43] values ρ00 < 1/3 for global spin alignment is observed for

both ϕ and K∗0 mesons at small transverse momenta, while at RHIC energies [46], ρ00 > 1/3 for ϕ

and ρ00 ≈ 1/3 for K∗0 were found. There have been also recent measurements associated with the

spin alignment of J/ψ [44]. This puzzling behavior has motivated the development of alternative

mechanisms for the formation of spin alignment. In spite of substantial theoretical efforts [52–62],

this issue remains an open question.

In one of the approaches [55, 56] based on the quantum kinetic theory (QKT) for the spin-

1/2 fermions [63–73] (see also a recent review [39] and references therein) with the inclusion of

color degrees of freedom, it was shown that the turbulent color fields occurring in weakly coupled

anisotropic quark-gluon plasmas (QGP) could dynamically generate spin polarization of quarks

and lead to ρ00 < 1/3 for spin alignment of ϕ-meson at small transverse momentum. (A similar

mechanism [74] could also induce a jet polarization in anisotropic QGP.) In QKT, such a dynamical

source term expressed in terms of coherent color fields could capture early-time effects and result

in spin polarization at freeze-out, whereas collisions at late time could lead to suppression of such

early-time effects by means of relaxation or enhancement by quantum corrections from gradient

terms such as vorticity [28, 29, 71–73, 75–78].

Although Weibel-type instabilities [79–81] can be one of the sources for generation of the color

fields in an expanding QGP, our focus here is on the color fields [82] arising from the glasma

phase [83, 84] that is thought to precede the formation of QGP. The glasma phase is commonly

described by the color glass condensate (CGC) effective theory [85–89]. Notably, such color fields

are not effective in creating a nonzero spin polarization due to their fluctuating properties [90], but

they can contribute to spin correlations of quarks and antiquarks that lead to spin alignment of

vector mesons [90].

In this paper, we re-examine the spin alignment of vector mesons arising from the color fields

in the glasma using newly derived equation for the ρ00-component of spin density matrix from

the vector-meson kinetic equation in the quark-coalescence scenario. The new expression of

ρ00-component of spin density matrix, unlike the phenomenological one adopted in our previous

work [90], involves the contributions from spin correlations of both the color-singlet and color-octet

components of the axial-charge current densities for quarks and antiquarks that are dynamically

generated by the fluctuating color fields. We also calculate the spin correlation due to U(1) mag-

netic field generated by the colliding nuclei and discuss the momentum dependence of the spin

alignment.

The paper is structured as follows: In Sec. II, we show how spin polarization is generated by

the background electromagnetic fields in the framework of QKT, followed by a discussion of the
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contribution from color fields. In Sec. III, we derive a new equation for the ρ00-component of

spin density matrix from the vector-meson kinetic equation in the quark coalescence scenario and

obtain a simplified expression in the non-relativistic approximation. In Sec. IV, we estimate the

contribution from color fields in the glasma phase. We also estimate the contribution from U(1)

magnetic fields generated by the colliding nuclei. In Sec. V, we qualitatively analyze the momentum

dependence of the spin alignment of vector mesons from the glasma effect and from an effective

potential. Finally, we present conclusions and an outlook in Sec. VI. Various technical details have

been relegated to the appendices.

Throughout this paper we use the mostly minus signature of the Minkowski metric ηµν =

diag(1,−1,−1,−1) and the completely antisymmetric tensor ϵµνρλ with ϵ0123 = 1. We introduce

the notations A(µBν) ≡ AµBν + AνBµ, A[µBν] ≡ AµBν − AνBµ, and F̃µν ≡ ϵµναβFαβ/2. Greek

and Roman indices are used for space-time and spatial components, respectively, unless otherwise

specified.

II. DYNAMICAL SPIN POLARIZATION

To track the dynamical spin polarization for non-equilibrium fermions created in early times

of heavy ion collisions in the presence of strong (chromo-) electromagnetic fields led by colliding

nuclei, the QKT developed in recent years is one of the most suitable theoretical frameworks.

In this section, we review the so-called axial kinetic theory (AKT) constructed in Refs. [69, 71]

with further inclusion of color degrees of freedom [55, 56], which incorporate a scalar kinetic

equation (SKE) and an axial-vector kinetic equation (AKE) to delineate the intertwined dynamics

between charge and spin evolution, and further derive the terms associated with dynamical spin

polarization with approximated spin relaxation from collisions. We shall begin with the case with

U(1) electromagnetic fields and then discuss the scenario for quarks influenced by color fields.

A. Background electromagnetic fields

In order to study the spectra of spin polarization and spin correlation of massive fermions, we

will focus on the vector and axial-vector components of the Wigner function, which are given by

Vµ(p, x) =
1

4
tr
(
γµS<(p, x)

)
, Aµ(p, x) =

1

4
tr
(
γµγ5S<(p, x)

)
, (1)

respectively. Here

S<(p, x) =

∫
d4Y eip·Y/ℏ⟨ψ̄(x2)U(x2, x1)ψ(x1)⟩ (2)

represents the Wigner function of massive fermions, where x = (x1 + x2)/2, Y = x1 − x2. Also,

U(x2, x1) denotes the gauge link and pµ represents the kinetic momentum, which ensure the gauge

invariance of S<(p,X). One may obtain perturbative solutions of Vµ(p, x) and Aµ(p, x) and cor-

responding kinetic equations from the Kadanoff-Baym equation by utilizing the ℏ expansion as

the gradient expansion of Wigner functions in phase space. Due to the quantum nature of spin,
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we may adopt the power counting, Vµ ∼ O(ℏ0) and Aµ ∼ O(ℏ) and focus on the leading-order

contribution. In such a case, we have

Vµ(p, x) = 2πδ(p2 −m2)fV , (3)

where fV (p, x) and m denote the distribution function and mass of the fermions, respectively.

The dynamics of fV is dictated by the SKE as a standard Vlasov equation, p · ∆fV = C[fV ],
with the on-shell condition p2 = m2. Here ∆µ = ∂µ + eFνµ∂

ν
p with Fνµ being the field strength

of electromagnetic fields and C[fV ] corresponds to the collision term depending on the details

of interaction. Our focus will be instead Aµ delineating the spin polarization through quantum

corrections of O(ℏ). See Ref. [39] for a comprehensive review and technical details.

In the particle rest frame with a frame vector nµr = pµ/m, the magnetization-current term in

Aµ vanishes and the Aµ reduces to

Aµ(p, x) = 2π
[
δ(p2 −m2)ãµ + ℏeF̃µνpνδ

′(p2 −m2)fV

]
, (4)

where δ′(x) ≡ ∂δ(x)/∂x and ãµ(p, x) represents an effective spin four vector. For practical applica-

tions to the spin polarization in heavy ion collisions, one usually evaluates the spin-polarization or

correlation spectra near chemical equilibrium with fV in local thermal equilibrium, while ãµ need

not reach thermal equilibrium and thus could carry early-time effects. Consequently, we will refer

the contribution of ãµ to spin polarization or correlation as the dynamical one and which from the

second term in Aµ carrying only the information at chemical freeze-out as the non-dynamical one.

The phase-space evolution of ãµ(p, x) is governed by the AKE,

2(nr)Aµ = Ĉ(nr)µ
1 + ℏĈ(nr)µ

2 , (5)

where

2(nr)Aµ = δ(p2 −m2)
(
p ·∆ãµ + eF νµãν −

e

2
ℏϵµνρσpρ(∂σFβν)∂

β
p fV

)
+ℏeF̃µνpνδ

′(p2 −m2)p ·∆fV . (6)

For simplicity, we may neglect the terms, pαF
αβ∂pβ ã

µ and F νµãν , which are suppressed in the

weak-field limit when ãµ is dynamically generated by Fµν . Also, we adopt the relaxation-time

approximation for the collision term by postulating Ĉ(nr)µ
1 +ℏĈ(nr)µ

2 = −δ(p2−m2)p0(ã
µ− ãµeq)/τR,

where ãµeq(p, x) denotes the equilibrium value of ãµ and τR represents a constant spin relaxation

time. The practicability of this simplification will be further discussed later. Accordingly, the

off-shell AKE reduces to

p · ∂ãµ − e

2
ℏϵµνρσpρ(∂σFβν)∂

β
p fV = −p0(ã

µ − ãµeq)

τR
, (7)

which yields

ãµ(p, x) =
1

2p0

∫ ∞

−∞
dx′0Θ(x0 − x′0)e

−(x0−x′
0)/τR

[
ℏϵµνρσpρΘ(x′0)

(
∂x′σeFβν(x

′)
)
∂βp fV (p, x

′)

+
2p0ã

µ
eq(p, x′)

τR

]∣∣∣∣
c

, (8)
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where |c = {x′iT = xiT, x
′i
∥ = xi∥ − pi(x0 − x′0)/p0} and Θ(x) denotes a unit-step function of x.

Here V i
T and V i

∥ represent the perpendicular and parallel components with respect to the spatial

momentum pi for an arbitrary spatial vector V i, respectively. We also assume ∂x′σFβν(x
′) ̸= 0

starting at x′0 = 0 as the initial time. We will further assume ãµeq is a constant, whereby Eq. (8)

reduces to

ãµ(p, x) = ãµeq +
ℏe
2p0

∫ ∞

−∞
dx′0Θ(x0 − x′0)Θ(x′0)e

−(x0−x′
0)/τRϵµνρσpρ

(
∂x′σFβν(x

′)
)
∂βp fV (p, x

′)|c. (9)

Given the electromagnetic fields expressed in terms of nµ = (1,0),

Fαβ = −ϵµναβBµnν + nβEα − nαEβ, (10)

it is found

ϵµνρσpρ
(
∂σFβν

)
= δµβ(n · ∂p ·B − n · p∂ ·B) + (n · p∂β − pβn · ∂)Bµ + nµ(pβ∂ ·B − ∂βp ·B)

+ϵµνρσpρn[ν∂σEβ]. (11)

Assuming fV (p, x
′) = f̃V (p0, x

′
0) with only energy and time dependence, one finds

ãi(p, x) = ãieq −
ℏe
2p0

∫ ∞

−∞
dx′0Θ(x0 − x′0)Θ(x′0)e

−(x0−x′
0)/τRϵijkp[0

(
∂x′k]Ej(x

′)
)
∂p0f̃V (p0, x

′
0), (12)

where we have used ∂ · B = 0. It is found ãi(p, x) can be induced by space-time variations of the

electric field. When involving x′i∥ dependence, it is inevitable to have the momentum dependence

for fV (p, x
′), which is neglected for simplification. For phenomenological applications, ãieq could be

proportional to the kinetic vorticity in QGP albeit the negligence of spatial gradients on fV (p, x
′).

Notably, the relaxation-time approximation also corresponds to the linearization of the collision

term, for which the smallness of fluctuations from equilibrium distribution functions is required

in the standard Boltzmann equation. Nevertheless, for AKE up to O(ℏ), the collision term is by

default linear to ãµ usually accompanied by another term with the space-time gradients on fV

stemming from spin-orbit interaction. In the case for gauge theories, the structure of the collision

term could be more complicated, where the inverse relaxation times may have to be replaced by

operators [28, 69, 76].

In heavy ion collisions, there could locally exist strong background electromagnetic fields coming

from colliding nuclei and dynamical ones generated in the QGP. When further considering spatial

inhomogeneity of the electric fields, we may apply the Bianchi identity ∂µF̃
µν = 0, which leads to

ϵijk∂jEk = ∂0B
i. One hence obtains

δãi(p, x) =
ℏe
2p0

∫ ∞

−∞
dx′0Θ(x0 − x′0)Θ(x′0)e

−(x0−x′
0)/τR

(
p0∂0B

i(x′) + ϵijkpk∂0Ej(x
′)
)
∂p0f̃V , (13)

where δãi(p, x) = ãi(p, x) − ãieq. In the collisionless limit such that τR → ∞ and assuming the

time variation of f̃V is sufficiently small compared to that of background fields (e.g. |∂0Bi|/|Bi| ≫
|∂0f̃V |/f̃V )1 in early times, by using the integration by parts and dropping the vanishing surface

1 Such a condition might be difficult to be justified in heavy ion collisions. However, provided the strong background
fields decay rapidly before thermalization, at which |∂0f̃V | reaches the maximum, one may expect the contribution
from e.g. Bi∂0f̃V in the integrand is relatively suppressed.
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terms, we arrive at

δãi(p, x) =
ℏe
2p0

Θ(x0)
[(
p0B

i(x0) + ϵijkpkEj(x0)
)
∂p0f̃V (p0, x0)

−
(
p0B

i(0) + ϵijkpkEj(0)
)
∂p0f̃V (p0, 0)

]
, (14)

from which it is transparent to see that the spin polarization is induced by parallel magnetic

fields and perpendicular electric fields as the spin Hall effect. Here we implicitly hide the spatial

dependence of electromagnetic fields for brevity. Nonetheless, one should recall here Bi(x0) ≡
Bi(x0, xi = x′i)|c and so does Ei(x0). In fact, we should set ãµeq = 0 when collisions are suppressed.

In contrast, when τR → 0, one should find δãµ = 0. To incorporate the approximate spin-relaxation

effect, one may multiply the result in Eq. (14) with e−x0/τR albeit the over suppression for early-time

contributions.

Next, combining with the non-dynamical contribution, the full on-shell axial Wigner function

becomes

Aµ(p, x) ≡
∫
dp0
2π

Θ(p0)Aµ(p, x)

=
1

2ϵp

[
ãµ(p, x)− ℏeBµ(x0)

2
∂p0f̃V (p0, x0)

]
p0=ϵp≡

√
|p|2+m2

. (15)

When the longitudinal position dependence of the magnetic field is negligible2, Aµ(p, x) can be

more explicitly written as

Ai(p, x) =
ℏe
4ϵp

[
−Bi(0)∂p0f̃V (p0, 0) +

ϵijkpk
ϵp

(
Ej(x0)∂p0f̃V (p0, x0)− Ej(0)∂p0f̃V (p0, 0)

)]
p0=ϵp

(16)

in the collisionless limit. In practice, it is expected that both electromagnetic fields are relatively

suppressed at x0 as the freeze-out time. Accordingly, one could approximate

Ai(p, x) ≈ −ℏe
4ϵ2p

(
ϵpB

i(0) + ϵijkpkEj(0)
)
∂ϵpf

(0)
V (ϵp), (17)

where we introduced f̃V (ϵp, 0) = f
(0)
V (ϵp) as the initial (quark) distribution function, which is

dominated by the early-time contribution. Furthermore, given |Bz(0)| ∼ 0, |Ez(0)| ∼ 0, and

pz ∼ 0 at central rapidity with z being the longitudinal (beam) direction, one could approximate

Ax,y(p, x) ≈ −ℏe
4ϵp

Bx,y(0)∂ϵpf
(0)
V (ϵp) (18)

and

Az(p, x) ≈ ℏe
4ϵ2p

p[xEy](0)∂ϵpf
(0)
V (ϵp) ≈

ℏe
4ϵ2p

pxEy(0)∂ϵpf
(0)
V (ϵp), (19)

where we further assume |px| ≫ |py| in peripheral collisions with transverse shear flow. In the

collisionless scenario, the dynamical contribution from ãµ is frozen at the early time, while the

2 Otherwise, Bi(x0) in Eq. (14) and the one in Eq. (15) are not exactly the same. Their spatial dependence are
differed by pµ⊥x0/p0.
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vector-component of quark Wigner functions governed by f̃V (ϵp, x0) keeps evolving and reaches

thermal equilibrium in the QGP phase. Considering the spin freeze-out at the QGP phase, as

originally proposed in Refs. [9, 13], the spin-polarization pseudo-vector of quarks from background

electromagnetic fields is then given by

Px,y(p) =

∫
dΣ · pJ x,y

5 (p, X)

2m
∫
dΣ · N (p, X)

≈
∫
dΣ · peBx,y(0)∂ϵpf

(0)
V (ϵp)

4m
∫
dΣ · pf thV (ϵp)

(20)

and

Pz(p) =

∫
dΣ · pJ z

5 (p, X)

2m
∫
dΣ · N (p, X)

≈
∫
dΣ · ppxeEy(0)∂ϵpf

(0)
V (ϵp)

4mϵp
∫
dΣ · pf thV (ϵp)

, (21)

where dΣµ denotes the normal vector of a freeze-out hyper surface and we introduce

J µ
5 (p, X) ≡ 4Aµ(p, X), N µ(p, X) ≡ 4

∫
dp0
2π

Θ(p0)Vµ(p,X) =
4pµfV (p,X)|p0=ϵp

2ϵp
, (22)

and f thV (ϵp) = 1/(eβϵp+1) represents the vector-charge distribution function in thermal equilibrium

as the Fermi-Dirac distribution. For convenience of later computations, we alternatively use Xµ

to represent the space-time coordinates.

However, in heavy ion collision experiments, we have so far not found the evidence supporting

global spin polarization induced by magnetic fields. Based on our findings with the inclusion of

dynamical spin polarization dominated by the contributions from initial electromagnetic fields, the

suppression of spin polarization from electromagnetic fields may not solely stem from the rapid

decay of such fields. Alternatively, it may also be suppressed by the strong spin-relaxation rate

from collisions, which efficiently washed out the early-time contributions. Although the early-

time electromagnetic fields are stronger with higher collision energies, the lifetime of QGP is also

longer, which accordingly enhances the spin-relaxation effects. In additional to the spin relaxation,

the initial magnetic fields also drop more rapidly at high energies in the pre-equilibrium state and

become saturated with finite electric conductivity. Since the dynamical spin polarization is induced

by the time derivatives upon electromagnetic fields as shown in the integrand of Eq. (13), the spin

polarization of quarks and anti-quarks produced later than the abrupt decay of magnetic fields

may not be affected.

B. Background color fields

In the case when color degrees of freedom are included, both the Wigner functions and QKT

of quarks are more involved. Generically, we have to decompose an arbitrary color object into

O = OsI + Oata, where Os and Oa denotes the color-singlet and -octet components, respectively,

and ta are the SU(Nc) generators and I is the identity matrix in color space. Before introducing the

QKT, we should reanalyze how spin polarization and correlation are computed when considering

color degrees of freedom.

Given the lowest-order contributions to singlet and octet vector-charge distribution functions

are of O(g0) and O(g) at weak coupling, respectively, the singlet and octet SKEs and AKEs are
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given by

pρ
(
∂ρf

s
V + C̄2gF

a
νρ∂

ν
pf

a
V

)
= Cs, (23)

pρ
(
∂ρf

a
V + gF a

νρ∂
ν
pf

s
)
= Ca

o , (24)

and

pρ
(
∂ρã

sµ + C̄2gF
a
νρ∂

ν
p ã

aµ
)
− ℏC̄2

2
ϵµνρσpρ(∂σgF

a
βν)∂

β
p f

a
V = Cµ

s , (25)

pρ
(
∂ρã

aµ + gF a
νρ∂

ν
p ã

sµ
)
− ℏ

2
ϵµνρσpρ(∂σgF

a
βν)∂

β
p f

s
V = Caµ

o , (26)

where C̄2 = 1/(2Nc) and we have dropped the higher-order terms in g responsible for the gauge

links between color fields for brevity. Here we introduce the collision terms characterized by Cs,
Ca
o , C

µ
s , and Caµ

o , which however depend on details of scattering processes. On the other hand, the

color-singlet and color-octet axial Wigner functions are given by

Asµ = 2π
[
δ(p2 −m2)ãsµ + ℏC̄2pνδ

′(p2 −m2)gF̃ aµνfaV

]
, (27)

Aaµ = 2π
[
δ(p2 −m2)ãaµ + ℏpνδ′(p2 −m2)gF̃ aµνf sV

]
, (28)

where we have also applied f sV ∼ O(g0) and faV ∼ O(g) to drop the higher-order terms.

Since we are only interested in how the spin polarization is dynamically induced, the dynamics

of fV is not our primary concern. Instead of constructing the proper collision terms for Cs and Ca
o ,

we will simply introduce particular forms of f sV and faV as the solutions of SKEs. On the other

hand, for AKEs, we may now postulate the relaxation-time forms,

Cµ
s ≈ −p0(ã

sµ − ãsµeq)

τ sR
, Caµ

o ≈ −p0ã
aµ

τoR
, (29)

where we have assumed the absence of mixing terms and ãaµeq = 0. A comprehensive analysis for

the color-singlet AKE has been presented in Refs. [56, 90] albeit the omission of collisions. We

will hence focus on the color-octet one. It is worthwhile to note the color-octet AKE in Eq. (26)

with the suppressed diffusion term, gF a
νρ∂

ν
p ã

sµ, at weak coupling (or equivalently with weak fields)

reduces to the form same as Eq. (7) by simply adding the color indices for ãµ and Fµν and setting

ãµeq = 0. Therefore, the solution of the color-octet AKE gives rise to an analogous solution,

ãaµ(p, x) =
ℏg
2p0

∫ ∞

−∞
dx′0Θ(x0 − x′0)Θ(x′0)e

−(x0−x′
0)/τ

o
Rϵµνρσpρ

(
∂x′σF

a
βν(x

′)
)
∂βp f

s
V (p, x

′)|c. (30)

In addition, one also find the analogous form for Eq. (28) and Eq. (4). In the collisionless limit,

similarly assuming f sV (p, x
′) = f̃V (p0, x

′
0) and taking ϵijk∂jE

a
k = ∂0B

ai by ignoring the nonlinear
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terms as an Abelianized approximation for color fields, we can follow the same procedure as in the

case with electromagnetic fields to obtain

ãai(p, x) =
ℏg
2

[
Bai(x0)f̃V (ϵp, x0)−Bai(0)∂ϵp f̃V (ϵp, 0)

+
ϵijkpk
ϵp

(
Ea

j (x0)∂ϵp f̃V (ϵp, x0)− Ea
j (0)∂ϵp f̃V (ϵp, 0)

)]
, (31)

which yields

J ai
5 (p, x) =

2

ϵp

(
ãai(p, x)− ℏBai(x0)

2
∂ϵp f̃V (ϵp, x0)

)
(32)

=
ℏg
ϵp

[
−Bai(0)∂ϵp f̃V (ϵp, 0) +

ϵijkpk
ϵp

(
Ea

j (x0)∂ϵp f̃V (ϵp, x0)− Ea
j (0)∂ϵp f̃V (ϵp, 0)

)]
by also incorporating the non-dynamical contribution.

In Refs. [55, 56], in light of the original form for relativistic fermions [9, 13], it is proposed that

the spin polarization of a single quark (or an antiquark) takes the form,

Pµ(p) =

∫
dΣ · pTrc

(
J µ
5 (p, X)

)
2m
∫
dΣνTrc

(
N ν(p, X)

) =

∫
dΣ · pJ sµ

5 (p, X)

2m
∫
dΣ · N s(p, X)

, (33)

where Trc denotes the trace over color space and

N sµ(p, X) =
4pµf sV (p,X)|p0=ϵp

2ϵp
=

2pµf sV (p, X)

ϵp
(34)

with f sV (p, X) ≡ f sV (p,X)|p0=ϵp . Here the color fields encoded in J sµ
5 (p, X) should be regarded as

the field operators and one has to further take an ensemble average or the quantum expectation

value ⟨ ⟩ for the field operators therein to acquire the spin polarization pseudo-vector ⟨Pµ(p)⟩.
Considering the effect led by strong color fields in the glasma sate in early times, only the dynamical

contribution from ãsµ could possibly affect the spin polarization. The explicit form of ãsµ induced

by background color fields can be found in Refs. [56, 90]. It is however also shown that the

corresponding spin polarization actually vanishes and only the non-vanishing spin correlation, as

will be discussed later, is present. On the other hand, ãaµ does not affect the spin polarization,

whereas it could modify the spin correlation associated with spin alignment as will be discussed in

the next section.

III. SPIN DENSITY MATRIX FROM QUARK COALESCENCE IN WIGNER

FUNCTIONS

For spin alignment, when spin quantization axis is set to be along the y direction 3, it is proposed

that the normalized spin density matrix can be written as [1, 51, 60, 90]

ρ00 ≈
1 +

∑
j=x,y,z⟨P

j
qPj

q̄ ⟩ − 2⟨Py
qPy

q̄ ⟩
3 +

∑
j=x,y,z⟨P

j
qPj

q̄ ⟩
, (35)

3 In heavy ion collisions, the spin quantization axis is chosen to be perpendicular to the reaction plane of the collision.
However, it can be also chosen along different directions depending on the experimental setup. The theoretical
construction in this section is independent of the experimental choices.



10

FIG. 1: On the left panel, we illustrate the color-singlet contribution for the spin correlation affected by

color fields represented by curvy lines. The color-octet contribution is shown on the right panel, where the

blob represents possible corrections from the medium or higher-order loops on correlated color fields.

where the subscripts q and q̄ correspond to the quark and antiquark, respectively. When |⟨Pj
qPj

q̄ ⟩| ≪
1, it further reduces to

ρ00 ≈
1

3
+

2

9

(
⟨Px

q Px
q̄ ⟩+ ⟨Pz

qPz
q̄ ⟩ − 2⟨Py

qP
y
q̄ ⟩
)
. (36)

Here ⟨Pj
qPj

q̄ ⟩ represents the quantum expectation value of spin correlation, which is not necessary

to be equal to the product of the expectation values of spin-polarization pseudovectors and we may

elaborate on its explicit expressions in various forms later. Since the spin-polarization pseudovector

of a single quark should be color singlet, when including the color degrees of freedom, the spin

correlation associated with spin alignment is proposed to be [90]

⟨Pµ
q (p)P

µ
q̄ (p)⟩ =

∫
dΣX · p

∫
dΣY · p⟨J sµ

q5 (p, X)J sµ
q̄5 (p, Y )⟩

4m2
( ∫

dΣX · N s
q (p, X)

∫
dΣY · N s

q̄ (p, Y )
) , (37)

based on a phenomenological construction in the quark model. Note that here only the color-

singlet components of J µ
q5 and J µ

q̄5 contribute to both the spin polarization and correlation. By the

symmetry of color-charge conjugation, we should have J sµ
q̄5 (p, X) = J sµ

q5 (p, X) and ⟨Pµ
q (p)Pµ

q̄ (p)⟩
is expected to be positive when having equal number of quarks and antiquarks (no corrections from

the quark chemical potential). Furthermore, the color fields in J sµ
q5 (p, X) and J sµ

q̄5 (p, Y ) are not

directly connected albeit the indirect correlation originating from the same color source such as the

case for color fields coming from the same nucleus in glasma [90]. Such a scenario is schematically

illustrated in the left panel of Fig. 1. Nonetheless, as will be more rigorously shown from the

derivation of quark coalescence in the Wigner functions and kinetic theory of vector mesons, there

exist extra contributions led by the color-octet contribution depicted in the right panel of Fig. 1,

which turns out to play a central role in this paper.

A. Spin density matrix from the vector-meson kinetic equation

We will follow the approach in Ref. [60] to derive the spin density matrix from the coalescence

scenario in Wigner functions and kinetic theory of vector mesons. We begin with the vector-meson
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field in mode expansions,

V µ(x) =
∑

λ=±1,0

∫
d3k

(2π)3
√
2Ek

[
ϵµ(λ,k)a(λ,k)e−ik·x + ϵ∗µ(λ,k)b†(λ,k)eik·x

]
, (38)

where Ek =
√
|k|2 +M2 with M being the mass of vector mesons and [60]

ϵµ(λ,k) =
(k · ϵλ

M
, ϵλ +

k · ϵλ
M(Ek +M)

k
)

(39)

represents the polarization vector with ϵλ being the spin-state vector determined by the spin

quantization axis in experiments, which satisfies ϵµ(λ,k)ϵ∗µ(λ
′,k) = −ϵλ · ϵ∗λ′ and ϵµ(λ,k)kµ = 0.

We also impose ϵλ · ϵ∗λ′ = δλλ′ . In the rest frame of the vector meson, we have ϵµ(λ, 0) = (0, ϵλ).

For ϕ mesons, we have b(λ,k) = a(λ,k). We may construct the Wigner function in the real time

formalism (see e.g. Ref. [91]) via

W<µν(q,X) =

∫
d4Y eiq·Y ⟨V †ν(X − Y/2)V µ(X + Y/2)⟩ (40)

= π
∑

λ,λ′=±1,0

∫
d3k−
(2π)3

e−ik−·X[(
|q|2 + |k−|2

4

)2
− (q · k−)2 + 2M2

(
|q|2 + |k−|2

4

)2
+M4

]1/4
×
[
ϵµ
(
λ, q +

k−
2

)
ϵ∗ν
(
λ′, q − k−

2

)〈
a†
(
λ′, q − k−

2

)
a
(
λ, q +

k−
2

)〉
δ(q0 − k0+)

+ϵν
(
λ′,−q + k−

2

)
ϵ∗µ
(
λ,−q − k−

2

)〈
b
(
λ′,−q +

k−
2

)
b†
(
λ,−q − k−

2

)〉
δ(q0 + k0+)

]
,

where

k0+ =
1

2

(
E

q+
k−
2

+ E
q− k−

2

)
, k0− =

(
E

q+
k−
2

− E
q− k−

2

)
. (41)

For brevity, we set ℏ = 1. To have the quasi-particle in a definite spin state, we may assume

the expectation values of the creation and annihilation operators have non-vanishing values only

for particles or antiparticles when λ = λ′. E.g., ⟨a†(λ, q)b(λ, p)⟩ = 0 and ⟨a†(λ′, q)a(λ, p)⟩ ∝ δλ′λ.

Moreover, in order to perform the k− integral analytically, we expand the integrand with respect

to k− and retain the terms up to O(k−) such as

ϵµ

(
λ, q +

k−
2

)
ϵ∗ν

(
λ, q − k−

2

)
= Π(0)

µν (λ, q) +
kα−
2
Π(1)

µνα(λ, q) +O(k2−) , (42)

where

Π(0)
µν (λ, q) ≡ ϵµ(λ, q)ϵ

∗
ν(λ, q) , Π(1)

µνα(λ, q) ≡
(
∂qαϵµ(λ, q)

)
ϵ∗ν(λ, q)− ϵµ(λ, q)

(
∂qαϵ

∗
ν(λ, q)

)
. (43)

In the end, the expansion with respect to k− provides us with the Wigner functions up to O(ℏ).
Plugging those expressions into Eq. (40), we then find

W<µν(q,X) =
∑

λ=±1,0

W̃<µν(λ, q,X), (44)

W̃<
µν(λ, q,X) = 2πδ(q2−M2)

[
Θ(q0)

(
Π(0)

µν (λ, q) +
iℏ
2
Π(1)

µνα(λ, q)∂
α

)

−Θ(−q0)
(
Π(0)

νµ (λ,−q) +
iℏ
2
Π(1)

νµα(λ,−q)∂α
)]

f̌λ(q,X) , (45)
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where we dropped the O(|k−|2) terms in the integrand except for those contributing to the dis-

tribution functions. Here we retrieve ℏ for power counting. The distribution function f̌λ(q,X) is

defined as

f̌λ(q,X) =

fλ(q, X) (q0 > 0)

− [1 + fλ(−q, X)] (q0 < 0) ,
(46)

where

fλ(q, X) =

∫
d3k−
(2π)3

〈
a†
(
λ, q − k−

2

)
a
(
λ, q +

p−
2

)〉
e−ik−·X (47)

and ∫
d3k−
(2π)3

e−ik−·X
〈
b
(
λ,−q +

k−
2

)
b†
(
λ,−q − k−

2

)〉
= 1 + fλ(−q, X) . (48)

from the commutation relation for bosons. Note that the Θ(−q0) part in W<µν characterizes the

out-going vector mesons.

For our purpose, we will only consider the symmetric Wigner function with positive energy and

up to O(ℏ0),

W̃<(µν)(λ, q,X) =
1

2
W̃<(µν)(λ, q,X) = πδ(q2 −M2)θ(q0)Π

(0)(νµ)(λ, q)fλ(q,X), (49)

where A(µν) = Aµν +Aνµ. Note that we shall have

1

2

∑
λ=±1,0

Π(0)(νµ)(λ, q) =
qµqν

M2
− ηµν . (50)

where we have neglected the ℏ corrections and anti-symmetric components. The corresponding

on-shell kinetic equation reads

q · ∂fλ = Σ<µρP̂ρµ(λ, q)(1 + fλ)− Σ>µρP̂ρµ(λ, q)fλ, (51)

where P̂µν(λ, q) = ϵ(µ(λ, q)ϵ∗ν)(λ, q)/2. Here Σ≶µρ correspond to the self energies for the scattering

processes led by the effective quark-meson interaction. In this framework, we have ρλλ ∝ fλ. As

proposed in Ref. [60], when there are no pre-existing vector mesons such that fλ ≪ 1 and the

coalescence time ∆t is sufficiently short4, Eg. (51) gives rise to

fλ ≈ ∆t

Eq
Σ<µρP̂ρµ(λ, q). (52)

B. Quark coalescence scenario

Applying the meson-quark interaction characterized by an effective Lagrangian Lint = gϕΓ·V ψ̄ψ
[92] with Γµ begin an effective form factor, the self energy can be rearranged into the form,

Σ<µρ =

∫
d3k

(2π)2
Tr
[
ΓµS<

q

(q
2
+ k

)
ΓρS<

q̄

(q
2
− k

)]
δ
(
q0 − ϵq(q/2 + k)− ϵq̄(q/2− k)

)
, (53)

4 The spatial dependence of fλ is also neglected.
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where ϵq/q̄(p) ≡
√

|p|2 +m2
q/q̄. Here S<

q and S<
q̄ denote the onshell lesser propagators of quarks

and antiquarks. More precisely, we introduce

S<
q/q̄(p) =

∫
dp0
2π

S̀<
q/q̄(p) (54)

by integrating the off-shell Wigner functions S̀<
q/q̄(p) over the zeroth component of its four momen-

tum. Note that Tr also includes the trace over color space. For simplicity, we may assume Γµ = γµ.

Based on the decomposition of the quark Wigner functions [93],

S̀< = F< + iP<γ5 + V<µγµ +A<µγ5γµ +
S<µν

2
σµν , (55)

where σµν = i[γµ, γν ]/2, it is found

Tr
[
γµS̀<

q γ
ρS̀<

q̄

]
= 4Trc

[
ηµρ
(
F<
q F<

q̄ + P<
q · P<

q̄ − V<
q · V<

q̄ −A<
q · A<

q̄ +
SqαβSαβ

q̄

2

)
+V<(µ

q V<ρ)
q̄ +A<(µ

q A<ρ)
q̄ − S<(µν

q S<ρ)
q̄ ν

]
. (56)

Here we hide the momentum dependence above for brevity. Taking [69]

mF(q) = q · V(q), P = 0, mSµν(q) = −ϵµνρσqρAσ(q), (57)

for free fermions since we only consider the tree-level interaction for coalescence and hence

mqmq̄S̀<µν
q (p)S̀<ρ

q̄ ν(p
′) = ηµρ

(
p′ · A<

q p · A<
q̄ − p · p′A<

q · A<
q̄

)
+A<µ

q A<ρ
q̄ p · p′ + p′µpρA<

q · A<
q̄

−p′µA<ρ
q p · A<

q̄ − pρA<µ
q̄ p′ · A<

q , (58)

and

mqmq̄S̀<µν
q (p)S̀<

q̄µν(p
′) = 2

(
p′ · A<

q p · A<
q̄ − p · p′A<

q · A<
q̄

)
, (59)

where A<µ
q = A<µ

q (p) and A<µ
q̄ = A<µ

q̄ (p′), one obtains

Tr
[
γµS̀<

q (p)γ
ρS̀<

q̄ (p
′)
]

= 4Trc

{
ηµρ

[
p · V<

q (p)p′ · V<
q̄ (p′)

mqmq̄
− V<

q (p) · V<
q̄ (p′)−A<

q (p) · A<
q̄ (p

′)

(
1− p · p′

mqmq̄

)

−
p′ · A<

q (p)p · A<
q̄ (p

′)

mqmq̄

]
+ V<(µ

q (p)V<ρ)
q̄ (p′) +A<(µ

q (p)A<ρ)
q̄ (p′)

(
1− p · p′

mqmq̄

)

−p
′(µpρ)

mqmq̄
A<

q (p) · A<
q̄ (p

′) +
p′(µA<ρ)

q (p)

mqmq̄
p · A<

q̄ (p
′) +

p(µA<ρ)
q̄ (p′)

mqmq̄
p′ · A<

q (p)

}
. (60)

The expression above also works for the onshell Wigner functions S<
q (p) and S<

q̄ (p
′). Since the

contributions from vector and axial-vector components of quark/antiquark Wigner functions are

disentangled, we make the decomposition

Tr
[
γµS<

q (p)γ
ρS<

q̄ (p
′)
]
=

∫
dp0
2π

dp′0
2π

Tr
[
γµS̀<

q (p)γ
ρS̀<

q̄ (p
′)
]
= Σ̂<µρ

V + Σ̂<µρ
A , (61)
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where

Σ̂<µρ
V = 4Trc

{
ηµρ

[
p · V<

q (p)p′ · V<
q̄ (p′)

mqmq̄
− V<

q (p) · V<
q̄ (p′)

]
+ V<(µ

q (p)V<ρ)
q̄ (p′)

}
(62)

and

Σ̂<µρ
A = 4Trc

{
ηµρ

[
A<

q (p) · A<
q̄ (p

′)

(
p · p′

mqmq̄
− 1

)
−
p′ · A<

q (p)p · A<
q̄ (p

′)

mqmq̄

]
+A<(µ

q (p)A<ρ)
q̄ (p′) (63)

×
(
1− p · p′

mqmq̄

)
− p′(µpρ)

mqmq̄
A<

q (p) · A<
q̄ (p

′) +
p′(µA<ρ)

q (p)

mqmq̄
p · A<

q̄ (p
′) +

p(µA<ρ)
q̄ (p′)

mqmq̄
p′ · A<

q (p)

}
,

with p0 = ϵp, p
′
0 = ϵp′ , and the onshell Wigner functions5,

V<
q/q̄(p) =

∫
dp0
2π

Θ(p0)V<
q/q̄(p), A<

q/q̄(p) =

∫
dp0
2π

Θ(p0)A<
q/q̄(p). (64)

Given the explicit form of V<
q/q̄(p) and A<

q/q̄(p), one may derive fλ from Eq. (52) by calculating

Eq. (61).

We may now take the explicit form of the vector-component for Wigner functions of quarks and

antiquarks up to O(ℏ0),

V<µ
q/q̄(p) =

pµ

2p0
fVq/q̄

∣∣∣
p0=ϵq/q̄(p)≡

√
|p|2+m2

q/q̄

. (65)

Furthermore, given p = q/2+ k and p′ = q/2− k in light of Eq. (53) and the onshell conditions for

quarks and antiquarks, we have

k2 =
m2

q +m2
q̄

2
− q2

4
, q · k =

m2
q −m2

q̄

2
. (66)

Using Eqs. (65) and (66), one finds

Σ̂<µρ
V =

Trc(fVqfVq̄)

ϵq
(q
2 + p

)
ϵq̄
(q
2 − p

)[ηµρ
2

(
(mq +mq̄)

2 − q2
)
+
qµqρ

2
− 2kµkρ

]
(67)

and

Σ̂<µρ
A = 4Trc

{
ηµρ

[
A<

q (p) · A<
q̄ (p

′)

(
q2 − (mq +mq̄)

2
)

2mqmq̄
+

4k · A<
q (p)k · A<

q̄ (p
′)

mqmq̄

]

+

(
(mq +mq̄)

2 − q2
)

2mqmq̄
A<(µ

q (p)A<ρ)
q̄ (p′)−

( qµqρ

2mqmq̄
− 2kµkρ

mqmq̄

)
A<

q (p) · A<
q̄ (p

′)

+

(
q − 2k

)(µA<ρ)
q (p)

mqmq̄
k · A<

q̄ (p
′)−

(
q + 2k

)(µA<ρ)
q̄ (p′)

mqmq̄
k · A<

q (p)

}
p= q

2
+k,p′= q

2
−k

, (68)

where we have also utilized p · A<
q/q̄(p) = 0 for free fermions, which result in

Σ̂<µρ
V P̂ρµ(λ, q) =

Trc(fVqfVq̄)

ϵq
(q
2 + k

)
ϵq̄
(q
2 − k

)[1
2

(
q2 − (mq +mq̄)

2
)
− 2|k · ϵ(λ, q)|2

]
(69)

5 We have assumed both V<
q/q̄(p) and A<

q/q̄(p) can be rearranged into the functions proportional to δ(p2 −m2
q/q̄).
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and

Σ̂<µρ
A P̂ρµ(λ, q)

= 4Trc

{[
A<

q (p) · A<
q̄ (p

′)

(
(mq +mq̄)

2 − q2
)

2mqmq̄
−

4k · A<
q (p)k · A<

q̄ (p
′)

mqmq̄

]
+

2|k · ϵ(λ, q)|2

mqmq̄
A<

q (p) · A<
q̄ (p

′)

+

(
(mq +mq̄)

2 − q2
)

mqmq̄
Re
[
ϵ(λ, q) · A<

q (p)ϵ
∗(λ, q) · A<

q̄ (p
′)
]
−

4Re
[
k · ϵ(λ, q)A<

q (p) · ϵ∗(λ, q)
]

mqmq̄
k · A<

q̄ (p
′)

−
4Re

[
k · ϵ(λ, q)A<

q̄ (p
′) · ϵ∗(λ, q)

]
mqmq̄

k · A<
q (p)

}∣∣∣∣∣
p,p′

, (70)

where |p,p′ = {p = q
2 + k, p′ = q

2 − k}. Overall,
(
Σ̂<µρ
V + Σ̂<µρ

A

)
P̂ρµ(λ, q) can be rearranged as(

Σ̂<µρ
V + Σ̂<µρ

A

)
P̂ρµ(λ, q) (71)

= NmTrc

{[
fVq(p)fVq̄(p

′)

ϵq(p)ϵq̄(p′)
− 4

mqmq̄
A<

q (p) · A<
q̄ (p

′)

](
1− 2|k · ϵ(λ, q)|2

Nm

)

− 4

mqmq̄

[
2Re

(
ϵ(λ, q) · A<

q (p)ϵ
∗(λ, q) · A<

q̄ (p
′)
)
+

2

Nm

(
2k · A<

q (p)k · A<
q̄ (p

′)

+2Re
(
k · ϵ(λ, q)A<

q (p) · ϵ∗(λ, q)
)
k · A<

q̄ (p
′) + 2Re

(
k · ϵ(λ, q)A<

q̄ (p
′) · ϵ∗(λ, q)

)
k · A<

q (p)
)}∣∣∣∣∣

p,p′

,

where

Nm =
1

2

(
M2 − (mq +mq̄)

2
)
. (72)

For the application to spin alignment, it is generally believed that the ϕ meson as our focus is an

s-wave particle. Consequently, we only consider the contact interaction and classical collision term

for quark coalescence and ignore contributions from the orbital angular momentum of constituent

quarks. Nevertheless, it is recently pointed out in Ref. [94] by the operator product expansion that

J/ψ could have a non-negligible contribution from the orbital angular momentum of quarks to its

spin and a similar scenario might be applicable to ϕ mesons. In order to address the involvement

of the orbital angular momentum in our approach, we may need to modify the contact interaction

from the effective Lagrangian for quark-meson interaction or incorporate the ℏ correction pertinent

to spin-orbit interaction in the collision term for the kinetic equation of ϕ mesons (see e.g. the

construction of the collision term of QKT for photons [91]). Alternatively, one may incorporate

the contribution from e.g. p-wave wave functions for vector mesons in the recombination model

[95] with further inclusion of spin degrees of freedom. Such generalization is however beyond the

scope of current work and may be pursued in the future. Furthermore, the additional effect from

the orbital angular momentum upon spin alignment should be associated with a certain source

from the QGP medium like vorticity, which is believed to be suppressed in high-energy collisions

yet relevant in low-energy collisions.
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C. Non-relativistic approximation

We shall now make further simplification. By working in the rest frame of vector mesons,

the polarization vector is aligned with the spin quantization axis, ϵµ(λ, 0) = (0, ϵλ) ≡ ϵµλ. The

kinematic conditions in Eq. (66) then give rise to

k0 =
m2

q −m2
q̄

2M
, |k|2 = 1

4M2

[
(m2

q −m2
q̄)

2 +M4 − 2M2(m2
q +m2

q̄)
]
. (73)

We may focus on the case when mq = mq̄ = m, which yields k0 = 0 and Nm = 2|k|2. Next, we

consider the non-relativistic limit for quarks and anti-quarks such that ki → 0, which allows us

to approximate p ≈ p′ ≈ q/2 → 0 for fVq/q̄, A<
q/q̄, and ϵq/q̄

6. Apparently, this approximation is

only valid when M − (mq + mq̄) ≪ M . Note that A<0
q/q̄ are suppressed compared with A<i

q/q̄ in

the non-relativistic limit7. Considering ϵµλ as a real vector, we could make a replacement for the

k-related terms in the integrand by employing the relations,

kikj → |k|2
[
z2ϵiλϵ

j
λ − (1− z2)

2
Θ̂ij

λ

]
, Θ̂ij

λ = ηij + ϵiλϵ
j
λ, z =

−k · ϵλ
|k|

, (74)

which yield

−2|k · ϵ(λ, q)|2

Nm
→ −2|k|2z2

Nm
, (75)

2k · A<
q (p)k · A<

q̄ (p
′) → |k|2

[
(3z2 − 1)

(
ϵλ · A<

q (p)ϵλ · A<
q̄ (p

′)
)
− (1− z2)A<

q (p) · A<
q̄ (p

′)
]
,(76)

Re
(
k · ϵ(λ, q)A<

q (p) · ϵ∗(λ, q)
)
k · A<

q̄ (p
′) → −z2|k|2ϵλ · A<

q (p)ϵλ · A<
q̄ (p

′), (77)

Re
(
k · ϵ(λ, q)A<

q̄ (p
′) · ϵ∗(λ, q)

)
k · A<

q (p) → −z2|k|2ϵλ · A<
q (p)ϵλ · A<

q̄ (p
′), (78)

for p = p′ ≈ q/2. It turns out that

(
Σ̂<µρ
V + Σ̂<µρ

A

)
P̂ρµ(λ, q) =

Nm(1− z2)

m2
Trc
[
fVq(q/2)fVq̄(q/2)− 4

(
ϵλ · A<

q (q/2)ϵλ · A<
q̄ (q/2)

)]
.

(79)

For a complex ϵµλ, it is expected that one could simply replace
(
ϵλ · A<

q (q/2)ϵλ · A<
q̄ (q/2)

)
by

Re
(
ϵλ · A<

q (q/2)ϵ
∗
λ · A<

q̄ (q/2)
)
in the final result.

Setting

ϵ0 = (0, 1, 0), ϵ+1 = − 1√
2
(i, 0, 1), ϵ−1 =

1√
2
(−i, 0, 1), (80)

we derive

f0(q) ≈
Ñ∆t

Eq
Trc(fVqfVq̄)

[
1−

4Trc
(
A<y

q (q/2)A<y
q̄ (q/2)

)
Trc(fVqfVq̄)

]
q=0

(81)

6 When ignoring the energy conservation such that Nm = 2|k|2, one may naively drop the higher-order terms of
O(|k|2) in Eq. (71) such as 2|k · ϵ(λ, q)|2/Nm. However, such terms should be maintain as the leading-order
contribution.

7 By using A<0
q/q̄(p) = piA<i

q/q̄(p)/p0, we now have A<0
q/q̄(q/2± k) ≈ ±kiA<i

q/q̄(q)/(M/2± k0) ≈ 0 when ki ≪ M .
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and

f±1(q) ≈
Ñ∆t

Eq
Trc(fVqfVq̄)

[
1−

2Trc
(
A<x

q (q/2)A<x
q̄ (q/2) +A<z

q (q/2)A<z
q̄ (q/2)

)
Trc(fVqfVq̄)

]
q=0

, (82)

where

Ñ =

∫ ∞

0

d|k|
(2π)

∫ 1

−1
dz
Nm|k|2(1− z2)

m2
δ(M − 2

√
|k|2 +m2) =

M(M2 − 4m2)3/2

24πm2
(83)

is an overall constant, while its explicit form is unimportant for the normalized spin-density matrix.

Eventually, in the non-relativistic limit, it is found

ρ00(q,X) =
f0(q,X)

f0(q,X) + f+1(q,X) + f−1(q,X)
=

1− 4Trc
(
A<y

q (q/2)A<y
q̄ (q/2)

)
Trc(fVqfVq̄)

3− 4
∑

j=x,y,z Trc
(
A<j

q (q/2)A<j
q̄ (q/2)

)
Trc(fVqfVq̄)

, (84)

for q = 0. When considering the global spin alignment, Eq. (84) could be further revised as

ρ00(q) =

∫
dΣX · qf0(q,X)∫

dΣX · q
(
f0(q,X) + f+1(q,X) + f−1(q,X)

)
=

1− Trc⟨P̂y
q (q/2)P̂y

q̄ (q/2)⟩q=0

3−
∑

i=x,y,z Trc⟨P̂ i
q(q/2)P̂ i

q̄(q/2)⟩q=0

, (85)

where

Trc⟨P̂ i
q(p)P̂ i

q̄(p)⟩ =
4
∫
dΣX · pTrc[⟨A<i

q (p, X)A<i
q̄ (p, X)⟩]∫

dΣX · pTrc[fVq(p, X)fVq̄(p, X)]
, (86)

which is equivalent to

Trc⟨P̂ i
q(p)P̂ i

q̄(p)⟩ =
∫
dΣX · pTrc

[
⟨J i

q5(p, X)J i
q̄5(p, X)⟩

]∫
dΣX · pTrc

[
N 0

q (p, X)N 0
q̄ (p, X)

] , (87)

in the non-relativistic limit. Eq. (85) is found to be structurally similar to Eq. (35) yet with some

subtle differences. For isotropic spin correlations, ρ00(q) = 1/3 for both Eq. (85) and Eq. (35).

With weak spin correlations, Eq. (85) reduces to

ρ00 ≈
1

3
+

1

9
Trc
(
⟨P̂x

q P̂x
q̄ ⟩+ ⟨P̂z

q P̂z
q̄ ⟩ − 2⟨P̂y

q P̂
y
q̄ ⟩
)
, (88)

which is analogous to the form of Eq. (36) despite an overall factor of two difference for the spin-

correlation corrections. Comparing Trc⟨P̂ i
qP̂ i

q̄⟩ with ⟨P i
qP i

q̄⟩, in addition to how we trace over the

color degrees of freedom, as will be further expatiated below, one immediately notices a factor of

four difference and the integration of local and non-local correlations, for which the latter difference

does not occur when the involved spin correlations are constant in position space. Nevertheless,

due to non-locality of ⟨P i
qP i

q̄⟩ as opposed to Trc⟨P̂ i
qP̂ i

q̄⟩, they are physically distinct quantities. As

previously proposed in e.g. Refs. [15, 90], ⟨P i
qP i

q̄⟩ could be responsible for probing the correlation

of spin polarization of a Λ hyperon and of an Λ̄, whereas it does not directly contribute to spin
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alignment of vector mesons. This newly derived ρ00(q) is also different from the one in Ref. [58],

for which the spin correction on quark Wigner functions is presumably governed by the local spin-

polarization pseudo-vector as a consistent treatment with the quark model, whereas we directly

derive the spin dependent corrections from the Wigner functions of quarks in AKT.

Tracing over color space, the relevant spin correlation for spin alignment reads

Trc⟨P̂ i
q(q/2)P̂ i

q̄(q/2)⟩ =
4
∫
dΣX · q

(
2N2

c ⟨Asi
q (q/2, X)Asi

q̄ (q/2, X)⟩+ ⟨Aai
q (q/2, X)Aai

q̄ (q/2, X)⟩
)∫

dΣX · q
(
2N2

c f
s
V q(q/2, X)f sV q̄(q/2, X) + faV q(q/2, X)faV q̄(q/2, X)

) ,

(89)

from which it is found that not only the color-singlet components but also the color-octet compo-

nents of Wigner functions are involved. In high-energy nuclear collisions, the quark coalescence

occurs at the late time when the vector component of Wigner functions reaches thermal equilib-

rium, for which faV q/q̄ are suppressed. On the contrary, non-equilibrium effects upon the axial-vector

component should play an important role for spin polarization or correlation. In such a case, both

⟨Asi
q Asi

q̄ ⟩ and ⟨Aai
q Aai

q̄ ⟩ need to be considered for spin alignment. The scenarios for ⟨Asi
q Asi

q̄ ⟩ and

⟨Aai
q Aai

q̄ ⟩ triggered by color fields are schematically illustrated in Fig. 1. Moreover, unlike ⟨Asi
q Asi

q̄ ⟩
expected to be positive, ⟨Aai

q Aai
q̄ ⟩ should be negative based on the charge-conjugation symmetry

implying Aai
q̄ = −Aai

q .

IV. SPIN ALIGNMENT FROM THE GLASMA

We now evaluate ρ00 from Eq. (85) in the glasma state, for which we shall compute the spin

correlation,

Trc⟨P̂ i
q(q/2)P̂ i

q̄(q/2)⟩ ≈
∫
dΣX · q

(
⟨ãsiq (q/2, X)ãsiq̄ (q/2, X)⟩+ ⟨ãaiq (q/2, X)ãaiq̄ (q/2, X)⟩/(2N2

c )
)

mqmq̄

∫
dΣX · q

(
f sVq(q/2, X)f sVq̄(q/2, X)

) ,

(90)

where we have dropped the non-dynamical contribution in late times and the faVq/q̄ in equilibrium

and taken ϵq/q̄(q/2) ≈ mq/q̄ for the non-relativistic limit.

From Ref. [82] by solving the linearized Yang-Mills equation, with small rapidity, the non-

vanishing color-field correlators can be written as

⟨Eai
⊥ (X ′)Ea′j

⊥ (X ′′)⟩ = −1

2
g2Ncδ

aa′ϵinϵjm
∫ X′

⊥;q,u

∫ X′′

⊥;l,v
Ω−(u⊥, v⊥)

qnlm

ql
×J1(qX ′

0)J1(lX
′′
0 ), (91)

⟨Bai
⊥ (X ′)Ba′j

⊥ (X ′′)⟩ = −1

2
g2Ncδ

aa′ϵinϵjm
∫ X′

⊥;q,u

∫ X′′

⊥;l,v
Ω+(u⊥, v⊥)

qnlm

ql
×J1(qX ′

0)J1(lX
′′
0 ), (92)

⟨Eai
⊥ (X ′)Ba′η(X ′′)⟩ = −i1

2
g2Ncδ

aa′ϵin
∫ X′

⊥;q,u

∫ X′′

⊥;l,v
Ω−(u⊥, v⊥)

qn

q
×J1(qX ′

0)J0(lX
′′
0 ), (93)

⟨Bai
⊥ (X ′)Ea′z(X ′′)⟩ = −i1

2
g2Ncδ

aa′ϵin
∫ X′

⊥;q,u

∫ X′′

⊥;l,v
Ω+(u⊥, v⊥)

qn

q
×J1(qX ′

0)J0(lX
′′
0 ), (94)

⟨Eaz(X ′)Ea′z(X ′′)⟩ =
1

2
g2Ncδ

aa′
∫ X′

⊥;q,u

∫ X′′

⊥;l,v
Ω+(u⊥, v⊥)×J0(qX ′

0)J0(lX
′′
0 ), (95)
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⟨Baz(X ′)Ba′z(X ′′)⟩ =
1

2
g2Ncδ

aa′
∫ X′

⊥;q,u

∫ X′′

⊥;l,v
Ω−(u⊥, v⊥)×J0(qX ′

0)J0(lX
′′
0 ), (96)

where Ω∓(u⊥, v⊥)

Ω∓(u⊥, v⊥) = [G1(u⊥, v⊥)G2(u⊥, v⊥)∓ h1(u⊥, v⊥)h2(u⊥, v⊥)] (97)

with G1,2 and h1,2 correspond to the unpolarized and linearly polarized gluon distribution functions

of nuclei 1 and 2, respectively, and∫ X′

⊥;q,u
≡
∫
d2q⊥
(2π)2

∫
d2u⊥e

iq⊥(X′−u)⊥ .

Here V i
⊥ represents the transverse component of an arbitrary spatial vector V i with respect to z

axis as the beam direction, where A⊥B⊥ =
∑

i=x,y A
iBi. Consequently, for X0 = Y0 = 0, only the

correlations between longitudinal color fields exist, which take the form

⟨Eaz(0, X⊥)E
az(0, Y⊥)⟩ ≈ 1

2
g2Nc(N

2
c − 1)Ω+(X⊥, Y⊥), (98)

⟨Baz(0, X⊥)B
az(0, Y⊥)⟩ ≈ 1

2
g2Nc(N

2
c − 1)Ω−(X⊥, Y⊥). (99)

We may further adopt the Golec-Biernat Wüsthoff (GBW) dipole distribution such that [82, 96]

Ω±(u⊥, v⊥) = Ω(u⊥, v⊥) =
Q4

s

g4N2
c

(
1− e−Q2

s|u⊥−v⊥|2/4

Q2
s|u⊥ − v⊥|2/4

)2

, (100)

where Qs denotes the saturation momentum.

Since the color fields from the glamsa decay in time, we only need to consider the dynamical

contribution on spin correlations led by strong color fields in early times. From Eqs. (32) and (99)

and the GBW distribution giving rise to Ω(X,X) = Q4
s/(g

4N2
c ), in the non-relativistic limit, it is

found 8

1

2N2
c

⟨ãaiq (q/2, X)ãaiq̄ (q/2, X)⟩ ≈ −ℏ2g2

8N2
c

(
∂ϵq/2f

(0)
V (ϵq/2)

)2⟨Bai(X)Bai(X)⟩X0=0

≈ −ℏ2Q4
s(N

2
c − 1)

16N3
c

δiz
(
∂ϵq/2f

(0)
V (ϵq/2)

)2
, (101)

where we introduce a shorthand notation f
(0)
V (ϵp) = f̃ sV (ϵp, 0). On the other hand, from the color-

singlet contribution led by local four-field correlations (see Ref. [90] and similar calculation of the

longitudinal correlation in appendix. C), we obtain

⟨ãsyq (q/2, X)ãsyq̄ (q/2, X)⟩ ≈ ℏ2(N2
c − 1)Q6

s

64(2π)4N4
cm

2

(
∂ϵq/2f

(0)
V (ϵq/2)

)2Î(QsX
th
0 ), (102)

8 In fact, when including finite k beyond the non-relativistic approximation, the color-field correlators involved could
be non-local. E.g., one should consider the integration of ⟨Bai(0, X⊥−k⊥X0/M)Bai(0, X⊥+k⊥X0/M)⟩ over k for
q = 0. With energy conservation and the GBW distribution, ⟨Bai(0, X⊥)B

ai(0, X⊥)⟩ in Eq. (101) should be re-
placed by CB(QsX0)⟨Bai(0, X⊥)B

ai(0, X⊥)⟩, where CB(QsX0) = (1−exp[−Q2
sX

2
0 (M

2−4m2)/M2])/(Q2
sX

2
0 (M

2−
4m2)/M2) and finally one should take X0 as the freeze-out time. Nonetheless, one also needs to include the con-
tributions from chromo-electric fields at finite k.
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where Î(QsX
th
0 ) corresponds to an dimensionless factor depending upon QsX

th
0 with Xth

0 denoting

a thermalization time as the ending time of the glasma phases9. For simplicity, we neglect the

transition period between the glasma and QGP. The exact value of Î(QsX
th
0 ) has to be numerically

computed from multi-dimensional integral as shown in Ref. [90]. From the symmetry of color fields

in the glasma, we expect that ⟨ãsxq (q/2, X)ãsxq̄ (q/2, X)⟩ is equal to ⟨ãsyq (q/2, X)ãsyq̄ (q/2, X)⟩ in

Eq. (102). On the other hand, ⟨ãszq (q/2, X)ãszq̄ (q/2, X)⟩ corresponds to ⟨ãsyq (q/2, X)ãsyq̄ (q/2, X)⟩ in
Eq. (102) by replacing Î(QsX

th
0 ) therein with Ĵ (QsX

th
0 ) calculated in appendix. C. The numerical

results of Î(QsX0) and Ĵ (QsX0) and their ratio are shown in Fig. 2 and Fig. 3, respectively. Also,

as shown in Fig. 4, Î3(QsX0) and Ĵ3(QsX0) correspond to the dominant terms contributing to

Î(QsX0) and Ĵ (QsX0) at large QsX0. See Ref. [90] and appendix. C for the explicit definitions

of Î3 and Ĵ3. Consequently, for QsX0 ≳ 5, we could approximate Î(QsX0) ≈ Î3(QsX0) and

Ĵ (QsX0) ≈ Ĵ3(QsX0) with the numerical results illustrated in Fig. 5. Except for the contributions

from color fields, we also have

⟨ãsiq (q/2, X)ãsiq̄ (q/2, X)⟩EM ≈ −ℏ2

4
e2B2

i (0)
(
∂ϵq/2f

(0)
V (ϵq/2)

)2
(103)

from U(1) magnetic fields generated by colliding nuclei. Accordingly, in light of Eq. (90), we make

a decomposition for the spin correlatiors contributing to spin alignment (in the non-relativistic

limit) induced by color fields from the glasma and electromagnetic fields,

Trc⟨P̂ i
q(q/2)P̂ i

q̄(q/2)⟩ = Πii
oct +Πii

sin +Πii
EM, (104)

with

Πii
oct = −

ℏ2Q4
s(N

2
c − 1)δiz

(
∂ϵq/2f

(0)
V (ϵq/2)

)2
16N3

cm
2f thV q(ϵq/2)f

th
V q̄(ϵq/2)

, (105)

Πyy
sin = Πxx

sin = Πzz
sin

Î(QsX
th
0 )

Ĵ (QsXth
0 )

=
ℏ2(N2

c − 1)Q6
s

(
∂ϵq/2f

(0)
V (ϵq/2)

)2Î(QsX
th
0 )

64(2π)4N4
cm

4f thV q(ϵq/2)f
th
V q̄(ϵq/2)

, (106)

and

Πii
EM = −

ℏ2e2B2
i (0)

(
∂ϵq/2f

(0)
V (ϵq/2)

)2
4m2f thV q(ϵq/22)f

th
V q̄(ϵq/2)

, (107)

where f thV q/q̄(ϵq/2) ≈ 1/(em/T + 1) as the thermal distribution for quarks and antiquarks at zero

chemical potentials and non-relativistic limit with T being the freeze-out temperature on a coales-

cence hyper-surface.

We then estimate the order of magnitude for the spin alignment of ϕ mesons as an example in

RHIC and LHC at sufficiently high collision energies that the glasma phase could exist. Conse-

quently, we will consider three sets of saturation momenta, Qs = 1, 2, and 3 GeV. For other approx-

imations, we adopt the same setup in Ref. [90]. We take ℏ = 1 and postulate f
(0)
V = 1/(eϵq/2/Λ+1)

9 In principle, Eq. (101) should also depend on Xth
0 , where ⟨Bai(X)Bai(X)⟩X0=0 should be more precisely replaced

by ⟨(Bai(0,X)−Bai(Xth
0 ,X))(Bai(0,X)−Bai(Xth

0 ,X))⟩. We consider the case for |Bai(0,X)| ≫ |Bai(Xth
0 ,X)|.
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as an early-time distribution function of quarks and antiquarks with Λ ∼ Qs ≫ ϵq/2 such that

∂ϵq/2f
(0)
V ≈ −1/(4Qs). For other numerical parameters, we take m ≈ 500 MeV as the constituent

quark mass for strange quarks, T ≈ 150 MeV as the freeze-out temperature at chemical equi-

librium, and Xth
0 = 0.5 fm as the thermalization time at the end of the glasma phase. For the

maximum collision energy at RHIC, we anticipate Qs = 1 GeV, which yields Î ≈ 1.6Ĵ ≈ 700 for

QsX
th
0 ≈ 2.5, and approximate10 Bi ≈ B(0)δiy with |eB(0)| ≈ m2

π and mπ ≈ 140 MeV [98], which

result in

Πii
oct ≈ −3.9δiz, Πyy

sin = Πxx
sin ≈ 1.6Πzz

sin ≈ 0.58, Πii
EM ≈ −0.02δiy. (108)

For LHC energies, we could have Qs ≈ 2 ∼ 3 GeV. Considering Qs = 2 GeV, which yields

Î ≈ 0.8Ĵ ≈ 6800 for QsX
th
0 ≈ 5, and |eB(0)| ≈ 10m2

π, it is found

Πii
oct ≈ −15.6δiz, Πyy

sin = Πxx
sin ≈ 0.8Πzz

sin ≈ 90.8, Πii
EM ≈ −0.5δiy. (109)

For Qs = 3 GeV with the same setup of the case for Qs = 2 GeV, which yields Î ≈ 0.8Ĵ ≈ 19700

for QsX
th
0 ≈ 7.5, one obtains

Πii
oct ≈ −35.1δiz, Πyy

sin = Πxx
sin ≈ 0.8Πzz

sin ≈ 1331, Πii
EM ≈ −0.22δiy, (110)

where the change of Πii
EM with the same magnitude of |eB(0)| stems from the Q−2

s suppression due

to the approximation, ∂ϵq/2f
(0)
V ≈ −1/(4Qs). As opposed to Πii

oct, here Πii
sin are rather sensitive to

the value of Xth
0 . When choosing Xth

0 = 0.2 fm, we then have QsX
th
0 ≈ 2 with Î ≈ 2.4Ĵ ≈ 260 for

Qs = 2 GeV and QsX
th
0 ≈ 3 with Î ≈ 1.2Ĵ ≈ 1400 for Qs = 3 GeV. We accordingly acquire

Πyy
sin = Πxx

sin ≈ 2.4Πzz
sin ≈ 3.5 (111)

for Qs = 2 GeV and

Πyy
sin = Πxx

sin ≈ 1.2Πzz
sin ≈ 94 (112)

for Qs = 3 GeV. Superficially, the results seem to be unrealistically large even when focusing on

just the contributions from Πii
oct, while all these values should be further suppressed by the spin-

relaxation effects in the QGP phase. Note that Πyy
sin here is much larger than ⟨Py

qPy
q̄ ⟩ obtained in

Ref. [90] due to the absence of strong suppression coming from 1/(Q2
sAT) with AT the transverse

area of the QGP led by non-locality.

On the other hand, Πii
oct led by two-field correlations should be in principle more dominant

than Πii
sin induced by four-field correlations according to the weak-field expansion of the QKT.

Nevertheless, due to non-perturbtive properties of the glasma, the hierarchy is not guaranteed and

the four-field correlations could surpass two-field correlations at larger Qs. From the numerical

results, around Qs = 2 GeV, depending on the choice of Xth
0 , one could have either |Πii

sin| > |Πii
oct|

10 In fact, the event-by-event fluctuating electromagnetic fields can engender sizable contributions for Πxx
EM ∼ B2

x [97],
but the magnetic-field contribution is relatively suppressed by those from color fields and thus not our primary
interest in the present work.
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FIG. 2: Numerical results for Î(QsX0) and

Ĵ (QsX0) at small QsX0.
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FIG. 3: The ratio of Î(QsX0) and Ĵ (QsX0).
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FIG. 4: Numerical results for Î(QsX0),

Ĵ (QsX0), Î3(QsX0), and Ĵ3(QsX0) up to

QsX0 = 5.
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FIG. 5: Numerical results for Î3(QsX0) and

Ĵ3(QsX0) at up QsX0 = 10.

or |Πii
sin| < |Πii

oct|, where the former implies the breakdown of our perturbtive approach. We may

still estimate ρ00 based on the primary contribution from anisotropic Πii
oct at Qs = 2 GeV with a

certain assumption of Xth
0 . For Qs = 3 GeV, Πii

sin overwhelms Πii
oct and thus our estimate becomes

invalid. A non-perturbative treatment is presumably needed at higher collision energies.

As discussed in the previous section, the quarks and antiquarks may emerge at the time later

than the initial time with strongest color fields and electromagnetic fields. In practice, we shall

consider f̃ sV (ϵp, X0) ≈ f
(0)
V (ϵp)Θ(X0 − Xq

0 ) with Xq
0 being the time for emergence of quarks or

antiquarks in the glamsa state and thus we have to evaluate

1

2N2
c

⟨ãaiq (q/2, X)ãaiq̄ (q/2, X)⟩ ≈ −ℏ2g2

8N2
c

(
∂ϵq/2f

(0)
V (ϵq/2)

)2⟨Bai(X)Bai(X)⟩X0=Xq
0
. (113)

In such a case, we have not only non-vanishing ⟨Baz(X)Baz(X)⟩ but also ⟨Bax,y(X)Bax,y(X)⟩.
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To analyze the possible correction from a nonzero Xq
0 , we first calculate ⟨Baz(X)Baz(X)⟩ with

X0 ̸= 0. By using
∫
d2q⊥ =

∫
dqqdθq,

∫
d2l⊥ =

∫
dlldθl, and∫

dθq

∫
dθle

iq⊥(X′−u)⊥eil⊥(Y ′−v)⊥ = (2π)2J0(q|X⊥ − u⊥|)J0(l|Y⊥ − v⊥|), (114)

we find ∫ X

⊥;q,u

∫ X

⊥;l,v
Ω−(u⊥, v⊥)×J0(qX0)J0(lX0)

=

∫
dqdl

(2π)2
ql

∫
d2u⊥

∫
d2v⊥Ω−(u⊥, v⊥)J0(qX0)J0(lX0)J0(q|X⊥ − u⊥|)J0(l|X⊥ − v⊥|)

=

∫
d2ū⊥d

2v̄⊥
(2π)2

Ω−(u⊥, v⊥)
δ(X0 − |ū⊥|)δ(X0 − |v̄⊥|)

|ū⊥||v̄⊥|
, (115)

where we have applied the orthogonal condition for Bessel functions,∫ ∞

0
drrJν(kr)Jν(sr) =

δ(k − s)

s
, (116)

and the change of variables, ū⊥ = X⊥ − u⊥ and v̄⊥ = X⊥ − v⊥, to reach the second equality.

When adopting the GBW distribution, we have Ω−(u⊥, v⊥) = Ω(u⊥, v⊥) = Ω(ū⊥, v̄⊥). It is more

convenient ot work in polar coordinates,∫
d2ū⊥

∫
d2v̄⊥ =

∫ ∞

0
d|ū⊥||ū⊥|

∫ ∞

0
d|v̄⊥||v̄⊥|

∫ 2π

0
dθū

∫ 2π

0
dθv̄. (117)

For an integrand depending on only Θū,v̄ = θv̄ − θū, we could make the change of variables such

that (see appendix. B for the derivation)∫ 2π

0
dθū

∫ 2π

0
dθv̄F(θū − θv̄) =

∫ 2π

−2π
dΘū,v̄2πF(Θū,v̄)−

∫ 2π

0
dΘū,v̄Θū,v̄

[
F(Θū,v̄) + F(−Θū,v̄)

]
.

(118)

Given that Ω(u⊥, v⊥) only depends on

|ū⊥ − v̄⊥|2 = |ū⊥|2 + |v̄⊥|2 − 2|ū⊥||v̄⊥| cosΘū,v̄, (119)

it is found

g2⟨Baz(X)Baz(X)⟩ = Q4
s(N

2
c − 1)

4π2Nc
IBz(QsX0) (120)

and accordingly

1

2N2
c

⟨ãazq (q/2, X)ãazq̄ (q/2, X)⟩ ≈ −ℏ2Q4
s(N

2
c − 1)

16N3
c

(IBz(QsX0)

2π2

)(
∂ϵq/2f

(0)
V (ϵq/2)

)2
, (121)

where

IBz(QsX0) =

∫ 2π

0
dΘū,v̄(2π −Θū,v̄)

(
1− e−Q2

sX
2
0 (1−cosΘū,v̄)/2

Q2
sX

2
0 (1− cosΘū,v̄)/2

)2

(122)
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can be evaluated numerically. Note that IBz(QsX0) = 2π2 when QsX0 → 0.

Next, we shall consider the contribution from dynamically generated transverse chromo-

magnetic fields,

⟨Bay
⊥ (X)Bay

⊥ (X)⟩ = −1

2
g2Nc(N

2
c − 1)

∫ X

⊥;q,u

∫ X

⊥;l,v
Ω+(u⊥, v⊥)

qxlx

ql
×J1(qX0)J1(lX0), (123)

for which ∫ X

⊥;q,u

∫ X

⊥;l,v
Ω+(u⊥, v⊥)

qxlx

ql
×J1(qX0)J1(lX0)

= −
∫

dqdl

(2π)2
ql

∫
d2u⊥

∫
d2v⊥Ω+(u⊥, v⊥)

(X − u)x⊥(X − v)x⊥
|X⊥ − u⊥||X⊥ − v⊥|

×J1(qX0)J1(lX0)J1(q|X⊥ − u⊥|)J1(l|X⊥ − v⊥|)

= −
∫
d2ū⊥d

2v̄⊥
(2π)2

Ω−(u⊥, v⊥)
ūx⊥v̄

x
⊥δ(X0 − |ū⊥|)δ(X0 − |v̄⊥|)

|ū⊥|2|v̄⊥|2
, (124)

by using ∫
dθq

∫
dθl

qjli

ql
eiq⊥(X′−u)⊥eil⊥(Y ′−v)⊥

= −(2π)2
(X − u)i⊥(Y − v)j⊥
|X⊥ − u⊥||Y⊥ − v⊥|

J1(q|X⊥ − u⊥|)J1(l|Y⊥ − v⊥|). (125)

Given

ūx⊥v̄
x
⊥ =

|ū⊥||v̄⊥|
2

(
cosΘū,v̄ + cos θū,v̄

)
, (126)

where θū,v̄ = θv̄ + θū, and taking the GBW distribution, it is found

−
∫
d2ū⊥d

2v̄⊥
(2π)2

Ω−(u⊥, v⊥)
ūx⊥v̄

x
⊥δ(X0 − |ū⊥|)δ(X0 − |v̄⊥|)

|ū⊥|2|v̄⊥|2

=
1

4π2
Q4

s

g4N2
c

∫ 2π

0
dΘū,v̄

[
sinΘū,v̄ − (2π −Θū,v̄) cosΘū,v̄

](1− e−Q2
sX

2
0 (1−cosΘū,v̄)/2

Q2
sX

2
0 (1− cosΘū,v̄)/2

)2

,(127)

by using the relations in appendix. B. Consequently, one finds

g2⟨Bay
T (X)Bay

T (X)⟩ = Q4
s(N

2
c − 1)

4π2Nc
IBy(QsX0), (128)

which yields

1

2N2
c

⟨ãayq (q/2, X)ãayq̄ (q/2, X)⟩ ≈ −ℏ2Q4
s(N

2
c − 1)

16N3
c

(IBy(QsX0)

2π2

)(
∂ϵq/2f

(0)
V (ϵq/2)

)2
, (129)

where

IBy(QsX0) =

∫ 2π

0

dΘū,v̄

2

[
(2π −Θū,v̄) cosΘū,v̄ − sinΘū,v̄

](1− e−Q2
sX

2
0 (1−cosΘū,v̄)/2

Q2
sX

2
0 (1− cosΘū,v̄)/2

)2

. (130)

One can consistently check IBy(QsX0) = 0 when QsX0 → 0.
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By symmetry, it is expected that ⟨ãayq (q/2, X)ãayq̄ (q/2, X)⟩ = ⟨ãaxq (q/2, X)ãaxq̄ (q/2, X)⟩. The

numerical results of IBz(QsX0) and IBy(QsX0) are shown in Fig. 6. Notably, even at late time

up to QsX0 ≈ 10 such that IBz is about 10 times smaller, we still have Πzz
oct ∼ 1. When assuming

f̃ sV (ϵp, X0) is created after Xq
0 = 0.1 fm, one finds Πzz

oct ≈ −10.3 for Qs = 2 GeV and Πii
sin are nearly

unchanged because of the dominant contribution in late times within the glasma [90], while the

magnitude of U(1) magnetic fields rapidly drops to |eBi(Xq
0 )| ≈ 0.01m2

π [97] in LHC energies, from

which Πii
EM becomes negligible. The same scenario is applicable to the high-energy collisions at

RHIC. In principle, a more rigorous estimation of Πzz
oct is proportional to IBz(QsX

q
0 )−IBz(QsX

th
0 ),

while this should not give significant suppression by order of magnitude provided Xq
0 is not too

close to Xth
0 . Finally, we may roughly conclude the spin alignment of ϕ mesons from the glasma

for Qs ≈ 1 ∼ 2 GeV in an approximate equation,

ρ00 ∼
1

3 + 10e−2Xeq
0 /τoR

, (131)

where Xeq
0 represents the freeze-out time at chemical equilibrium of the QGP and recall τoR is

an unknown parameter characterizing the effect of spin relaxation. Assuming the spin relaxation

results in about 10 times suppression of the dynamical spin correlation, the contribution from color

fields for spin alignment will be around the same order as the experimental measurement.

In practice, the first-principle study of the spin relaxation potentially applicable to heavy ion

collisions has been so far conducted in weakly-coupled QGP up to the leading logarithmic order in

coupling [69, 76, 78], where the corresponding collision term for dynamical spin relaxation in AKE

is far from a relaxation-time form. In the heavy-quark limit m ≫ T , we may naively adopt the

relaxation rate derived in Ref. [78] and approximate 11

(τoR)
−1 ≈

g2C2(F )m
2
DT

6πm2
ln g, (132)

where C2(F ) = (N2
c − 1)/(2Nc) and m2

D = g2T 2(2Nc + Nf )/6. Taking Nc = Nf = 3, αs =

g2/(4π) ≈ 1/3, and T = 200 MeV as the average temperature of QGP, one obtains (τoR)
−1 ≈ 0.04

GeV. For Xeq
0 ≈ 5 fm, it is found e−2Xeq

0 /τoR ≈ 0.11 and ρ00 ≈ 0.24 from Eq. (131). Albeit

the rough agreement with the experimental measurement for ρ00 of ϕ mesons at small transverse

momenta in LHC [43], we emphasize that the estimation is subject to several approximations

and phenomenological postulations and a more sophisticated analysis is required for quantitative

comparisons. There have been great efforts devoted to modeling the dynamical spin polarization

and relaxation from collisional effects in QGP and our result of spin polarization (correlation) from

glasma effects can be used as an initial conditions for future simulations in the QGP phase.

Before ending this section, we further elaborate how our result is contingent on the choices of Qs

andXth
0 . In general, at a fixed Qs, choosing a smallerXth

0 seems to result in the dominance of |Πii
oct|

over |Πii
sin|. Nonetheless, when Xth

0 is too close to the initial time X0 = 0, |Πii
oct| also drops since the

initial color field encoded in |Πii
oct| is actually the difference between the initial color field at X0 = 0

11 As also found in Refs. [69, 78], the O(T/m) term can be written as a momentum diffusion term and neglected
here.
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FIG. 6: Numerical results for IBz(QsX0) and IBy(QsX0).

and the one at X0 = Xth
0 as manifested by Eq. (31). Consequently, in our approximation, we also

have to choose a sufficiently large Xth
0 such that O(|Bai(0,X)| − |Bai(Xth

0 ,X)|) ∼ O(|Bai(0,X)|)
as the validity for neglecting late-time fields at the end of glasma phase when evaluating Πii

oct.

Moreover, as mentioned previously, we ignore the transition between the glasma and QGP phases,

whereas the adopted Xth
0 = 0.2 fm is same as the proper time for matching the glasma phase

and pre-equilibrium state described by effective kinetic theory at the LHC energy in Ref. [99]. To

clarify the valid region for |Πzz
oct| > |Πii

sin|, |Π
yy
oct| in our estimation, we plot the spin correlations

from the color-octet and -singlet contributions with Xth
0 dependence at fixed Qs = 2 GeV and with

Qs dependence for fixed Xth
0 = 0.2 fm in Fig. 7 and Fig. 8, respectively. Here Πii

oct are calculated

by including the field difference between X0 = 0 and X0 = Xth
0 , which yield 12

Πzz
oct(X

th
0 ) = Πzz

oct(0)

(
1− 2Ω(Xth

0 ) +
IBz(QsX

th
0 )

(2π2)

)
, Πyy

oct(X
th
0 ) = Πzz

oct(0)
IBy(QsX

th
0 )

(2π2)
, (133)

and thus manifest the Xth
0 dependence. It is found that our estimation is approximately valid when

0.1 ≲ Xth
0 ≲ 0.25 fm at Qs = 2 GeV or 1 ≲ Qs ≲ 2.3 GeV for Xth

0 = 0.2 fm.

Finally, we further comment on higher-order corrections in ℏ expansion upon spin alignment.

In principle, one could further incorporate the ℏ2 corrections for AKE and A<
q/q̄ albeit unavailable

in literature at this moment, which may give rise to O(ℏ3) corrections on ρ00 from Eq. (63) in

our model of coalescence. Such corrections should be suppressed provided the ℏ expansion holds.

On the other hands, there could be possible O(ℏ2) corrections for ρ00 from V<
q/q̄ led by Eq. (62).

Nevertheless, the existence of such corrections implies that V<
q/q̄ are out of equilibrium (for the

vector-charge degrees of freedom) and the effects could be probed by spin-independent observables.

As a result, at least in high-energy nuclear collisions, it is unlikely that such corrections could be

prominent for light quarks including strange quarks at small transverse momenta. We hence

12 Here Πzz
oct(X

th
0 ) is proportional to ⟨(Baz(0)− Baz(Xth

0 ))(Baz(0)− Baz(Xth
0 ))⟩, where we omit the spatial depen-

dence. Accordingly, the terms associated with Ω(Xth
0 ) and IBz(QsX

th
0 ) therein are led by the contributions from

⟨Baz(0)Baz(Xth
0 )⟩ and ⟨Baz(Xth

0 )Baz(Xth
0 )⟩, respectively.
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FIG. 7: Magnitudes of spin correlations from

the color-octet and -singlet contributions for

Qs = 2 GeV.
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FIG. 8: Magnitudes of spin correlations from

the color-octet and -singlet contributions for

Xth
0 = 0.2 fm.

assumed V<
q/q̄ in thermal equilibrium without quantum corrections in our setup.

V. SPIN ALIGNMENT FOR VECTOR MESONS WITH FINITE MOMENTA :

QUALITATIVE ANALYSES

Previously, we focus on the spin alignment of vector mesons in the rest frame 13. We may

now investigate its momentum dependence in the lab frame. As stated in the previous section,

the contribution from color-singlet correlations should be theoretically regarded as a higher-order

correction compared with from the color-octet ones. Consequently, we focus on the color-octet

contribution,

Trc⟨P̂ i
q(q/2)P̂ i

q̄(q/2)⟩ ≈
∫
dΣX · q⟨ãaiq (q/2, X)ãaiq̄ (q/2, X)⟩

2N2
cm

2
∫
dΣX · qf sVq(q/2, X)f sVq̄(q/2, X)

≈
−ℏ2g2

∫
dΣX · q⟨Bai

r (0,X)Bai
r (0,X)⟩(∂ϵq/2 f̃V (ϵq/2, 0))2

8N2
cm

2
∫
dΣX · qf sVq(q/2, X)f sVq̄(q/2, X)

, (134)

for q = 0 in the non-relativistic limit for quarks and antiquarks, where Bai
r denotes the chromo-

magnetic field in the rest frame of vector mesons. Utilizing Eq. (88) in the weak-correlation limit

by augmentation with the spin-relaxation correction from a color-octet relaxation time, we have

ρ00 −
1

3
≈

−ℏ2g2e−2Xeq
0 /τoR

∫
dΣX · qΠB(X)(∂ϵq/2 f̃V (ϵq/2, 0))

2

72N2
cm

2
∫
dΣX · qf thVq(ϵq/2)f

th
Vq̄(ϵq/2)

, (135)

where ΠB(X) = ⟨Bax
r (0,X)Bax

r (0,X)⟩+⟨Baz
r (0,X)Baz

r (0,X)⟩−2⟨Bay
r (0,X)Bay

r (0,X)⟩. Despite

the neglible size of momentum corrections from quarks and antiquarks, we may simply conduct the

13 In Sec. IV, we calculate the spin correlations from color fields of the glasma in the lab frame along with vector
mesons in the rest frame. Accordingly, the estimation of spin alignment therein is actually for vector mesons with
nearly zero momenta in the lab frame.
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Lorentz boost on the color fields to approximate the spin alignment of vector mesons with finite

momenta in the lab frame, which will be helpful to qualitatively understand transverse-momentum

and centrality dependence of spin alignment.

We could rewrite Bai
r in terms of the color fields in the lab frame through

Bai
r = γ(Bai + ϵijkvjE

a
k)− (γ − 1)Ba · v̂v̂i, (136)

where γ = 1/
√

1− |v|2 with vi = qi/
√
|q|2 +M2 and v̂i = vi/|v|. In principle, |q| here cannot be

too large; otherwise the relativistic corrections upon quarks and antiquarks should be considered.

By dropping the correlations between a chromo-magnetic field and an electric one and those between

color fields along different directions, we accordingly find

⟨Bai
r (X)Bai

r (X)⟩ = γ2
(
⟨Bai(X)Bai(X)⟩+ ϵijkvjϵ

ij′k′vj′⟨Ea
k(X)Ea

k′(X)⟩
)

(137)

−2γ(γ − 1)⟨Bai(X)Bai(X)⟩v̂2i + (γ − 1)2v̂2i
∑

j=x,y,z

⟨Baj(X)Baj(X)⟩

and thus

⟨Bai
r (X)Bai

r (X)⟩ ≈ γ̃2i ⟨Bai(X)Bai(X)⟩+ ϵijkvjϵ
ij′k′vj′⟨Ea

k(X)Ea
k′(X)⟩+O(|v|4), (138)

where γ̃2i = 1 + |v|2 − v2i ≈ γ2 − v2i +O(|v|4), which yields

⟨Bax
r (X)Bax

r (X)⟩ ≈ γ̃2x⟨Bax(X)Bax(X)⟩+ v2y⟨Eaz(X)Eaz(X)⟩, (139)

⟨Bay
r (X)Bay

r (X)⟩ ≈ γ̃2y⟨Bay(X)Bay(X)⟩+ v2x⟨Eaz(X)Eaz(X)⟩, (140)

⟨Baz
r (X)Baz

r (X)⟩ ≈ γ2⟨Baz(X)Baz(X)⟩+v2y⟨Eax(X)Eax(X)⟩+ v2x⟨Eay(X)Eay(X)⟩, (141)

up to O(|v|2) for |vx,y| ≫ |vz| at central rapidity.
For color fields from the glasma, as shown in the previous section, the correlators of longitudinal

color fields dominate over those of transverse ones and ⟨Eaz(X)Eaz(X)⟩ = ⟨Baz(X)Baz(X)⟩ with
the GBW distribution. Then Eq. (135) becomes

ρ00 −
1

3
≈

ℏ2g2(v2x − 2v2y − 1)e−2Xeq
0 /τoR

∫
dΣX · q⟨Baz(0,X)Baz(0,X)⟩(∂ϵq/2 f̃V (ϵq/2, 0))2

72N2
cm

2
∫
dΣX · qf thVq(ϵq/2)f

th
Vq̄(ϵq/2)

. (142)

In practice, vx,y could depend on spatial coordinates, but here we may consider just the average

velocities. Recall that x and y correspond to the directions parallel and perpendicular to the

reaction plane, respectively. It is hence anticipated that v2x ≥ v2y in most of cases. Therefore, in the

high-energy nuclear collisions with the presence of glasma, we expect ρ00 < 1/3 and the deviation

decreases with larger transverse momenta (but not too large) and less central collisions, for which

v2x − 2v2y increases.

Generically, we may consider two potential sources of color fields. One stems from the color

fields generated by the glasma state, while the other comes from only the internal color fields

characterizing an effective potential that binds the pair of a quark and an antiquark. The spin

alignment induced by the glasma only exists in relatively high-energy nuclear collisions. On the

other hand, the effective potential could play a more dominant role in low-energy collisions, where
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small-PT large-PT central non-central

glasma ρ
ϕ,J/ψ
00 < 1/3 ρ

ϕ,J/ψ
00 ≲ 1/3 ρ

ϕ,J/ψ
00 < 1/3 ρ

ϕ,J/ψ
00 ≲ 1/3

effective potential |ρϕ,J/ψ00 − 1/3| ≳ 0 |ρϕ,J/ψ00 − 1/3| > 0 ρ
ϕ,J/ψ
00 <1/3 ρ

ϕ,J/ψ
00 > 1/3

TABLE I: Competing effects for spin alignment from color fields

the contribution from external color fields vanishes as well. However, the magnitude of such

a potential term entails non-perturbative calculations such as the lattice simulations, which is

beyond the scope of the present work. For simplicity, we also assume the screening effect in the

QGP phase such that the non-dynamical contribution of internal color fields at late time can be

neglected. Unlike the color fields from the glasma, the effective potential should be approximately

isotropic. We hence postulate ⟨Eai(X)Eai(X)⟩ = ⟨Bai(X)Bai(X)⟩ = ⟨Ba(X)Ba(X)⟩. In the

weak-correlation limit, Eq. (88) accordingly yields

ρ00 −
1

3
≈

ℏ2g2(v2x − 2v2y)e
−2Xeq

0 /τoR
∫
dΣX · q⟨Ba(0,X)Ba(0,X)⟩(∂ϵq/2 f̃V (ϵq/2, 0))2

36N2
cm

2
∫
dΣX · qf thVq(ϵq/2)f

th
Vq̄(ϵq/2)

. (143)

As opposed to the case in high-energy collisions, we could possibly have ρ00 > 1/3 given v2x > 2v2y
from the effective potential at low-energy non-central collisions and the deviation may increase with

larger transverse momenta PT (but not too large) and more peripheral collisions. Nonetheless, the

effective potential also gives rise to ρ00 < 1/3 in central collisions. In practice, the effect from

the glasma and from the effective potential possibly co-exist for ϕ mesons and J/ψ, which should

compete with each other in sufficiently high-energy collisions, while the latter effect is unlikely

present for K∗0 although the glasma effect on K∗0 needs to be further investigated. As a result,

the spin alignment for K∗0 may only occur at high-energy collisions with the glasma effect that

yields ρ00 < 1/3. Nonetheless, these two effects could be more prominent in distinct kinematic

regions or centrality conditions. In table I, we roughly summarize the qualitative behaviors of ρ00

led by individual effects, where we also expect that the spin alignment of J/ψ at high collision

energies follows the similar behaviors as those of ϕ mesons although it is unlikely that charm and

anti-charm quarks will reach thermal equilibrium.

VI. CONCLUSIONS AND OUTLOOK

In this paper, we estimate the spin alignment of vector mesons induced by color fields in the

glasma phase via the newly derived equation with local spin correlation in the quark coalescence

scenario. We find that both the color-singlet and color-octet components of the axial-charge cur-

rent densities for quarks and antiquarks contribute to the associated spin correlators, which are

dynamically generated through the background color fields. Based on our estimates the resulting

spin alignment could be significant. We identify and discuss the limitations of our perturbative

approach contingent upon the saturation momentum and lifetime of the glasma. We also quali-

tatively analyze the spin alignment of vector mesons with nonzero momentum in a self-consistent
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framework with color fields originating from both the glasma and effective potential characterized

by isotropic internal color fields, which may result in opposite signs for ρ00 − 1/3 for different

transverse meson momenta and collisions of different centrality. The differences for spin alignment

between these two scenarios stem from the intrinsic spatial anisotropy of the color fields and the

momentum anisotropy of vector mesons, respectively. As briefly discussed in Sec. IV, our estimates

for spin correlations are subject to several approximations. Here we reiterate some potential issues

and propose future research directions. Most importantly, the validity of our estimate is sensitive

to the value of the thermalization time Xth
0 where the glasma phase ends. Our numerical study

indicates that our estimate breaks down around QsX
th
0 ≈ 2 ∼ 5. However, the order-of-magnitude

estimates for spin correlations still reveal non-negligible contributions to spin alignment from the

glasma effect. In addition to the need for developing a more rigorous approach to treat the non-

perturbative dynamics of color fields for spin transport of quarks, it is also crucial to have more

reliable estimates for the spin relaxation after the end of the glasma phase. As shown in weakly-

coupled gauge theories, the collision terms responsible for spin relaxation are far more complicated

than the relaxation-time form [28, 29, 69, 76, 78].

The color-field induced diffusion terms that are neglected in the weak-field limit may further

cause the suppression of spin correlations. Furthermore, the sudden truncation of the glasma phase

is unrealistic, which further raises the issue of the connection between spin transport of quarks in

the glasma phase and in the QGP in the framework of QKT. On the other hand, the non-relativistic

approximation for constituent quarks and antiquarks is adopted here, which reduces the non-local

correlator of color fields to the local one. For a quantitative estimation of the spin correlation

via non-perturbative approaches like lattice simulations, the spatial separation between color fields

should be taken into account. Overall, a more precise estimation for color-field effects beyond the

non-relativistic approximation will be required for a reliable comparison with the growing data

for relativistic heavy ion collisions. Our formalism provides for a framework in which this is, in

principle, possible.
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Appendix A: Analytic solution from AKE

Considering

p · ∂ãµ(p, x) = Gµ(p, x)− p0ã
µ(p, x)

τ
, (A1)

one finds

ãµ(p,X) = i

∫
d4k

∫
d4X ′

(2π)4
e−ik·(X−X′)Gµ(X,X ′)

k · p+ ip0τ−1 + iϵ
, (A2)
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which can be decomposed into

ãµ(p,X) = ãµ(1)(p,X) + ãµ(2)(p,X), (A3)

where

ãµ(1)(p,X) = i

∫
d4k

∫
d4X ′

(2π)4
e−ik·(X−X′)(k · p+ ip0τ

−1)Gµ(X,X ′)

(k · p+ ip0τ−1)2 + ϵ2

∣∣∣
ϵ→0

, (A4)

and

ãµ(2)(p,X) =

∫
d4k

∫
d4δX

(2π)4
πδ(k · p+ ip0τ

−1)e−ik·δXGµ(X,X ′), (A5)

where δX ≡ X −X ′. Note that the convention for Fourier transformation here is

f(p, k) =

∫
d4X

(2π)4
eik·X

′
f(p,X ′). (A6)

Assigning pµ = (p0, 0, 0, pz) and hence we obtain

ãµ(1)(p,X) = i

∫
dk0dkz

∫
dδX0dδXz

(2π)2
e−ik0δX0+ikzδXz

k0p0 − kzpz + ip0τ−1
Gµ(X,X ′)|δXx,y=0, (A7)

which yields

ãµ(1)(p,X) = π

∫
dkz

∫
dδX0dδXz

(2π)2
sgn(δX0)

p0
eikz(δXz−δX0pz/p0)−δX0/τGµ(X, δX)|δXx,y=0

= π

∫
dδX0dδXz

(2π)

sgn(δX0)

p0
δ
(
δXz − δX0pz/p0

)
e−δX0/τGµ(X, δX)|δXx,y=0

=
1

2p0

∫
dδX0

[
sgn(δX0)G

µ(X, δX)e−δX0/τ
]
δXx,y=0,δXz=pzδXz/p0

(A8)

by using ∫ ∞

−∞
dke−ikx/(k + a) = −iπsgn(x)eixa. (A9)

Similarly, it is found

ãµ(2)(p,X) =

∫
dk0dkz

∫
dδX0dδXz

(2π)2
πδ(k0 − kzpz/p0 + iτ−1)

p0
e−ik0δX0+ikzδXzGµ(X,X ′)

=

∫
dδX0

2p0
e−δX0/τGµ(X,X ′)|δXx,y=0,δXz=pzδXz/p0 , (A10)

and thus

ãµ(p,X) =

∫
dδX0

p0
Θ(δX0)e

−δX0/τGµ(X,X ′)|δXx,y=0,δXz=pzδXz/p0 , (A11)

where we have used 1 + sgn(x) = 2Θ(x).
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Appendix B: Derivation of the integral

Considering the integral

I =

∫ a

0
dx

∫ a

0
dyF(x, y) =

∫ a/2

−a/2
dx̄

∫ a/2

−a/2
dȳF(x̄+ a/2, ȳ + a/2), (B1)

we can introduce V = ȳ − x̄ and U = ȳ + x̄ and rewrite the integral as

I =
1

2

(∫ a

0
dV

∫ a−V

0
dU +

∫ a

0
dV

∫ 0

V−a
dU +

∫ 0

−a
dV

∫ 0

−V−a
dU +

∫ 0

−a
dV

∫ a+V

0
dU
)

F
(
(U − V + a)/2, (U + V + a)/2

)
, (B2)

where the overall 1/2 factor comes from the Jacobian determinant.

When F(x, y) = F(y − x) = F(V ), the integral in Eq. (B2) reduces to

I =
(∫ a

0
dV (a− V ) +

∫ 0

−a
dV (a+ V )

)
F(V )

=

∫ a

−a
dV aF(V )−

∫ a

0
dV V

(
F(V ) + F(−V )

)
. (B3)

It is found I = 0 when F(V ) is an odd function with V .

On the other hand, when F(x, y) = F(V ) cosU , the integral in Eq. (B2) becomes

I =
(∫ a

0
dV sin(a− V ) +

∫ 0

−a
dV sin(a+ V )

)
F(V )

=

∫ a

−a
dV sin a cosV F(V )−

∫ a

0
dV sinV cos a

(
F(V ) + F(−V )

)
. (B4)

For a = 2π, the integral further reduces to

I = −
∫ 2π

0
dV sinV

(
F(V ) + F(−V )

)
. (B5)

Appendix C: Calculation of the longitudinal spin correlation

At mid-rapidity η → 0, in the small-momentum limit such that p̂µ⊥ ≡ pµ⊥/p0 ≪ 1 for p0 = ϵp ≡√
p2 +m2 being onshell, the longitudinal component of color singlet spin four-vector is obtained

in Ref. [90]

ãsz(p,X) = −

(
g2C̄2

2
p0
(
∂p0fV (p0)

))∫ p,X

k,X′

∫ p,X′

k′,X′′

[
∂X′′0

(
Ea

[2(X
′)Ea

1](X
′′)
)

−∂X′1

(
Ba

[3(X
′)Ea

1](X
′′)
)
− ∂X′2

(
Ba

[3(X
′)Ea

2](X
′′)
)

+(X ′′
0 −X ′

0)
(
∂2X′′1

(
Ea

1 (X
′)Ea

2 (X
′′)
)
− ∂X′′1∂X′′2

(
Ea

1 (X
′)Ea

1 (X
′′)
)

+∂X′′2∂X′′1

(
Ea

2 (X
′)Ea

2 (X
′′)
)
− ∂2X′′2

(
Ea

2 (X
′)Ea

1 (X
′′)
) )]

. (C1)
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Eq. (C1) can be used to obtain ⟨ãsz(p,X)ãsz(p, Y )⟩. Since, in the end we will integrate over spatial

X and Y on the freeze-out hyper-surface with X0 = Y0, a further simplification can be made by

symmetry, ⟨ãsz(p,X)ãsz(p, Y )⟩ = ⟨ãsz(p, Y )ãsz(p,X)⟩ which suggest that the integrals involving

variables X ′, Y ′, X ′′ and Y ′′ should remain invariant under (X ′ ↔ Y ′, X ′′ ↔ Y ′′). It turns out that

we can write

⟨ãsz(p,X)ãsz(p, Y )⟩ = ⟨ãsz(p,X)ãsz(p, Y )⟩I + ⟨ãsz(p,X)ãsz(p, Y )⟩II + ⟨ãsz(p,X)ãsz(p, Y )⟩III ,

(C2)

where

⟨ãsz(p,X)ãsz(p, Y )⟩I =

(
g2C̄2

2
p0
(
∂p0fV (p0)

))2 ∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′[
∂X′′0∂Y ′′0

〈
Ea

[2(X
′)Ea

1](X
′′)Eb

[2(Y
′)Eb

1](Y
′′)
〉

−2∂X′′0∂Y ′1

〈
Ea

[2(X
′)Ea

1](X
′′)Bb

[3(Y
′)Eb

1](Y
′′)
〉

−2∂X′′0∂Y ′2

〈
Ea

[2(X
′)Ea

1](X
′′)Bb

[3(Y
′)Eb

2](Y
′′)
〉

+∂X′1∂Y ′1

〈
Ba

[3(X
′)Ea

1](X
′′)Bb

[3(Y
′)Eb

1](Y
′′)
〉

+2∂X′1∂Y ′2

〈
Ba

[3(X
′)Ea

1](X
′′)Bb

[3(Y
′)Eb

2](Y
′′)
〉

+∂X′2∂Y ′2

〈
Ba

[3(X
′)Ea

2](X
′′)Bb

[3(Y
′)Eb

2](Y
′′)
〉 ]
, (C3)

⟨ãsz(p,X)ãsz(p, Y )⟩II = −

(
g2C̄2

2
p0
(
∂p0fV (p0)

))2 ∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′[
− (Y ′′

0 − Y ′
0)∂X′′0∂Y ′′1∂Y ′′1

〈
Ea

[2(X
′)Ea

1](X
′′)Eb

1(Y
′)Eb

2(Y
′′)
〉

+(Y ′′
0 − Y ′

0)∂X′′0∂Y ′′1∂Y ′′2

〈
Ea

[2(X
′)Ea

1](X
′′)Eb

1(Y
′)Eb

1(Y
′′)
〉

−(Y ′′
0 − Y ′

0)∂X′′0∂Y ′′2∂Y ′′1

〈
Ea

[2(X
′)Ea

1](X
′′)Eb

2(Y
′)Eb

2(Y
′′)
〉

+(Y ′′
0 − Y ′

0)∂X′′0∂Y ′′2∂Y ′′2

〈
Ea

[2(X
′)Ea

1](X
′′)Eb

2(Y
′)Eb

1(Y
′′)
〉

+2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′1∂Y ′′1

〈
Ba

[3(X
′)Ea

1](X
′′)Eb

1(Y
′)Eb

2(Y
′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′1∂Y ′′2

〈
Ba

[3(X
′)Ea

1](X
′′)Eb

1(Y
′)Eb

1(Y
′′)
〉

+2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′2∂Y ′′1

〈
Ba

[3(X
′)Ea

1](X
′′)Eb

2(Y
′)Eb

2(Y
′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′2∂Y ′′2

〈
Ba

[3(X
′)Ea

1](X
′′)Eb

2(Y
′)Eb

1(Y
′′)
〉

+2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′1∂Y ′′1

〈
Ba

[3(X
′)Ea

2](X
′′)Eb

1(Y
′)Eb

2(Y
′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′1∂Y ′′2

〈
Ba

[3(X
′)Ea

2](X
′′)Eb

1(Y
′)Eb

1(Y
′′)
〉

+2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′2∂Y ′′1

〈
Ba

[3(X
′)Ea

2](X
′′)Eb

2(Y
′)Eb

2(Y
′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′2∂Y ′′2

〈
Ba

[3(X
′)Ea

2](X
′′)Eb

2(Y
′)Eb

1(Y
′′)
〉 ]
, (C4)
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and

⟨ãsz(p,X)ãsz(p, Y )⟩III =

(
g2C̄2

2
p0
(
∂p0fV (p0)

))2 ∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′[
+ (X ′′

0 −X ′
0)(Y

′′
0 − Y ′

0)∂X′′1∂X′′1∂Y ′′1∂Y ′′1

〈
Ea

1 (X
′)Ea

2 (X
′′)Eb

1(Y
′)Eb

2(Y
′′)
〉

+(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′1∂X′′2∂Y ′′1∂Y ′′2

〈
Ea

1 (X
′)Ea

1 (X
′′)Eb

1(Y
′)Eb

1(Y
′′)
〉

+(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′2∂X′′1∂Y ′′2∂Y ′′1

〈
Ea

2 (X
′)Ea

2 (X
′′)Eb

2(Y
′)Eb

2(Y
′′)
〉

+(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′2∂X′′2∂Y ′′2∂Y ′′2

〈
Ea

2 (X
′)Ea

1 (X
′′)Eb

2(Y
′)Eb

1(Y
′′)
〉

−2(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′1∂X′′1∂Y ′′1∂Y ′′2

〈
Ea

1 (X
′)Ea

2 (X
′′)Eb

1(Y
′)Eb

1(Y
′′)
〉

+2(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′1∂X′′1∂Y ′′2∂Y ′′1

〈
Ea

1 (X
′)Ea

2 (X
′′)Eb

2(Y
′)Eb

2(Y
′′)
〉

−2(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′1∂X′′1∂Y ′′2∂Y ′′2

〈
Ea

1 (X
′)Ea

2 (X
′′)Eb

2(Y
′)Eb

1(Y
′′)
〉

−2(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′1∂X′′2∂Y ′′2∂Y ′′1

〈
Ea

1 (X
′)Ea

1 (X
′′)Eb

2(Y
′)Eb

2(Y
′′)
〉

+2(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′1∂X′′2∂Y ′′2∂Y ′′2

〈
Ea

1 (X
′)Ea

1 (X
′′)Eb

2(Y
′)Eb

1(Y
′′)
〉

−2(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)∂X′′2∂X′′1∂Y ′′2∂Y ′′2

〈
Ea

2 (X
′)Ea

2 (X
′′)Eb

2(Y
′)Eb

1(Y
′′)
〉 ]
.

(C5)

In the above Eqs. (C3), (C4) and (C5) the four-field correlators can be written in terms of two-field

correlators as follows〈
αa
1(X

′)αa
2(X

′′)αb
3(Y

′)αb
4(Y

′′)
〉

=
〈
αa
1(X

′)αa
2(X

′′)
〉 〈
αb
3(Y

′)αb
4(Y

′′)
〉
+
〈
αa
1(X

′)αb
3(Y

′)
〉〈

αa
2(X

′′)αb
4(Y

′′)
〉

+
〈
αa
1(X

′)αb
4(Y

′′)
〉〈

αa
2(X

′′)αb
3(Y

′)
〉
. (C6)

Now keeping in mind ⟨ãsz(p,X)⟩ vanishes (see Ref. [90]), the terms with color structure

⟨αa
1(X

′)αa
2(X

′′)⟩⟨αb
3(Y

′)αb
4(Y

′′)⟩ will not contribute in the Eqs. (C3), (C4) and (C5). Moreover,

all the terms associated with ∂X0′′E
a
[2(X

′)Ea
1](X

′′) in Eqs. (C3), (C4) will vanish since such terms

involve the integral∫ X′
0

X′′
0

∂X′′0J1(qX
′
0)J1(lX

′′
0 )Θ(X ′

0)Θ(X ′′
0 )−

∫ X′
0

X′′
0

∂X′′0J1(qX
′′
0 )J1(lX

′
0)Θ(X ′

0)Θ(X ′′
0 ) = 0.

In the end, summing over all the non-vanishing contribution from Eqs. (C3), (C4) and (C5) one

can obtain

⟨ãsz(p,X)ãsz(p, Y )⟩ ≈

(
g2C̄2

2
p0
(
∂p0fV (p0)

))2[
J1 + J2 + J3

]
, (C7)

where the terms J1 = JA+JB, J2 = JC+JD and J3 = JE+JF are the nonvanishing contribution

from Eq. (C3), (C4) and (C5) respectively. The expressions for JA, JB, JC , JD, JE , JF in terms
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two field correlators are as follows

JA =

∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′[
∂X′1∂Y ′1

(〈
Ba3(X ′)Bb3(Y ′)

〉〈
Ea1(X ′′)Eb1(Y ′′)

〉
+
〈
Ba1(X ′)Bb1(Y ′)

〉〈
Ea3(X ′′)Eb3(Y ′′)

〉)
+2∂X′1∂Y ′2

(〈
Ba3(X ′)Bb3(Y ′)

〉〈
Ea1(X ′′)Eb2(Y ′′)

〉
+
〈
Ba1(X ′)Bb2(Y ′)

〉〈
Ea3(X ′′)Eb3(Y ′′)

〉)
+∂X′2∂Y ′2

(〈
Ba3(X ′)Bb3(Y ′)

〉〈
Ea2(X ′′)Eb2(Y ′′)

〉
+
〈
Ba2(X ′)Bb2(Y ′)

〉〈
Ea3(X ′′)Eb3(Y ′′)

〉) ]
,

(C8)

JB =

∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′[
∂X′1∂Y ′1

(〈
Ba3(X ′)Eb1(Y ′′)

〉〈
Ea1(X ′′)Bb3(Y ′)

〉
+
〈
Ba1(X ′)Eb3(Y ′′)

〉〈
Ea3(X ′′)Bb1(Y ′)

〉)
+2∂X′1∂Y ′2

(〈
Ba3(X ′)Eb2(Y ′′)

〉〈
Ea1(X ′′)Bb3(Y ′)

〉
+
〈
Ba1(X ′)Eb3(Y ′′)

〉〈
Ea3(X ′′)Bb2(Y ′)

〉)
+∂X′2∂Y ′2

(〈
Ba3(X ′)Eb2(Y ′′)

〉〈
Ea2(X ′′)Bb3(Y ′)

〉
+
〈
Ba2(X ′)Eb3(Y ′′)

〉〈
Ea3(X ′′)Bb2(Y ′)

〉) ]
,

(C9)

JC = −
∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′[
+ 2(Y ′′

0 − Y ′
0)∂X′1∂Y ′′1∂Y ′′1

〈
Ba

3 (X
′)Eb

1(Y
′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′1∂Y ′′2

〈
Ba

3 (X
′)Ea

1 (Y
′)
〉 〈
Eb

1(X
′′)Eb

1(Y
′′)
〉

+2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′2∂Y ′′1

〈
Ba

3 (X
′)Eb

2(Y
′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′2∂Y ′′2

〈
Ba

3 (X
′)Eb

2(Y
′)
〉〈

Ea
1 (X

′′)Eb
1(Y

′′)
〉

+2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′1∂Y ′′1

〈
Ba

3 (X
′)Eb

1(Y
′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′1∂Y ′′2

〈
Ba

3 (X
′)Eb

1(Y
′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′′)
〉

+2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′2∂Y ′′1

〈
Ba

3 (X
′)Eb

2(Y
′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′′)
〉

−2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′2∂Y ′′2

〈
Ba

3 (X
′)Eb

2(Y
′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′′)
〉 ]
, (C10)

JD = −
∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′[
+ 2(Y ′′

0 − Y ′
0)∂X′1∂Y ′′1∂Y ′′1

〈
Ba

3 (X
′)Eb

2(Y
′′)
〉〈

Ea
1 (X

′′)Eb
1(Y

′)
〉

−2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′1∂Y ′′2

〈
Ba

3 (X
′)Eb

1(Y
′′)
〉〈

Ea
1 (X

′′)Eb
1(Y

′)
〉

+2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′2∂Y ′′1

〈
Ba

3 (X
′)Eb

2(Y
′′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′)
〉

−2(Y ′′
0 − Y ′

0)∂X′1∂Y ′′2∂Y ′′2

〈
Ba

3 (X
′)Eb

1(Y
′′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′)
〉
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+2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′1∂Y ′′1

〈
Ba

3 (X
′)Eb

2(Y
′′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′)
〉

−2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′1∂Y ′′2

〈
Ba

3 (X
′)Eb

1(Y
′′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′)
〉

+2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′2∂Y ′′1

〈
Ba

3 (X
′)Eb

2(Y
′′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′)
〉

−2(Y ′′
0 − Y ′

0)∂X′2∂Y ′′2∂Y ′′2

〈
Ba

3 (X
′)Eb

1(Y
′′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′)
〉 ]
, (C11)

JE =

∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′
(X ′′

0 −X ′
0)(Y

′′
0 − Y ′

0)

×
[
∂X′′1∂X′′1∂Y ′′1∂Y ′′1

(〈
Ea

1 (X
′)Eb

1(Y
′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′′)
〉)

+∂X′′1∂X′′2∂Y ′′1∂Y ′′2

(〈
Ea

1 (X
′)Eb

1(Y
′)
〉〈

Ea
1 (X

′′)Eb
1(Y

′′)
〉)

+∂X′′1∂X′′2∂Y ′′1∂Y ′′2

(〈
Ea

2 (X
′)Eb

2(Y
′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′′)
〉)

+∂X′′2∂X′′2∂Y ′′2∂Y ′′2

(〈
Ea

2 (X
′)Eb

2(Y
′)
〉〈

Ea
1 (X

′′)Eb
1(Y

′′)
〉)

−2∂X′′1∂X′′1∂Y ′′1∂Y ′′2

(〈
Ea

1 (X
′)Eb

1(Y
′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′′)
〉)

+2∂X′′1∂X′′1∂Y ′′1∂Y ′′2

(〈
Ea

1 (X
′)Eb

2(Y
′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′′)
〉)

−2∂X′′1∂X′′1∂Y ′′2∂Y ′′2

(〈
Ea

1 (X
′)Eb

2(Y
′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′′)
〉)

−2∂X′′1∂X′′2∂Y ′′2∂Y ′′1

(〈
Ea

1 (X
′)Eb

2(Y
′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′′)
〉)

−2∂X′′1∂X′′2∂Y ′′2∂Y ′′2

(〈
Ea

2 (X
′)Eb

2(Y
′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′′)
〉)

+2∂X′′1∂X′′2∂Y ′′2∂Y ′′2

(〈
Ea

1 (X
′)Eb

2(Y
′)
〉〈

Ea
1 (X

′′)Eb
1(Y

′′)
〉)]

, (C12)

JF =

∫ p,X

k,X′

∫ p,X′

k′,X′′

∫ p,Y

k̄,Y ′

∫ p,Y ′

k̄′,Y ′′
(X ′′

0 −X ′
0)(Y

′′
0 − Y ′

0)

×
[
∂X′′1∂X′′1∂Y ′′1∂Y ′′1

(〈
Ea

1 (X
′)Eb

2(Y
′′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′)
〉)

+∂X′′1∂X′′2∂Y ′′1∂Y ′′2

(〈
Ea

1 (X
′)Eb

1(Y
′′)
〉〈

Ea
1 (X

′′)Eb
1(Y

′)
〉)

+∂X′′1∂X′′2∂Y ′′1∂Y ′′2

(〈
Ea

2 (X
′)Eb

2(Y
′′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′)
〉)

+∂X′′2∂X′′2∂Y ′′2∂Y ′′2

(〈
Ea

2 (X
′)Eb

1(Y
′′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′)
〉)

−2∂X′′1∂X′′1∂Y ′′1∂Y ′′2

(〈
Ea

1 (X
′)Eb

1(Y
′′)
〉〈

Ea
2 (X

′′)Eb
1(Y

′)
〉)

+2∂X′′1∂X′′1∂Y ′′1∂Y ′′2

(〈
Ea

1 (X
′)Eb

2(Y
′′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′)
〉)

−2∂X′′1∂X′′1∂Y ′′2∂Y ′′2

(〈
Ea

1 (X
′)Eb

1(Y
′′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′)
〉)

−2∂X′′1∂X′′2∂Y ′′2∂Y ′′1

(〈
Ea

1 (X
′)Eb

2(Y
′′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′)
〉)

−2∂X′′1∂X′′2∂Y ′′2∂Y ′′2

(〈
Ea

2 (X
′)Eb

1(Y
′′)
〉〈

Ea
2 (X

′′)Eb
2(Y

′)
〉)

+2∂X′′1∂X′′2∂Y ′′2∂Y ′′2

(〈
Ea

1 (X
′)Eb

1(Y
′′)
〉〈

Ea
1 (X

′′)Eb
2(Y

′)
〉)]

. (C13)
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Now, first using Eqs. (92), (91), (96), (95) in Eqs.(C8), (C9), (C10), (C11), (C12) and (C13) then

using the following relations∫ p,X

k,X′
G(X,X ′) ≈ 1

2p0

∫ X0

X′
0

G(X,X ′)|X′
1,2,3=X1,2,3

, (C14)

∫ X0

X′
0

≡
∫ ∞

−∞
dX ′

0

(
1 + sgn(X0 −X ′

0)
)
, (C15)

∂X′
⊥j

∫ X′

⊥;q,u
G(u⊥) =

∫ X′

⊥;q,u
∂u⊥jG(u⊥), (C16)

we can obtain

JA(p,X, Y ) = −g
4N2

c δ
abδab

64p40

∫ X

⊥;q,u

∫ Y

⊥;l,v

∫ X

⊥;q′,u′

∫ Y

⊥;l′,v′[(
q′yl′y

q′l′
∂ux∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)ρIa(X0, Y0, q, l, q

′, l′)

+
qyly

ql
∂ux∂vxΩ+(u⊥, v⊥)Ω+(u

′
⊥, v

′
⊥)ρIb(X0, Y0, q, l, q

′, l′)

)
−2

(
q′yl′x

q′l′
∂ux∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)ρIa(X0, Y0, q, l, q

′, l′)

+
qylx

ql
∂ux∂vyΩ+(u⊥, v⊥)Ω+(u

′
⊥, v

′
⊥)ρIb(X0, Y0, q, l, q

′, l′)

)
+

(
q′xl′x

q′l′
∂uy∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)ρIa(X0, Y0, q, l, q

′, l′)

+
qxlx

ql
∂uy∂vyΩ+(u⊥, v⊥)Ω+(u

′
⊥, v

′
⊥)ρIb(X0, Y0, q, l, q

′, l′)

)]
, (C17)

where

ρIa(X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

J0(qX
′
0)J0(lY

′
0)Θ(X ′

0)Θ(Y ′
0)J1(q

′X ′′
0 )J1(l

′Y ′′
0 )Θ(X ′′

0 )Θ(Y ′′
0 )

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 J0(qX
′
0)J0(lY

′
0)J1(q

′X ′′
0 )J1(l

′Y ′′
0 )

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ), (C18)

ρIb(X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

J1(qX
′
0)J1(lY

′
0)Θ(X ′

0)Θ(Y ′
0)J0(q

′X ′′
0 )J0(l

′Y ′′
0 )Θ(X ′′

0 )Θ(Y ′′
0 )

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 J1(qX
′
0)J1(lY

′
0)J0(q

′X ′′
0 )J0(l

′Y ′′
0 )

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ), (C19)
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and

JB(p,X, Y ) = −g
4N2

c δ
abδab

64p40

∫ X

⊥;q,u

∫ Y

⊥;l,v

∫ X

⊥;q′,u′

∫ Y

⊥;l′,v′[(
lyq′y

lq′
∂uxΩ−(u⊥, v⊥)∂vx′Ω−(u

′
⊥, v

′
⊥)ρIIa(X0, Y0, q, l, q

′, l′)

+
qyl′y

ql′
∂uxΩ+(u⊥, v⊥)∂vx′Ω+(u

′
⊥, v

′
⊥)ρIIb(X0, Y0, q, l, q

′, l′)

)
−2

(
lxq′y

lq′
∂uxΩ−(u⊥, v⊥)∂vy′Ω−(u

′
⊥, v

′
⊥)ρIIa(X0, Y0, q, l, q

′, l′)

+
qyl′x

ql′
∂uxΩ+(u⊥, v⊥)∂vy′Ω+(u

′
⊥, v

′
⊥)ρIIb(X0, Y0, q, l, q

′, l′)

)
+

(
lxq′x

lq′
∂uyΩ−(u⊥, v⊥)∂vy′Ω−(u

′
⊥, v

′
⊥)ρIIa(X0, Y0, q, l, q

′, l′)

+
qxl′x

ql′
∂uyΩ+(u⊥, v⊥)∂vy′Ω+(u

′
⊥, v

′
⊥)ρIIb(X0, Y0, q, l, q

′, l′)

)]
,

(C20)

where

ρIIa(X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

J0(qX
′
0)J1(lY

′′
0 )Θ(X ′

0)Θ(Y ′′
0 )J1(q

′X ′′
0 )J0(l

′Y ′
0)Θ(X ′′

0 )Θ(Y ′
0)

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 J0(qX
′
0)J1(lY

′′
0 )J1(q

′X ′′
0 )J0(l

′Y ′
0)

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ), (C21)

ρIIb(X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

J1(qX
′
0)J0(lY

′′
0 )Θ(X ′

0)Θ(Y ′′
0 )J0(q

′X ′′
0 )J1(l

′Y ′
0)Θ(X ′′

0 )Θ(Y ′
0)

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 J1(qX
′
0)J0(lY

′′
0 )J0(q

′X ′′
0 )J1(l

′Y ′
0)

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ), (C22)

and

JC(p,X, Y ) ≈ +2i
g4N2

c δ
abδab

64p40

∫ X

⊥;q,u

∫ Y

⊥;l,v

∫ X

⊥;q′,u′

∫ Y

⊥;l′,v′[
ly

l

q′yl′x

q′l′
∂uxΩ−(u⊥, v⊥)∂vx′∂vx′Ω−(u

′
⊥, v

′
⊥)

+
ly

l

q′yl′y

q′l′
∂uxΩ−(u⊥, v⊥)∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)

− l
x

l

q′yl′x

q′l′
∂uxΩ−(u⊥, v⊥)∂vy′∂vx′Ω−(u

′
⊥, v

′
⊥)

− l
x

l

q′yl′y

q′l′
∂uxΩ−(u⊥, v⊥)∂vy′∂vy′Ω−(u

′
⊥, v

′
⊥)
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− l
y

l

q′xl′x

q′l′
∂uyΩ−(u⊥, v⊥)∂vx′∂vx′Ω−(u

′
⊥, v

′
⊥)

− l
y

l

q′xl′y

q′l′
∂uyΩ−(u⊥, v⊥)∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)

+
lx

l

q′xl′x

q′l′
∂uyΩ−(u⊥, v⊥)∂vy′∂vx′Ω−(u

′
⊥, v

′
⊥)

+
lx

l

q′xl′y

q′l′
∂uyΩ−(u⊥, v⊥)∂vy′∂vy′Ω−(u

′
⊥, v

′
⊥)

]
× ρC(X0, Y0, q, l, q

′, l′),(C23)

where

ρC(X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

(Y ′′
0 − Y ′

0)J0(qX
′
0)J1(lY

′
0)Θ(X ′

0)Θ(Y ′
0)J1(q

′X ′′
0 )J1(l

′Y ′′
0 )Θ(X ′′

0 )Θ(Y ′′
0 )

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 (Y
′′
0 − Y ′

0)J0(qX
′
0)J1(lY

′
0)J1(q

′X ′′
0 )J1(l

′Y ′′
0 )

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ),

and

JD(p,X, Y ) ≈ +2i
g4N2

c δ
abδab

64p40

∫ X

⊥;q,u

∫ Y

⊥;l,v

∫ X

⊥;q′,u′

∫ Y

⊥;l′,v′[
lx

l

q′yl′y

q′l′
∂ux∂vx∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

+
ly

l

q′yl′y

q′l′
∂ux∂vx∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

− l
x

l

q′yl′x

q′l′
∂ux∂vy∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

− l
y

l

q′yl′x

q′l′
∂ux∂vy∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

− l
x

l

q′xl′y

q′l′
∂uy∂vx∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

− l
y

l

q′xl′y

q′l′
∂uy∂vx∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

+
lx

l

q′xl′x

q′l′
∂uy∂vy∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

+
ly

l

q′xl′x

q′l′
∂uy∂vy∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

]
× ρD(X0, Y0, q, l, q

′, l′), (C24)

where

ρD(X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

(Y ′′
0 − Y ′

0)J0(qX
′
0)J1(lY

′′
0 )Θ(X ′

0)Θ(Y ′′
0 )J1(q

′X ′′
0 )J1(l

′Y ′
0)Θ(X ′′

0 )Θ(Y ′
0)

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 (Y
′′
0 − Y ′

0)J0(qX
′
0)J1(lY

′′
0 )J1(q

′X ′′
0 )J1(l

′Y ′
0)

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ),
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and

JE(p,X, Y ) ≈ g4N2
c δ

abδab

64p40

∫ X

⊥;q,u

∫ Y

⊥;l,v

∫ X

⊥;q′,u′

∫ Y

⊥;l′,v′

[
qyly

ql

q′xl′x

q′l′
∂2ux′∂2vx′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

+
qyly

ql

q′yl′y

q′l′
∂ux′∂uy′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

+
qxlx

ql

q′xl′x

q′l′
∂ux′∂uy′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

+
qxlx

ql

q′yl′y

q′l′
∂2uy′∂

2
vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

+2
qyly

ql

q′xl′y

q′l′
∂2ux′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

−2
qylx

ql

q′xl′x

q′l′
∂2ux′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

−2
qylx

ql

q′xl′y

q′l′
∂2ux′∂2vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

−2
qylx

ql

q′yl′x

q′l′
∂ux′∂uy′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

+2
qxlx

ql

q′xl′y

q′l′
∂ux′∂uy′∂

2
vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

−2
qylx

ql

q′yl′y

q′l′
∂ux′∂uy′∂

2
vy′Ω−(u

′
⊥, v

′
⊥)Ω−(u⊥, v⊥)

]
× ρE(X0, Y0, q, l, q

′, l′), (C25)

where

ρE(X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)J1(qX
′
0)J1(lY

′
0)Θ(X ′

0)Θ(Y ′
0)J1(q

′X ′′
0 )J1(l

′Y ′′
0 )Θ(X ′′

0 )Θ(Y ′′
0 )

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 (X
′′
0 −X ′

0)(Y
′′
0 − Y ′

0)J1(qX
′
0)J1(lY

′
0)J1(q

′X ′′
0 )J1(l

′Y ′′
0 )

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ), (C26)

and

JF (p,X, Y ) ≈ g4N2
c δ

abδab

64p40

∫ X

⊥;q,u

∫ Y

⊥;l,v

∫ X

⊥;q′,u′

∫ Y

⊥;l′,v′

[
qylx

ql

q′xl′y

q′l′
∂2vxΩ−(u⊥, v⊥)∂

2
ux′Ω−(u

′
⊥, v

′
⊥)

+
qyly

ql

q′yl′y

q′l′
∂vx∂vyΩ−(u⊥, v⊥)∂ux′∂uy′Ω−(u

′
⊥, v

′
⊥)

+
qxlx

ql

q′xl′x

q′l′
∂vx∂vyΩ−(u⊥, v⊥)∂ux′∂uy′Ω−(u

′
⊥, v

′
⊥)

+
qxly

ql

q′yl′x

q′l′
∂2vyΩ−(u⊥, v⊥)∂

2
uy′Ω−(u

′
⊥, v

′
⊥)

+2
qyly

ql

q′xl′y

q′l′
∂vx∂vyΩ−(u⊥, v⊥)∂

2
ux′Ω−(u

′
⊥, v

′
⊥)

−2
qylx

ql

q′xl′x

q′l′
∂vx∂vyΩ−(u⊥, v⊥)∂

2
ux′Ω−(u

′
⊥, v

′
⊥)

−2
qyly

ql

q′xl′x

q′l′
∂2vyΩ−(u⊥, v⊥)∂

2
ux′Ω−(u

′
⊥, v

′
⊥)
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−2
qylx

ql

q′yl′x

q′l′
∂vx∂vyΩ−(u⊥, v⊥)∂ux′∂uy′Ω−(u

′
⊥, v

′
⊥)

+2
qxly

ql

q′xl′x

q′l′
∂2vyΩ−(u⊥, v⊥)∂ux′∂uy′Ω−(u

′
⊥, v

′
⊥)

−2
qyly

ql

q′yl′x

q′l′
∂2vyΩ−(u⊥, v⊥)∂ux′∂uy′Ω−(u

′
⊥, v

′
⊥)

]
× ρF (X0, Y0, q, l, q

′, l′), (C27)

where

ρF (X0, Y0, q, l, q
′, l′)

≡
∫ X0

X′
0

∫ Y0

Y ′
0

∫ X′
0

X′′
0

∫ Y ′
0

Y ′′
0

(X ′′
0 −X ′

0)(Y
′′
0 − Y ′

0)J1(qX
′
0)J1(lY

′′
0 )Θ(X ′

0)Θ(Y ′′
0 )J1(q

′X ′′
0 )J1(l

′Y ′
0)Θ(X ′′

0 )Θ(Y ′′
0 )

= 16

∫ ∞

−∞
dX ′

0

∫ ∞

−∞
dY ′

0

∫ ∞

−∞
dX ′′

0

∫ ∞

−∞
dY ′′

0 (X
′′
0 −X ′

0)(Y
′′
0 − Y ′

0)J1(qX
′
0)J1(lY

′′
0 )J1(q

′X ′′
0 )J1(l

′Y ′
0)

×Θ(X0 −X ′
0)Θ(Y0 − Y ′

0)Θ(X ′
0 −X ′′

0 )Θ(Y ′
0 − Y ′′

0 )Θ(X ′
0)Θ(Y ′

0)Θ(X ′′
0 )Θ(Y ′′

0 ). (C28)

We next carry out integration over variables q⊥, l⊥, q
′
⊥ and l′⊥ and X ′

0, Y
′
0 , X

′′
0 and Y ′′

0 . For

convenience, we make the following decomposition [90] of q⊥, l⊥,

qi =
(X − u)i⊥
|X⊥ − u⊥|

q cos θq +Θij
X−uqj sin θq, li =

(Y − v)i⊥
|Y⊥ − v⊥|

l cos θl +Θij
Y−vlj sin θl. (C29)

where Θij
V ≡ ηij⊥ +

V i
⊥V j

⊥
|V⊥|2 . A similar decomposition can be taken for q′⊥ and l′⊥. The angular

variables θq and θl will appear in
∫
d2q⊥ =

∫
dqqdθq and

∫
d2l⊥ =

∫
dlldθl which can accordingly

be evaluated by using the formulas∫ 2π

0
dθeia cos θ = 2πJ0(|a|),

∫ 2π

0
dθeia cos θ cos θ = 2iπJ1(a), (C30)∫ 2π

0
dθeia cos θ sin θ = 0. (C31)

After carrying out integration over angular variables, we perform integration over variables q, l,

q′ and l′ using the formula (116). Finally, carrying out integration over X ′
0, Y

′
0 , X

′′
0 and Y ′′

0 and

defining new variables s⊥ = X⊥ − u⊥, s′⊥ = X⊥ − u′⊥, t⊥ = Y⊥ − v⊥, t′⊥ = Y⊥ − v′⊥, we can

obtain

JA(p,X, Y ) ≈ +
g4N2

c (N
2
c − 1)

4(2π)4p40

∫ ⊥

u,v,u′,v′

Θ(X0 − |s⊥|)Θ(Y0 − |t⊥|)Θ(|s⊥| − |s′⊥|)Θ(|t⊥| − |t′⊥|)
|s⊥||t⊥||s′⊥||t′⊥|

×
[ (
ŝ′y⊥ t̂

′y
⊥∂ux∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥) + ŝy⊥t̂

y
⊥∂ux∂vxΩ+(u⊥, v⊥)Ω+(u

′
⊥, v

′
⊥)
)

−2
(
ŝ′y⊥ t̂

′x
⊥∂ux∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥) + ŝy⊥t̂

x
⊥∂ux∂vyΩ+(u⊥, v⊥)Ω+(u

′
⊥, v

′
⊥)
)

+
(
ŝ′x⊥ t̂

′x
⊥∂uy∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥) + ŝx⊥t̂

x
⊥∂uy∂vyΩ+(u⊥, v⊥)Ω+(u

′
⊥, v

′
⊥)
) ]
,

(C32)
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where ŝi⊥ = si⊥/|s⊥| and
∫ ⊥
u,v,u′v′ ≡

∫
d2u⊥

∫
d2v⊥

∫
d2u′⊥

∫
d2v′⊥.

JB(p,X, Y ) ≈ +
g4N2

c (N
2
c − 1)

4(2π)4p40

∫ ⊥

u,v,u′,v′

Θ(X0 − |s⊥|)Θ(Y0 − |t′⊥|)Θ(|s⊥| − |s′⊥|)Θ(|t′⊥| − |t⊥|)
|s⊥||t⊥||s′⊥||t′⊥|

×
[ (
ŝ′y⊥ t̂

y
⊥∂uxΩ−(u⊥, v⊥)∂vx′Ω−(u

′
⊥, v

′
⊥) + ŝy⊥t̂

′y
⊥∂uxΩ+(u⊥, v⊥)∂vx′Ω+(u

′
⊥, v

′
⊥)
)

−2
(
ŝ′y⊥ t̂

x
⊥∂uxΩ−(u⊥, v⊥)∂vy′Ω−(u

′
⊥, v

′
⊥) + ŝy⊥t̂

′x
⊥∂uxΩ+(u⊥, v⊥)∂vy′Ω+(u

′
⊥, v

′
⊥)
)

+
(
ŝ′x⊥ t̂

x
⊥∂uyΩ−(u⊥, v⊥)∂vy′Ω−(u

′
⊥, v

′
⊥) + ŝx⊥t̂

′x
⊥∂uyΩ+(u⊥, v⊥)∂vy′Ω+(u

′
⊥, v

′
⊥)
) ]
,

(C33)

JC(p,X, Y ) ≈ +2
g4N2

c (N
2
c − 1)

4(2π)4p40

∫ ⊥

u,v,u′,v′

Θ(X0 − |s⊥|)Θ(Y0 − |t⊥|)Θ(|s⊥| − |s′⊥|)Θ(|t⊥| − |t′⊥|)
|s⊥||t⊥||s′⊥||t′⊥|

×
(
|t′⊥| − |t⊥|

)[
t̂y⊥ŝ

′x
⊥ t̂

′x
⊥∂uxΩ−(u⊥, v⊥)∂vx′∂vx′Ω−(u

′
⊥, v

′
⊥)

+t̂y⊥ŝ
′y
⊥ t̂

′y
⊥∂uxΩ−(u⊥, v⊥)∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)

−t̂x⊥ŝ
′y
⊥ t̂

′x
⊥∂uxΩ−(u⊥, v⊥)∂vy′∂vx′Ω−(u

′
⊥, v

′
⊥)

−t̂x⊥ŝ
′y
⊥ t̂

′y
⊥∂uxΩ−(u⊥, v⊥)∂vy′∂vy′Ω−(u

′
⊥, v

′
⊥)

−t̂y⊥ŝ
′x
⊥ t̂

′x
⊥∂uyΩ−(u⊥, v⊥)∂vx′∂vx′Ω−(u

′
⊥, v

′
⊥)

−t̂y⊥ŝ
′x
⊥ t̂

′y
⊥∂uyΩ−(u⊥, v⊥)∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)

+t̂x⊥ŝ
′x
⊥ t̂

′x
⊥∂uyΩ−(u⊥, v⊥)∂vy′∂vx′Ω−(u

′
⊥, v

′
⊥)

+t̂x⊥ŝ
′x
⊥ t̂

′y
⊥∂uyΩ−(u⊥, v⊥)∂vy′∂vy′Ω−(u

′
⊥, v

′
⊥)

]
, (C34)

JD(p,X, Y ) ≈ +2
g4N2

c (N
2
c − 1)

4(2π)4p40

∫ ⊥

u,v,u′,v′

Θ(X0 − |s⊥|)Θ(Y0 − |t′⊥|)Θ(|s⊥| − |s′⊥|)Θ(|t′⊥| − |t⊥|)
|s⊥||t⊥||s′⊥||t′⊥|

×
(
|t⊥| − |t′⊥|

)[
t̂x⊥ŝ

′y
⊥ t̂

′y
⊥∂ux∂vx∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

+t̂y⊥ŝ
′y
⊥ t̂

′y
⊥∂ux∂vx∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

−t̂x⊥ŝ
′y
⊥ t̂

′x
⊥∂ux∂vy∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

−t̂y⊥ŝ
′y
⊥ t̂

′x
⊥∂ux∂vy∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

−t̂x⊥ŝ′x⊥ t̂
′y
⊥∂uy∂vx∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

−t̂y⊥ŝ
′x
⊥ t̂

′y
⊥∂uy∂vx∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

+t̂x⊥ŝ
′x
⊥ t̂

′x
⊥∂uy∂vy∂vxΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

+t̂y⊥ŝ
′x
⊥ t̂

′x
⊥∂uy∂vy∂vyΩ−(u⊥, v⊥)Ω−(u

′
⊥, v

′
⊥)

]
, (C35)

JE(p,X, Y ) ≈ g4N2
c (N

2
c − 1)

4(2π)4p40

∫ ⊥

u,v,u′,v′

[
(|s′⊥| − |s⊥|) (|t′⊥| − |t⊥|)

|s′⊥||s⊥||t′⊥||t⊥|
Ω−(u⊥, v⊥)

]
×
[
ŝy⊥ŝ

′x
⊥ t̂

y
⊥t̂

′x
⊥∂

2
ux′∂2vx′Ω−(u

′
⊥, v

′
⊥) + ŝy⊥ŝ

′y
⊥ t̂

y
⊥t̂

′y
⊥∂ux′∂uy′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)



43

+ŝx⊥ŝ
′x
⊥ t̂

x
⊥t̂

′x
⊥∂ux′∂uy′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥) + ŝx⊥ŝ

′y
⊥ t̂

x
⊥t̂

′y
⊥∂

2
uy′∂

2
vy′Ω−(u

′
⊥, v

′
⊥)

+2ŝy⊥ŝ
′x
⊥ t̂

y
⊥t̂

′y
⊥∂

2
ux′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)− 2ŝy⊥ŝ

′x
⊥ t̂

x
⊥t̂

′x
⊥∂

2
ux′∂vx′∂vy′Ω−(u

′
⊥, v

′
⊥)

−2ŝy⊥ŝ
′x
⊥ t̂

x
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′x
⊥ t̂

x
⊥t̂

′x
⊥∂vx∂vyΩ−(u⊥, v⊥)∂ux′∂uy′Ω−(u

′
⊥, v

′
⊥)

+ŝx⊥ŝ
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Now we adopt the GBW type of gluon distribution [82],

Ω±(u⊥, v⊥) = Ω(u⊥, v⊥) =
Q4

s

g4N2
c
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Q2
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)2

,

(C38)

where Qs is the gluon saturation momentum and r⊥ ≡ X⊥ − Y⊥.

Carrying out integration over variables u, v, u′, v′, we can write J1 + J2 + J3 = J , which

depends on p0, X0 = Y0, r⊥ and θr. It turns out that J is given by

J (p0, QsX0, Qs|r⊥|, θr) =
g4N2

c (N
2
c − 1)

4(2π)4p40

Q8
s

g8N4
c

Ĵ (QsX0, Qs|r⊥|, θr)
Q2

s

, (C39)

where θr ≡ cos−1(rx⊥/|r⊥|) and Ĵ (QsX0, Qs|r⊥|, θr) = Ĵ1(QsX0, Qs|r⊥|, θr) +

Ĵ2(QsX0, Qs|r⊥|, θr)+ Ĵ3(QsX0, Qs|r⊥|, θr) is a dimensionless quantity obtained after carrying out

the eight-dimensional integrals. The behaviour of Ĵ1(QsX0, Qs|r⊥|, θr) + Ĵ2(QsX0, Qs|r⊥|, θr) +



44

Ĵ3(QsX0, Qs|r⊥|, θr) with respect to QsX0 for fixed values Qs|r⊥| = 0.05 and θr = π/2 is shown

in Fig. 9. Since Ĵ1,2,3(QsX0, 0.05, θr) ≈ Ĵ1,2,3(QsX0, 0.05, 0), for numerical efficiency, we approx-

imate Ĵ1,2,3(QsX0, 0, 0) ≈ Ĵ1,2,3(QsX0, 0.05, π/2) and also Ĵ (QsX0, 0, 0) ≈ Ĵ (QsX0, 0.05, π/2).

The same approximation is applied to Î1,2,3 and Î (see Ref. [90]). For brevity, we denote

Ĵ (QsX0) = Ĵ (QsX0, 0, 0) ans similarly for Î(QsX0), Ĵ1,2,3(QsX0), and Î1,2,3(QsX0).
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FIG. 9: Numerical results for Ĵ1, Ĵ2, Ĵ3 as a function of QsX0.

[1] Z.-T. Liang and X.-N. Wang, Phys. Lett. B 629, 20 (2005), nucl-th/0411101.

[2] Z.-T. Liang and X.-N. Wang, Phys. Rev. Lett. 94, 102301 (2005), [Erratum: Phys. Rev.

Lett.96,039901(2006)], nucl-th/0410079.

[3] S. A. Voloshin (2004), nucl-th/0410089.

[4] S. A. Voloshin (2017), [EPJ Web Conf.17,10700(2018)], 1710.08934.

[5] L. Adamczyk et al. (STAR), Nature 548, 62 (2017), 1701.06657.

[6] J. Adam et al. (STAR), Phys. Rev. Lett. 123, 132301 (2019), 1905.11917.

[7] S. Acharya et al. (ALICE), Phys. Rev. C 101, 044611 (2020), 1909.01281.

[8] F. J. Kornas (HADES), Springer Proc. Phys. 250, 435 (2020).

[9] F. Becattini, V. Chandra, L. Del Zanna, and E. Grossi, Annals Phys. 338, 32 (2013), 1303.3431.

[10] F. Becattini, I. Karpenko, M. Lisa, I. Upsal, and S. Voloshin, Phys. Rev. C95, 054902 (2017),

1610.02506.

[11] I. Karpenko and F. Becattini, Eur. Phys. J. C77, 213 (2017), 1610.04717.

[12] F. Becattini and I. Karpenko, Phys. Rev. Lett. 120, 012302 (2018), 1707.07984.

[13] R.-h. Fang, L.-g. Pang, Q. Wang, and X.-n. Wang, Phys. Rev. C 94, 024904 (2016), 1604.04036.

[14] Y. Xie, D. Wang, and L. P. Csernai, Phys. Rev. C 95, 031901 (2017), 1703.03770.

[15] L.-G. Pang, H. Petersen, Q. Wang, and X.-N. Wang (2016), 1605.04024.



45

[16] H. Li, L.-G. Pang, Q. Wang, and X.-L. Xia, Phys. Rev. C96, 054908 (2017), 1704.01507.

[17] D.-X. Wei, W.-T. Deng, and X.-G. Huang, Phys. Rev. C99, 014905 (2019), 1810.00151.

[18] S. Ryu, V. Jupic, and C. Shen, Phys. Rev. C 104, 054908 (2021), 2106.08125.

[19] X.-L. Xia, H. Li, Z.-B. Tang, and Q. Wang, Phys. Rev. C 98, 024905 (2018), 1803.00867.

[20] Y. Hidaka, S. Pu, and D.-L. Yang, Phys. Rev. D97, 016004 (2018), 1710.00278.

[21] S. Y. F. Liu and Y. Yin, Phys. Rev. D 104, 054043 (2021), 2006.12421.

[22] S. Y. F. Liu and Y. Yin, JHEP 07, 188 (2021), 2103.09200.

[23] F. Becattini, M. Buzzegoli, and A. Palermo, Phys. Lett. B 820, 136519 (2021), 2103.10917.

[24] C. Yi, S. Pu, and D.-L. Yang, Phys. Rev. C 104, 064901 (2021), 2106.00238.

[25] Y. Hidaka and D.-L. Yang, Phys. Rev. D98, 016012 (2018), 1801.08253.

[26] D.-L. Yang, Phys. Rev. D98, 076019 (2018), 1807.02395.

[27] S. Shi, C. Gale, and S. Jeon, Phys. Rev. C 103, 044906 (2021), 2008.08618.

[28] S. Fang, S. Pu, and D.-L. Yang, Phys. Rev. D 106, 016002 (2022), 2204.11519.

[29] Z. Wang, Phys. Rev. D 106, 076011 (2022), 2205.09334.

[30] S. Lin and Z. Wang, JHEP 12, 030 (2022), 2206.12573.

[31] N. Weickgenannt, D. Wagner, E. Speranza, and D. H. Rischke, Phys. Rev. D 106, 096014 (2022),

2203.04766.

[32] N. Weickgenannt, D. Wagner, E. Speranza, and D. H. Rischke, Phys. Rev. D 106, L091901 (2022),

2208.01955.

[33] S. Bhadury, W. Florkowski, A. Jaiswal, A. Kumar, and R. Ryblewski, Phys. Lett. B 814, 136096

(2021), 2002.03937.

[34] S. Bhadury, W. Florkowski, A. Jaiswal, A. Kumar, and R. Ryblewski, Phys. Rev. D 103, 014030 (2021),

2008.10976.

[35] M. Buzzegoli, D. E. Kharzeev, Y.-C. Liu, S. Shi, S. A. Voloshin, and H.-U. Yee, Phys. Rev. C 106,

L051902 (2022), 2206.11382.

[36] S. Bhadury, W. Florkowski, A. Jaiswal, A. Kumar, and R. Ryblewski, Phys. Rev. Lett. 129, 192301

(2022), 2204.01357.

[37] M. Buzzegoli, Phys. Rev. C 105, 044907 (2022), 2109.12084.

[38] F. Becattini, Rept. Prog. Phys. 85, 122301 (2022), 2204.01144.

[39] Y. Hidaka, S. Pu, Q. Wang, and D.-L. Yang, Prog. Part. Nucl. Phys. 127, 103989 (2022), 2201.07644.

[40] F. Becattini, M. Buzzegoli, A. Palermo, G. Inghirami, and I. Karpenko (2021), 2103.14621.

[41] B. Fu, S. Y. F. Liu, L. Pang, H. Song, and Y. Yin, Phys. Rev. Lett. 127, 142301 (2021), 2103.10403.

[42] W. Florkowski, A. Kumar, A. Mazeliauskas, and R. Ryblewski, Phys. Rev. C 105, 064901 (2022),

2112.02799.

[43] S. Acharya et al. (ALICE), Phys. Rev. Lett. 125, 012301 (2020), 1910.14408.

[44] ALICE-Collaboration (ALICE) (2022), 2204.10171.

[45] B. Mohanty, S. Kundu, S. Singha, and R. Singh, Mod. Phys. Lett. A 36, 2130026 (2021), 2112.04816.

[46] M. S. Abdallah et al. (STAR), Nature 614, 244 (2023), 2204.02302.

[47] K. Schilling, P. Seyboth, and G. E. Wolf, Nucl. Phys. B 15, 397 (1970), [Erratum: Nucl.Phys.B 18,

332 (1970)].

[48] I. W. Park, H. Sako, K. Aoki, P. Gubler, and S. H. Lee, Phys. Rev. D 107, 074033 (2023), 2211.16949.

[49] F. Becattini, F. Piccinini, and J. Rizzo, Phys. Rev. C 77, 024906 (2008), 0711.1253.

[50] F. Becattini and F. Piccinini, Annals Phys. 323, 2452 (2008), 0710.5694.

[51] Y.-G. Yang, R.-H. Fang, Q. Wang, and X.-N. Wang, Phys. Rev. C 97, 034917 (2018), 1711.06008.

[52] X.-L. Sheng, L. Oliva, and Q. Wang, Phys. Rev. D 101, 096005 (2020), 1910.13684.

[53] X.-L. Sheng, Q. Wang, and X.-N. Wang, Phys. Rev. D 102, 056013 (2020), 2007.05106.



46

[54] X.-L. Xia, H. Li, X.-G. Huang, and H. Zhong Huang, Phys. Lett. B 817, 136325 (2021), 2010.01474.

[55] B. Müller and D.-L. Yang, Phys. Rev. D 105, L011901 (2022), 2110.15630.

[56] D.-L. Yang, JHEP 06, 140 (2022), 2112.14392.
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