
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Fast and accurate simulations of calorimeter showers with
normalizing flows

Claudius Krause and David Shih
Phys. Rev. D 107, 113003 — Published 28 June 2023

DOI: 10.1103/PhysRevD.107.113003

https://dx.doi.org/10.1103/PhysRevD.107.113003


CaloFlow: Fast and Accurate Generation of Calorimeter Showers with Normalizing
Flows

Claudius Krause∗ and David Shih†

NHETC, Dept. of Physics and Astronomy, Rutgers University, Piscataway, NJ 08854, USA

We introduce CaloFlow, a fast detector simulation framework based on normalizing flows. For
the first time, we demonstrate that normalizing flows can reproduce many-channel calorimeter
showers with extremely high fidelity, providing a fresh alternative to computationally expensive
Geant4 simulations, as well as other state-of-the-art fast simulation frameworks based on GANs
and VAEs. Besides the usual histograms of physical features and images of calorimeter showers, we
introduce a new metric for judging the quality of generative modeling: the performance of a classifier
trained to differentiate real from generated images. We show that GAN-generated images can be
identified by the classifier with nearly 100% accuracy, while images generated from CaloFlow are
better able to fool the classifier. More broadly, normalizing flows offer several advantages compared
to other state-of-the-art approaches (GANs and VAEs), including: tractable likelihoods; stable
and convergent training; and principled model selection. Normalizing flows also provide a bijective
mapping between data and the latent space, which could have other applications beyond simulation,
for example, to detector unfolding.

I. INTRODUCTION

The amazing successes of the LHC physics program in probing Nature at its most fundamental level have been
made possible only through an enormous, accompanying computational effort. This includes not only computation
related to the data itself (acquisition, reconstruction, analysis), but also computation related to detailed and accurate
simulation of the Standard Model (SM). (For recent reviews of the current status and future plans of computing at
LHC, see [1–5].) In fact, the latter effort (simulation) consumes by far the lion’s share of computational resources of
the LHC collaborations. And within that, simulation of the detector response is the single most expensive element of
the LHC computational pipeline. (See e.g. Fig. 1 of [3].) Using Geant4 [6–8] to simulate the full detector can take
minutes per event. This in turn can severely limit analyses that rely on Monte Carlo simulations of SM processes.

In recent years, there has been considerable interest in the potential of machine learning and deep generative
modeling to speed up detector simulations [9–17]. The idea is to train a neural network to faithfully reproduce the
probability density of simulated events. By sampling from this fitted probability density, one can in principle generate
realistic calorimeter images while shortcutting the computationally expensive ab initio modeling of the detector.

The applications of deep generative modeling to calorimeter simulation have so far almost entirely focused on
Generative Adverserial Networks (GANs) [18], as can be seen from the references given above.1 GANs are the
dominant deep learning framework for generative modeling of natural images, achieving stunning performance on a
multitude of tasks, including: producing realistic images that can even fool most human observers, creating original
artworks, photo-realistic in-painting, creating “deepfake” videos, face swapping, and face aging. They have also been
used for a variety of other tasks in high-energy physics (HEP) [9–15, 20–49]. In applications to fast calorimeter
simulation, GANs have been demonstrated to be capable of reproducing Geant4 calorimeter images with reasonable
accuracy (both at the individual image level but more importantly at the distributional level), while gaining up to 5
orders of magnitude in computational speed.

However, at the same time, GANs also have their drawbacks (see [50] for a nice recent overview). The GAN loss
is famously a non-convex min-max objective, and while theoretically this objective is optimized when the learned
distribution matches the true distribution, because of the inherent instability to the training, they do not necessarily
converge to this optimum in a controlled and measurable way. This leads to many well-known problems of GANs,
most notoriously the issue of “mode collapse” where the GAN will learn to generate only a subset of the data. More
generally, it is not at all clear from studies of natural images how faithfully GANs truly reproduce the underlying
distribution of the data. In HEP, the need for “realistic” individual events is less important than the need for accurate
distributions. Each individual event is often very sparse and not very interpretable. It is only by aggregating a large
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number of events together and examining their distributions that we learn anything meaningful. This suggests that
other approaches besides GANs could have advantages.

In this paper we explore, for the first time, a completely different approach to deep generative modeling of calorimeter
images: density estimation with normalizing flows (for recent reviews and original references, see e.g. [51, 52]).
Normalizing flows use neural networks to learn a bijective mapping (with tractable Jacobian) between the data
and a latent space described by a simple probability distribution (e.g. uniform or Gaussian). Being bijective (i.e.
invertible), this transformation can in principle be run in either direction, allowing the probability density of existing
data points to be inferred (density estimation with a tractable likelihood), and allowing new samples to be generated
that follow the fitted distribution of data. Normalizing flows are capable of fitting complex, multimodal distributions in
high dimensional spaces, far better than previous methods (such as kernel density estimation and Gaussian mixture
models) [53, 54]. Because they are parametrized by neural networks, normalizing flows strongly benefit from the
expressivity and robustness that come with deep learning.

While normalizing flows have been applied to event generation and phase space integration [55–60], unfolding [61],
data-driven background estimation [62], inference [63], and anomaly detection [64] previously in our field, these
were all much lower-dimensional spaces than the calorimeter images we will consider in this work. Here we will
demonstrate, for the first time, that normalizing flows are capable of describing the very high-dimensional space of
Geant4-generated calorimeter images with extremely high fidelity.

For our study, we will use the calorimeter setup of the original CaloGAN paper [9, 10], and compare our results
to those of the CaloGAN. The calorimeter is a simplified version of the ATLAS electromagnetic calorimeter, with
three layers of sizes 3 × 96, 12 × 12 and 12 × 6 voxels respectively. The Geant4 data corresponds to e+, π+

and γ’s perpendicularly incident on the calorimeter with energies uniformly sampled from 1–100 GeV. For several
reasons, we chose to start with the simpler, but-still-very-high-dimensional setup of CaloGAN instead of the even-
higher-dimensional calorimeters considered in more recent works (e.g. 12×15×7 dimensional calorimeter of [12] or the
30× 30× 30 ILD-prototype detector of [15, 16]). As this paper is the first demonstration of normalizing flows for fast
calorimeter simulation, it is meant to be a proof of concept, and reproducing the 504 voxels of the CaloGAN setup
is already a major leap for normalizing-flow-based modeling in our field. Furthermore, demonstrating CaloFlow on
a simplified ATLAS ECAL setup could have more immediate applications (i.e. to the actual ATLAS detector).

By a similar token, while it would have been interesting to compare to other state-of-the-art GAN architectures,
such as WGAN-GP [65, 66], we believe that CaloGAN is still indicative of the pros and cons of GAN-based fast
simulation. In particular, characteristics such as the failing of the “ultimate” classifier test (explained below) also
apply to more recent setups like the BIB-AE [15, 16], as was shown in [41]. Finally, from a more practical standpoint,
CaloGAN made its Geant4 training data [67] and source code including Geant4 configuration [68] fully publicly
available, so this greatly facilitated the comparison.

For the normalizing flow, we will use a combination of Masked Autoencoders for Distribution Estimation (MADE)
[69] and Neural Spline Flows [70] to maximize expressive power.

An innovative aspect of our approach is that we train two separate normalizing flows, a smaller one to learn the
distribution of energies deposited in the three layers of the calorimeter, and a larger one to learn the shower shapes
in each layer. The first flow is constructed so that energy conservation is automatically ensured, while the second one
learns images with unit-normalized total intensities, guaranteeing that the focus is on shower shapes in each layer and
not on just the brightest voxels overall. This two-step generative framework could be useful even beyond normalizing
flows, and could potentially also improve GAN-based calorimeter simulations.

We will show that CaloFlow improves greatly upon the original CaloGAN results and achieves an excellent
description of the Geant4 calorimeter images. We will perform qualitative comparisons of average and nearest-
neighbor images, as well as more quantitative comparisons of histograms of important physics features such as energies,
shower widths, and sparsity. Finally, we will demonstrate the extremely high fidelity of CaloFlow generated images
using a new quantitative metric: a binary classifier trained to distinguish Geant4 and generated images.2 An optimal
classifier would be the “ultimate” metric for generative modeling, as it would be the most powerful test of preal(x) vs.
pgenerated(x) by the Neyman-Pearson lemma, resulting in random guessing between real and generated images if and
only if preal(x) = pgenerated(x). Of course, given finite training data and model capacity, any real-life classifier will be
suboptimal. We will see plenty of evidence of this suboptimality: in the fact that our classifier scores will depend on
preprocessing, data representation and model architecture. Nevertheless, we believe even an approximately optimal
classifier metric can be a very informative metric for generative model quality that provides a unique window into the
multivariate correlations between features in a high-dimensional phase space. All in all, we will see that our trained

2 Previous studies have focused on weaker classifier tests, such as training a classifier to distinguish between images of different particle
types, and seeing if there is any difference in performance when switching out Geant4 for generated images. This is because the strong
classifier test always distinguished the GAN vs. real samples with nearly 100% accuracy [41, 71].
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classifier can learn with essentially perfect accuracy to distinguish between Geant4 and CaloGAN images, but has
a much more difficult time distinguishing between Geant4 and CaloFlow images.

We believe deep generative modeling with normalizing flows offers the following advantages over GAN-based sim-
ulations:

• Training a density estimator is a straightforward objective, unlike GANs which are saddle points. Therefore,
the training and convergence are much more stable.

• Since the loss of the density estimator is just the maximum likelihood, model selection is also completely
straightforward. With GANs, it is often very challenging to select the “best epoch” since the generator and
discriminator (or critic) losses are not so meaningful and often one must resort to subjective or ad hoc criteria
(see e.g. [15, 17]). With flows, one just selects the epoch with the lowest loss on the validation set and this is
more or less guaranteed to give the best results.

• GANs only learn the likelihood implicitly (if at all), while density estimators produce a tractable, differentiable
likelihood. This could have other applications beyond just generative modeling, e.g. parameter inference for
particle reconstruction.

• Since GANs do not fit the likelihood explicitly, they are prone to mode collapse and other pitfalls such as
artifacts in images. We will show that CaloFlow is much more robust against mode collapse and that its
images are objectively much closer to the Geant4 ones.

• In a similar vein, since normalizing flows learn a bijective mapping that can be run in either direction, the
CaloFlow could have more applications, e.g. to detector unfolding [61] or to understanding uncertainties [60].

The outline of our paper is as follows. In Section II we give an introduction/overview to density estimation with
normalizing flows (with further details in Appendix A). Section III contains a brief description of the calorimeter setup,
which is taken from [10]. In Section IV, we define the specific 2-step architecture that we use for CaloFlow and
describe the preprocessing and postprocessing steps involved in training and generation. Finally, Section V contains
the main results of the paper — average and nearest-neighbor images, histograms of physics features, and the direct
classifier metric. We conclude in Section VI with a summary and a list of interesting future directions.

II. DENSITY ESTIMATION WITH NORMALIZING FLOWS

Normalizing Flows (NFs) [51, 52, 72] are a special machine learning architecture that learn a bijective transformation
between two spaces: the original data space x, where the data is described by an unknown (and usually complicated)
probability density p(x); and a “base” or “latent” space z, where the data follows a simple (usually uniform or normal)
distribution π(z). Under a bijective mapping x = f−1(z), the densities change according to

p(x) = π(f(x))

∣∣∣∣det ∂f(x)∂x

∣∣∣∣ = π(z)

∣∣∣∣det ∂f−1(z)

∂z

∣∣∣∣−1

. (1)

In the “forward” direction3, we start from a sample x in the data and infer its probability density via the first part of
eq. (1). The NF is a density estimator for the data. In the “inverse” direction, we start from a sample z of the base
distribution and use the second part of eq. (1) to map the sample to data-space. The NF acts as generative model in
this case. In contrast to GANs, which learn the probability density implicitly, normalizing flows learn p(x) explicitly.
This has the advantage of a more stable and convergent training (− log p(x) is minimized directly) and no propensity
for mode-collapse in training (for sufficiently expressive f).

As is evident from eq. (1), a tractable implementation of the bijective mapping requires tractability of the inverse as
well as of the Jacobian determinant. NFs achieve this by using “simple” transformations f(x; κ⃗) that are analytically
invertible and whose parameters κ⃗ are given by neural networks. By using specific architectures that have the
autoregressive property (i.e. transformations of coordinate xi depend only on the previous coordinates x1, . . . , xi−1),
the Jacobian matrix can be made triangular, such that the determinant can be computed in linear time as product of
the diagonal entries (instead of in cubic time for a generic matrix). To ensure that the NF can learn complicated, high-
dimensional data, a series of these simple bijectors (“blocks”) is chained together to form the full bijective mapping
between data and the base distribution.

3 Of course, “forward” and “inverse” are a matter of convention. The choice here agrees with the terminology in the software package
nflows [73] that we use.
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In the ML literature, many options have been devised for both the family of transformations f(x; κ⃗) (e.g. affine
transformations [74] or splines [70]); as well as the neural network architecture for their parameters κ⃗ (e.g. MADE
blocks [69] and coupling layers [53]).4 In principle, these two components of normalizing flows can be chosen indepen-
dently of one another. In the HEP literature, the MAF architecture [54] (affine transformations with MADE blocks for
the parameters) was used in ANODE [64] for anomaly detection, and coupling layers with rational quadratic splines
(RQS) [70] were used in i-flow [55, 56] for phase space integration.
In this paper, we will consider a combination of transformations and neural network parametrizations that we believe

maximizes the expressivity of the normalizing flows: RQS transformations with MADE blocks for the parameters.

• MADE blocks offer superior density estimation performance compared to coupling layers [54]. The price one pays
for this is that the MADE approach is very fast in one direction, as the full set of transformation parameters
are given by the outputs of a single pass through the MADE block. The other direction, however, is slow
in evaluation as the parameters for the inverse transformation can only be obtained by looping through all
dimensions. (Coupling layer based approaches tend to be equally fast in both directions.) Depending on the
use case and the available computing resources, one can choose to implement the faster pass for the density-
estimation direction, yielding a masked autoregressive flow (MAF) [54]; or implement the faster pass for the
sampling direction, yielding an inverse autoregressive flow (IAF) [75].5 Even though our main application
would be sampling (generation of calorimeter showers), we implemented the MAF-style architecture, as it was
impossible to store the gradients of the IAF-style architecture while looping through 504 dimensions. Even
if the memory constraints could be overcome, training the IAF-style architecture would still take significantly
longer than the MAF-style architectecture, making it likely prohibitive. Instead, in a future project [76], we
explore the combination of a MAF with an IAF to benefit from the best of both, known as Probability Density
Distillation [77].

• For the family of transformations z = f(x), we will use the monotonic rational quadratic splines (RQS) from
[70, 78] to further increase the expressivity of the normalizing flow. These are continuous functions with
continuous first derivatives, which are defined in a piecewise manner on intervals in some bounded, square
region [−B,B] of x and z space, with the tail bound B being a fixed hyperparameter, not parametrized with a
neural network. (Outside of [−B,B] the transformation is taken to be the identity mapping.) On each interval,
the transformation is a rational quadratic function [70, 78],

z = f(x) = z0 +
(z1 − z0)

[
sξ2 + d0ξ (1− ξ)

]
s+ [d1 + d0 − 2s] ξ (1− ξ)

, (2)

where ξ = (x−x0)/(x1−x0), s = (z1−z0)/(x1−x0), and x0(1), z0(1), and d0(1) are the locations and derivatives
at the left (right) boundary of the interval. In total, after imposing continuity of the function and its first
derivatives, there are a total of 3(n − 1) parameters for an n-interval RQS. In practice for numerical stability,
the algorithm of [70] uses one more pair of (x, z) locations and renormalizes the ranges to have length 2B,
increasing the number of parameters to a total of 3n − 1. These were summarized as κ⃗ above. The inverse of
the transformation is given by the positive root solution of a quadratic equation, leading to a monotonically
increasing x within the boundary of the original distribution. Further details on the implementation and
numerical stability can be found at [70].

Figure 1 shows the schematic view of a sample MADE block (this is just an example for illustration purposes;
it is not the exact architecture we are using for CaloFlow) on the left. There, a three-dimensional distribution
x⃗ is transformed based on a four-dimensional conditional vector c⃗. The input layers for the three coordinate and
four conditional inputs have 6 neurons each. Their outputs are summed and then fed into the subsequent hidden
layers. There are two such hidden layers of 6 neurons each and there is an output layer with 15 neurons, giving the
parameters κ⃗ for 3 RQSs with 2 bins each. The connections inside the network are masked, such that the parameters
of transformation i only depend on coordinates k < i. Connections are colored to illustrate this: Red connections,
yielding the parameters κ⃗1 of the RQS transforming x1, only connect back to x0 and c⃗; blue connections, yielding
the parameters κ⃗2 of the RQS transforming x2, only connect back to x0, x1, and c⃗. κ⃗0 is given by a trainable bias
term, with no connection to the bijector or conditional input. On the right, we show an example for a 2-bin RQS.
We highlight the 5 parameters κ⃗ coming from the MADE block in green.

4 See appendix A for a more detailed description of these architectures.
5 While the original references for MAF [54] and IAF [75] only use affine transformations, we use the terminology for a generic stack of
MADE blocks with any type of transformation.
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MADE Block
bijector input cond. input
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transformation parameters

RQS Transformation

z = f(x; )~κ

x
B−B

B
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(x1, z1, d1)

(x2, z2)

FIG. 1. Left: Schematic view of a MADE block. There are 3 variables xi to be transformed and there are 4 additional variables
ci which the transformation is conditioned on. This example uses input layers with 6 nodes, two hidden layers with 6 nodes,
and an output layer with 15 nodes for κ⃗i, where the latter number is given by the required parameters of a 2-bin rational
quadratic spline transformation. Red connections show that κ⃗1 only depend on x0 and c⃗. Blue connections show that κ⃗2 only
depend on x0, x1 and c⃗. Right: An example for a 2-bin rational quadratic spline transformation. Green color indicates the
parameters κ⃗ coming from a NN: all but one of the knot locations, and the derivatives of all internal knots. Outside the domain
[-B, B], the identity transformation is applied (indicated by the black dashed line).

III. CALORIMETER SETUP

TABLE I. Sizes of the calorimeter voxels. The z axis is along the particle propagation direction (corresponding to radial
direction in a full detector), the η axis is along the proton beam axis and ϕ is perpendicular to z and η [10].

Layer z length [mm] η length [mm] ϕ length [mm] number of voxels
0 90 5 160 3 × 96
1 347 40 40 12 × 12
2 43 80 40 12 × 6

As described in the Introduction, we base our proof-of-concept study heavily off of the CaloGAN setup of [9, 10].
The toy calorimeter of CaloGAN was a three-layer, liquid argon (LAr) calorimeter cube with 480mm side-length.
The training data consisted of Geant4 calorimeter images for three particle types (e+, γ and π+). These are
electromagnetic showers only (ECAL). The particles are perpendicularly incident with energy Einc uniformly sampled
from 1–100 GeV. The voxel sizes are not uniform (see table I), yielding a different resolution in the three layers. The
first, second and third layer has resolution 3× 96, 12× 12 and 12× 6 respectively. Importantly, the deposited energy
is not exactly Einc due to leakage and punch-through (especially with the pions).

While the original Geant4 samples that were used to train CaloGAN are publicly available at [67], we chose
instead to generate our own samples [79] using the Geant4 code provided with CaloGAN [68]. We checked that our
Geant4 samples were indistiguishable from the ones used in the original CaloGAN work at the level of histograms
and average images, but to be safe we chose not to mix and match the two samples, since they were produced with
newer versions of Geant4, the C compiler, etc.

Since there are a total of 100,000 calorimeter images of each particle type in the dataset [67], we generated 100,000
samples with Geant4 based on the code provided at [68]. We use 70,000 of them for training and 30,000 for testing.
(CaloGAN used the full set of 100,000 for training.) For the classifier test of Section VD, we generate an additional,
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TABLE II. Composition of Flow I and Flow II. “MADE input dimension” refers to bijector and conditional input, see fig. 1,
top left. “Input layer size” refers to the first hidden layer which merges bijector and conditional input. The size of the output
layer is determined by the number of RQS bins and the dimensionality of the data space.

MADE input base number of layer sizes number of
dimension distribution MADE blocks input hidden output RQS bins

Flow I 3+1
3-dim

6 64 2×64 69 8
Standard Normal

Flow II 504+4
504-dim

8 378 1×378 11592 8
Standard Normal

independent sample of 100,000 calorimeter images of each particle type with Geant4. We split this set into sets of
60,000 for training, 20,000 for validation, and 20,000 for testing [79].

IV. CALOFLOW

Our goal is to learn the full joint probability density p(I⃗|Einc) of the 504 calorimeter voxel intensities I⃗, conditioned
on the input energy Einc. We will treat each particle type — e+, γ and π+ — as a separate density estimation problem.

The simplest and most direct approach would be to train a single NF on the full calorimeter. Unfortunately, this
turned out to be insufficiently precise for the high degree of energy conservation that we require. Training separate NFs

on the voxels of each calorimeter layer I⃗k, conditioned on the energy depositions of the voxels in previous calorimeter

layers I⃗0, . . . , I⃗k−1, also proved to be inadequate. Instead, what worked well was a modular, two-step setup in which
one NF (which we call “Flow I”) first learns the distribution of deposited energies conditioned on the input energy,
p1(E0, E1, E2|Einc),

6 and then another NF (which we call “Flow II”) learns the shower shapes conditioned on the

energies, p2(I⃗|E0, E1, E2, Einc). In this setup, Flow I and Flow II are independent from each other, meaning Flow I
can be replaced by an improved version without the need to retrain Flow II, or vice versa.

A. Flow I: learning the energy depositions per layer

504 dim.
Base dist.

MADE

Block{Ei}
Einc

MADE

Block{Ei}
Einc

MADE

Block{Ei}
Einc ...

MADE

Block{Ei}
Einc

Normalizing Flow Bijector — Flow II

GEANT4 data

pre-

proces
sin

g
CaloFlow samples

post-processing

density estimation in training, E0, E1, E2 from GEANT4 data

shower generation, E0, E1, E2 from Flow I

3 dim.
Base dist.

MADE

Block

Einc
MADE

Block

Einc
MADE

Block

Einc ...
MADE

Block

Einc

Normalizing Flow Bijector — Flow I GEANT4 data
E0, E1, E2

sampled E0, E1, E2

post-processing

pre-p
roces

sin
g

density estimation in training, Einc from GEANT4 data

sampling of E0, E1, E2 for Einc

CaloFlow

RQS RQSinv. RQSperm. RQSinv.

RQS RQSperm. RQSperm. RQSperm.

FIG. 2. Schematic view of Flow I. Random permutations (perm.) are between MADE blocks. Pre-processing (for training
and density estimation) and post-processing (for sampling) are explained in the main text. The green arrows indicate the
parameters κ that define the RQS.

The distribution of layer-wise energy deposits, p1(E0, E1, E2|Einc), is learned by an NF (“Flow I”) whose specifica-
tions are in the top row of table II and which is sketched in fig. 2. Note that there are two input layers to the MADE
block of the same size, one autoregressive one for the 3 input dimensions and one “normal” one for the conditioning
on the total event energy, Einc, (see fig. 1 for a schematic view of the MADE block using this input setup). In between
the MADE blocks, we randomly permute all dimensions to capture correlations between them better. We do not use

6 Using a normalizing flow for this low-dimensional density estimation problem might be overkill, and simpler alternatives such as
KDE [80, 81] or Mixture Density Networks [82] might also prove viable.



7

dropout or batch normalization. We note that this architecture easily scales to more complicated setups with more
calorimeter layers.

To ensure energy conservation, the energy depositions in the calorimeter layers (E0, E1, E2) are transformed to
u⃗ ∈ [0, 1]3, where

u0 =
E0 + E1 + E2

Einc
, u1 =

E0

E0 + E1 + E2
, u2 =

E1

E1 + E2
(3)

In other words, u0 is the ratio of the deposited to the incident energy, and ui with i > 0 is the ratio of the energy
deposited in layer i−1 to the net remaining, available energy. This transformation is invertible provided Einc is given.

For later convenience, we define the total deposited energy Êtot ≡ E0 + E1 + E2 =
∑ I⃗.

To better learn distributions that are localized towards the boundaries, we transform u⃗ one more time, to logit
space via

ulogit,i = log ũi

1−ũi
, (4)

where

ũi = α+ (1− 2α)ui and α = 10−6. (5)

The cutoff α ensures that the boundaries 0 and 1 map to finite values of ±13.82. We therefore choose the tail bound
of the RQS to be B = 14. Flow I is trained on the features ulogit, which when transformed back to (E0, E1, E2),

ensures that Êtot ≤ Einc.
Before being used an a conditional input to Flow I, the incident energy is transformed as

log10 (Einc/10 GeV) ∈ [−1, 1]. (6)

Working in log-space helped the flow to learn the distribution for small energies better. We train Flow I by minimizing
the negative log-likelihood, − log p1(E0, E1, E2|Einc), with a batch size of 175 for 75 epochs using the ADAM [83]
optimizer with an initial learning rate of 10−4. We use a learning rate schedule that applies an additional factor of
0.5 to the learning rate after the epochs [5, 15, 40, 60]. We use the model state of the flow with the lowest test loss in
the following.

B. Flow II: learning the shower shapes

504 dim.
Base dist.

MADE

Block{Ei}
Einc

MADE

Block{Ei}
Einc

MADE

Block{Ei}
Einc ...

MADE

Block{Ei}
Einc

Normalizing Flow Bijector — Flow II

GEANT4 data

pre-

proces
sin

g
CaloFlow samples

post-processing

density estimation in training, E0, E1, E2 from GEANT4 data

shower generation, E0, E1, E2 from Flow I

3 dim.
Base dist.

MADE

Block

Einc
MADE

Block

Einc
MADE

Block

Einc ...
MADE

Block

Einc

Normalizing Flow Bijector — Flow I GEANT4 data
E0, E1, E2

sampled E0, E1, E2

post-processing

pre-p
roces

sin
g

density estimation in training, Einc from GEANT4 data

sampling of E0, E1, E2 for Einc

CaloFlow

RQS RQSinv. RQSperm. RQSinv.

RQS RQSperm. RQSperm. RQSperm.

FIG. 3. Schematic view of Flow II. Inversions (inv.) and random permutations (perm.) are layer-wise. Pre-processing (for
training and density estimation) and post-processing (for sampling) are explained in the main text; {Ei} is short for the set
(E0, E1, E2). The green arrows indicate the parameters κ that define the RQS.

The distribution of shower shapes, p2(I⃗|E0, E1, E2, Einc), is learned by a second NF (“Flow II”) that acts on the
full 288+144+72 dimensional space of all voxels and is conditioned on Einc, as well as the Ei whose distribution was
learned in Flow I. See fig. 3 for a detailed schematic of Flow II and the second row of table II for the specifications
of Flow II. In between the MADE blocks, we alternate layer-wise order inversions and layer-wise order permutations
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of the variables to better capture correlations between them. Layer-wise in this context means that variables of
calorimeter layer 0 stay in the first 288 positions, variables of calorimeter layer 1 stay in the positions 289 to 432 and
the variables of calorimeter layer 2 stay in the last 72 positions throughout the permutation/inversion. We found that
training with a dropout [84, 85] probability of 5% enhances the performance.

For the training data, we transform the raw Geant4 calorimeter images in the following ways.

1. We found it was essential to first apply uniform random noise in the range [0, 1] keV to all voxels when called for
training. The energy distribution of each voxel is sharply peaked at zero, and without the noise regularization,
the NF would expend all of its capacity fitting to these sharp (and largely irrelevant) boundaries, while getting
wrong the voxels with significant, nonzero energies. To say it another way, without noise regularization, the loss
and the gradients would be dominated by the dimmest voxels, and the NF would be prevented from learning how
to reproduce the brighter voxels. The noise regularization was key for stabilizing the training and producing a
good outcome, especially for the π+ calorimeter images since they have a large fraction of 0 voxels (see sparsity
plots).

2. Next, the voxel energies are normalized so that the voxels in each layer sum to one (the energy in each layer is
supplied as a conditioning label so it can always be restored). The energy depositions in the different calorimeter

layers differ by a large amount, see the Ei/Êtot histograms of section VB. For example for e+, the fraction of
deposited energy per layer peaks at about 10% in layer 0, at about 80% in layer 1, and about 0.1% for layer 2.
Normalizing each layer to unit intensity helped the flow to learn each layer equally well.

3. Finally, we transform the (noise-regularized and normalized) voxels to logit space using the transformation of
eqs. (4) and (5). We again use a tail bound of B = 14 in the RQS.

These steps define the preprocessed data in fig. 3.
In fig. 4, we further illustrate the need for noise regularization, using example plots from training π+ with and

without noise regularization. On the left, we show the training and test loss for the two cases. Without noise
regularization, the loss reaches much lower values, suggesting a better fit to data. This, however cannot be observed
in the generated images. Notice also that without the noise regularization the value of the loss is less stable and
scatters more. The sudden jump of the loss at epoch 50 comes from multiplying the learning rate by a factor 0.5 as
part of our learning rate schedule. In the center, we show the average of layer 0 of 100k sampled events. Compared to
the plot that uses noise regularization in training (see fig. 7), we see a less uniform distribution of the voxel energies,
coming from the loss being dominated by the 0 voxels. As a result, the Eratio,0 plot (right panel) is also completely
off.

FIG. 4. Influence of noise regularization on training and results. Left: Training and test losses. Center: Layer 0 average of
100k sampled events without noise regularization in training. Right: Comparison of Eratio,0 when trained with and without
noise regularization.

The MADE blocks in Flow II are conditioned on Einc and Ei, where Einc is encoded as in eq. (6) and Ei are the
layer energies encoded as

log10 ((Ei + 1 keV)/100 GeV) + 2 ∈ [−6, 3]. (7)

As before, working in log-space helped the flow to learn the distribution for small energies better.

The training is then done by minimizing L = − log p2(I⃗|E0, E1, E2, Einc) using 100 epochs of the ADAM [83]
optimizer with initial learning rate 10−4 that is halved after 50 epochs and a batch size of 175. The values of Ei are
taken directly from the data. We select the epoch with the lowest test loss for the subsequent sample generation.
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C. Sampling from CaloFlow

In generation, we first sample Ei=0,1,2 from Flow I given an input energy Einc. We then use Flow II to generate
the shower shapes based on the conditionals Einc and Ei. The raw showers are first transformed back to energy space
via the sigmoid function. Then, the individual layers are rescaled to have the correct energy Ei.

Note that while Flow II is trained on layer-wise unit-normalized shower shapes, this constraint is not imposed as
part of the flow (i.e. the generated images still live in the full 504 dimensional space). A well-trained NF will produce
images with normalization approximately one, but there will be some scatter in the result. Therefore, when we
generate from Flow II, we choose to further renormalize the generated images so they have exact unit normalization
in each layer, before rescaling by Ei. This is necessary to enforce the right energies per layer. Alternatively, one could
consider a normalizing flow with manifold learning [86] to achieve energy conservation.

As a final step, we set all voxels with energy depositions below 10 keV to 0 to ensure the correct sparsity of the
shower images. All these steps are what we call post-processing in fig. 3.

Our specific handling of sparse images (adding noise for training and setting a threshold after generation) is
necessary, as the bijective nature of normalizing flows does not allow a mapping of random variables to an absolute 0
for a large range of input values.

V. RESULTS

In this section we present the results of sampling with CaloFlow, with detailed comparisons to CaloGAN and
Geant4. We organize our results in order of more qualitative to more quantitative. We start with comparisons
of average images and nearest neighbor images between CaloFlow and Geant4. Then we compare histograms
of relevant physical quantities from CaloFlow, CaloGAN and Geant4. Finally, we compare results of training
classifiers on the generated (CaloFlow and CaloGAN) vs. real (Geant4) images. In our histograms, we exhibit
the same quantities that were already used in [10], as well as additional quantities to better assess the quality of the
generated shower shapes and voxel level information (i.e. to better probe the performance of Flow II).

Since these additional histograms require the full information of all events and not just a marginalized subset, we
generate our own CaloGAN sample by training CaloGAN based on the code [68] and the default hyperparameters
(which match the ones defined in [10].), except for the number of epochs in training, where we used 100 instead of 50.
We use a different Tensorflow [87] version (v1.14.0 instead of v.1.1.0), but the same version of Keras [88] (v2.0.3)
that was used for [10]. As in [10], we did not perform any detailed model selection, but we looked at the histograms
of samples based of different epochs and used the generator state that agreed best with the Geant4 data. These
were epochs 80, 50, and 100 for e+, γ, and π+, respectively. Our training yielded qualitatively similar results in
all histograms compared to the ones shown in [10], except for π+, where our run seems to model the energy peaks
slightly better. In the following, all histograms are based on 100k samples: the Geant4 set that we based the training
of CaloFlow and CaloGAN on; 100k samples we sampled from our trained CaloGAN; and 100k samples we
sampled from CaloFlow.

A. Qualitative comparisons (average and individual images)

We start the comparison by looking at the average of the 100k events we use for visualization in figs. 5 – 7. We see
excellent agreement between CaloFlow and Geant4 average images; the averages of CaloFlow are smooth and
very close to their Geant4 counterparts. Meanwhile CaloGAN has a few voxels with an average deposition of zero
– which is only possible if those voxels are always zero. This is a sign of mode collapse, since the GAN did not learn
to cover the full available phase space.
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FIG. 5. Average shower shapes for e+. Columns are calorimeter layers 0 to 2, top row shows CaloFlow, center row Geant4,
and bottom row CaloGAN
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FIG. 6. Average shower shapes for γ. Columns are calorimeter layers 0 to 2, top row shows CaloFlow, center row Geant4,
and bottom row CaloGAN
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FIG. 7. Average shower shapes for π+. Columns are calorimeter layers 0 to 2, top row shows CaloFlow, center row Geant4,
and bottom row CaloGAN

Another common method for detecting mode collapse consists of selecting elements of the Geant4 set at random
and looking for their nearest neighbors in the set of generated CaloFlow samples. If mode collapse occurred in
training, we would find that some Geant4 images have very close nearest neighbors, while others have very distant
ones. Figures 8–10 show 5 selected events from the Geant4 set at incident energies Einc = 5, 10, 20, 50, and 95
GeV and their Euclidean nearest neighbor in a CaloFlow dataset of 2000 samples at the same energies. We define
nearest neighbors across all layers simultaneously (nearest in 504-dimensional voxel space), in contrast to the layer-
wise definition of [10], with the expectation that this provides a more stringent test of mode collapse. Overall, we
observe nearest neighbors that are close to the target events in all cases, suggesting that no mode collapse occurred.
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FIG. 8. 5 randomly selected e+ events of Geant4 and their nearest neighbors in the CaloFlow samples.
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FIG. 9. 5 randomly selected γ events of Geant4 and their nearest neighbors in the CaloFlow samples.
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FIG. 10. 5 randomly selected π+ events of Geant4 and their nearest neighbors in the CaloFlow samples.

B. Flow I histograms

We now have a look at some distributions, starting with the ones that are only sensitive to the results of Flow I. In
figs. 11, 12, and 13 we show histograms for e+, γ, and π+, respectively. All of these were also considered in [10].
In general, we observe that the CaloFlow samples are much closer to the Geant4 samples than the CaloGAN

samples are, and the overall agreement between CaloFlow and Geant4 is quite impressive in an absolute sense.
Note that all these features are learned by minimizing the log-likelihood, not by adding specific terms to the loss. In
more detail:

• In the top rows of figs. 11 – 13, we show the energy depositions in each calorimeter layer, Ek =
∑ Ik, as well

as the total deposited energy in all three layers, Êtot =
∑2

k=0 Ek. We see that CaloFlow models the energy
distributions extremely well. For π+, we see that CaloFlow models the peak a lot better than the CaloGAN.
In Êtot we see the advantage of our two-flow approach, as we have, by construction, perfect energy conservation
(Êtot ≤ Einc).

• The second rows of figs. 11 – 13 show the ratio of the layer energies Ek to the total deposited energy Êtot.
CaloFlow models these really well for all three particles, and especially the performance increase in E2/Êtot

compared to CaloGAN is remarkable.

• The third rows of figs. 11 – 13 show the layer (depth)- weighted total energy, ld =
∑2

k=0 kEk, on the left; the

layer-weighted energy normalized to the total energy, sd = ld/Êtot, in the center; and the standard deviation of
sd, called shower depth width σsd , on the right. The quantity sd was called “shower depth” in [10]. In ld we see
CaloFlow better maps out the low-energy region compared to CaloGAN. Notice also how well CaloFlow
learns the sharp feature in σsd .
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FIG. 11. Distributions that are sensitive to Flow I for e+. Top row: energy deposition per layer and total energy deposition;
center row: layer energy normalized to total energy deposition; bottom row: weighted energy depositions, see text for detailed
definitions.
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FIG. 12. Distributions that are sensitive to Flow I for γ. Top row: energy deposition per layer and total energy deposition;
center row: layer energy normalized to total energy deposition; bottom row: weighted energy depositions, see text for detailed
definitions.
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FIG. 13. Distributions that are sensitive to Flow I for π+. Top row: energy deposition per layer and total energy deposition;
center row: layer energy normalized to total energy deposition; bottom row: weighted energy depositions, see text for detailed
definitions.
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C. Flow II histograms

We now turn to distributions that are also sensitive to Flow II. Figures 14, 15, and 16 start by showing histograms
for e+, γ, and π+, respectively, that are sensitive to the events at the voxel level.

• In the top two rows, we show the distribution of the brightest two voxels in each layer, normalized to the
total energy deposition in that calorimeter layer. We observe an improvement over CaloGAN for the π+

distributions, but also small peaks at low values in layer 2, for all particles.

• In the third row, we show the histograms for Eratio,k, which is the difference of the brightest and second brightest
voxel of layer k, divided by their sum,

Eratio,k =
Ik,(1) − Ik,(2)
Ik,(1) + Ik,(2)

. (8)

While Eratio,2 for e+ and γ in CaloFlow is a bit larger than the Geant4 reference around the peaks of the
distributions, we see a large improvement in all three Eratio,k for π+ over CaloGAN.

• In the last row, we show the sparsity of the events in the calorimeter layers. The sparsity is defined as the ratio
of the number of voxels with non-zero deposition to the total number of voxels in layer k. Here, CaloFlow
improves a lot over CaloGAN for all particles and layers.

The second and third items (sparsity and Eratio,k) were also considered in [10]. We have added the histograms of
the brightest and second-brightest voxels as additional probes of the quality of Flow II.

We investigate distributions that are sensitive to shower shapes in figures 17, 18, and 19, for e+, γ, and π+,
respectively.

• The top rows show the centroids in ϕ and η direction. The centroids in η (ϕ) are defined via H (F ), which are
the locations of the voxel centers in units of mm, as well as

⟨ηk⟩ =
Ik ⊙H

Ek
and ⟨ϕk⟩ =

Ik ⊙ F

Ek
. (9)

Here, ⊙ denotes the element-wise multiplication and sum (a ⊙ b =
∑

i aibi, with i the index of the voxels in a
layer), and k is the index of the calorimeter layer. The histograms for CaloFlow are all centered, as expected,
for incoming particles that are centered and perpendicularly incident. For the CaloGAN, however, we observe
an asymmetry in the centroids, another hint to possible mode collapse of the GAN.

• In the last row, we show the standard deviation of the η centroid. This was also considered in [10], where it was
called layer lateral width. If H is again the location of the voxel center in η direction, σk is defined as

σk =

√
Ik ⊙H2

Ek
−

(Ik ⊙H

Ek

)2

. (10)

For e+ and γ, CaloFlow follows the Geant4 distributions well, improving over CaloGAN. The improvement
is even bigger for the π+ showers.
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FIG. 14. Distributions that are sensitive to Flow II for e+. Top row: energy of brightest voxel compared to the layer energy;
second row: energy of second brightest voxel compared to the layer energy; third row: difference of brightest and second
brightest voxel, normalized to their sum; last row: sparsity of the showers, see text for detailed definitions.
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FIG. 15. Distributions that are sensitive to Flow II for γ+. Top row: energy of brightest voxel compared to the layer energy;
second row: energy of second brightest voxel compared to the layer energy; third row: difference of brightest and second
brightest voxel, normalized to their sum; last row: sparsity of the showers, see text for detailed definitions.
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FIG. 16. Distributions that are sensitive to Flow II for π+. Top row: energy of brightest voxel compared to the layer energy;
second row: energy of second brightest voxel compared to the layer energy; third row: difference of brightest and second
brightest voxel, normalized to their sum; last row: sparsity of the showers, see text for detailed definitions.
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FIG. 17. Further distributions that are sensitive to Flow II for e+, as learned by Flow II. Top and center row show the location
of the deposition centroid in ϕ and η direction; the bottom row shows the standard deviation of the η centroid.
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FIG. 18. Further distributions that are sensitive to Flow II for γ, as learned by Flow II. Top and center row show the location
of the deposition centroid in ϕ and η direction; the bottom row shows the standard deviation of the η centroid.



25

100 0 100
0

10 5

10 4

10 3

10 2

10 1

100 0 100
0

10 5

10 4

10 3

10 2

10 1

100 101 102

0

10 6

10 5

10 4

10 3

10 2

10 1

100

100 0 100
1

10 5

10 4

10 3

10 2

100 0 100
1

10 5

10 4

10 3

10 2

100 101 102

1

10 4

10 3

10 2

10 1

100

100 0 100
2

10 4

10 3

10 2

100 0 100
2

10 5

10 4

10 3

10 2

100 101 102

2

10 6

10 5

10 4

10 3

10 2

10 1

100

+  GEANT +  CaloGAN +  CaloFlow

FIG. 19. Further distributions that are sensitive to Flow II for π+, as learned by Flow II. Top and center row show the
location of the deposition centroid in ϕ and η direction; the bottom row shows the standard deviation of the η centroid.
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D. Classifier metrics

In much of the GAN literature (see e.g. [10]), a common metric is to train classifiers to distinguish between different
categories of data (e.g. e+ vs. π+), and to see if there is any difference in classifier performance when real data and
generated data are interchanged. For example, one might train a classifier on e+ vs. π+ Geant4 images, and compare
this to a classifier trained on e+ vs. π+ GAN images. If the classifier trained on real images performs similarly to
the classifier trained on generated images, then this is evidence that the generated images are approximating the real
images well. One can repeat this test for different combinations of real and generated data.

The ultimate test of whether pgenerated(x) = pdata(x) would be the optimal binary classifier between real and
generated images of the same type.7 If the generated and true probability densities are equal, and the classifier is
optimal, then according to the Neyman-Pearson lemma it will be no better than random guessing. Compared to
evaluating various histograms, this approach has the potential advantage to look at the full 504-dimensional voxel
space and all the correlations between them instead of just a multitude of one-dimensional projections.

Although this binary classifier test between real and generated samples has been proposed before as a way to
evaluate generative model performance [71], one rarely (never?) sees this more direct classifier-based metric used in
the GAN literature. The reason appears to be that GAN-generated images are never good enough to fool such a
classifier; they always have a “tell” which leads such a classifier to nearly 100% accuracy [41, 71].8

In this section, we will demonstrate that CaloFlow generated images are sufficiently high fidelity to fool classifiers
trained to distinguish real from generated images of the same type. We will investigate several different versions of
the classifier metric based on varying the model architecture and data representation (preprocessing): a DNN and a
CNN on low-level features (LLF, meaning voxels), and a DNN on high-level features (HLF, the ones we investigated
in sec. V). While voxel-based classifiers should give the most sensitive metric of shower quality, they may detect
differences in irrelevant features, or be suboptimal due to noisy or uninformative features. This is why we also include
a classifier based on HLF. We expect this should give a realistic picture of the difference between the samples in the
most physically-relevant space.

For the voxel-based classifiers, we consider two different approaches to data preprocessing: (1) using the calorimeter
samples as they were generated and (2) normalizing the voxels such that they sum to 1 in each calorimeter layer. The
latter enhances the features in the calorimeter layers that have less energy deposition in them, making it easier for
the classifiers to find differences in the datasets. However, these datasets do not correspond to true showers anymore,
so the results of the classifiers are biased.9

Since the classifiers are not optimal, being limited by finite training data and model capacity, their performance
depends on the model architecture and data preprocessing. Strictly speaking, the Neyman-Pearson classifier is then
best approximated by whichever model architecture and preprocessing yields the best separation of the datasets.
However, we prefer to take a more holistic view of all the various classifier metrics as providing different windows into
the generative model quality in the full high-dimensional phase space. For details about the classifier architectures
and calibration procedures, see in appendix B.

The output of the classifiers is shown in table III, where we give the result in terms of two aggregate metrics.
The first, AUC, is the area under the ROC curve of the classifier. A maximally confused classifier gives AUC= 0.5,
whereas a perfect classifier gives AUC= 1.0. The second metric, JSD, is the Jensen-Shannon divergence between the
two distributions, which we deduce from the binary cross entropy of the test set at the minimum [89, 90]. The JSD
is 0 if the two distributions are identical and 1 if they are disjoint.

In all these tests we see that a classifier can distinguish Geant4 and CaloGAN samples with 100% accuracy,
whereas it has a much harder time to distinguish between Geant4 and CaloFlow, indicating that CaloFlow
produced a more realistic dataset. We think that this is in part due to CaloGAN not sampling the full space, as
can be seen from average layer depositions that show voxels with 0 value, as well as centroid correlations that peak
off-center. All these features act as “tells” for the classifier.

In general, we observe that the CNN classifier scores are lower (closer to random) than the DNN scores. This
suggests that the shower images are not the best representation of the data, perhaps because the individual showers
are extremely sparse and generally free of any meaningful substructure. Also, all showers start from the center of

7 A common misconception is that this classifier is the same one as in the GAN architecture. Whereas the GAN classifier is only optimized
for a few minibatches or epochs in order to give reasonable gradients, the classifiers used here are trained to convergence to approximate
the ultimate, Neyman-Pearson classifier. Also, the gradients of the GAN classifier feed back into the training of the GAN generator,
whereas here the classifier metric is only trained after the flow generative model is fully trained and optimized.

8 In the DCTRGAN method of [41], a classifier between real and generated images was proposed — not as a judge of simulation quality,
but as a reweighting function that could be applied to generated images to make them better resemble the data. However, a classifier
trained on calorimeter images generated from the state-of-the-art Bib-AE architecture [15, 16] had to be handicapped (by training it
for a single epoch!) so that it could not achieve perfect accuracy (which would have rendered the reweighting function useless).

9 In addition to these results, we investigated the influence of working in logit space by transforming voxel values using eq. (4) and then
dividing it by 10 before feeding it into the classifiers. As this preprocessing step artificially enhances features of dim voxels that likely
do not contribute much to the physics analysis (as can be seen by comparing to the high-level classifier results), we do not think that
these results necessarily reflect physically meaningful differences between the CaloFlow (or CaloGAN) and Geant4 datasets. For
completeness, we report the results of the classifiers with data in logit space in table V in appendix C. We also checked if applying a
threshold cut of 10 keV to Geant4 and CaloGAN data (the same as in the last step of generating CaloFlow data) has an influence
and we found none.
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the detector, not producing many translation invariant shapes across the entire surface. Further, we observe that
normalizing showers produces higher classifier scores, i.e. it makes the generated showers easier to distinguish from
the reference showers. This suggests that the generated showers differ from the reference ones largely in the lower-
energy voxels and normalizing the showers likely amplifies the role of these in the classifier decision. Whether this
is physically relevant for any downstream task is observable-dependent. Finally it is interesting that the high-level
classifier produces a lower score for positrons and photons but not for pions. Since the high-level classifier uses much
less information than the low-level classifier, we would expect that if both were optimal, the former always has a
strictly lower score than the latter, i.e. using more information can only enhance the classification power. This is
consistent with the situation for positrons and photons, but for pions it goes in the opposite direction. We can only
attribute this to the suboptimality of the LLF classifiers for pions, whether due to finite training data or model
capacity. We suspect the LLF classifiers for pions have a more difficult time learning the (real) differences between
CaloFlow and Geant4 showers because the pion showers have much higher shower-to-shower variance than photon
and positron showers. The latter, being electromagnetic, come only from bremsstrahlung, pair production, ionization,
Compton- and photo-effect; while the former are hadronic and exhibit a much higher variety due to the various types
of QCD interactions with matter.

TABLE III. AUC and JSD metrics for the classification of Geant4 vs CaloGAN and CaloFlow showers. Classifiers were
trained on each particle type (e+, γ, π+) separately. The results of two classifiers based on DNN and CNN architectures are
shown; for details on the classifier architectures and training, see appendix B. All entries show mean and standard deviation of
10 runs and are rounded to 3 digits. We see that the classifiers can distinguish Geant4 from CaloGAN showers with nearly
perfect accuracy (AUC = 1.0) in all cases, whereas Geant4 vs. CaloFlow showers are much more difficult for the classifiers
to tell apart.

AUC / JSD
DNN CNN

vs. CaloGAN vs. CaloFlow vs. CaloGAN vs. CaloFlow

e+
unnormalized 1.000(0) / 0.995(1) 0.859(10) / 0.365(14) 0.982(8) / 0.770(54) 0.510(5) / 0.002(1)

normalized 1.000(0) / 0.997(0) 0.870(2) / 0.378(5) 1.000(0) / 0.982(2) 0.806(77) / 0.269(128)

high-level 1.000(0) / 0.987(1) 0.795(1) / 0.229(3) – –

γ

unnormalized 1.000(0) / 0.998(0) 0.756(48) / 0.174(68) 0.990(3) / 0.820(30) 0.511(6) / 0.001(1)

normalized 1.000(0) / 0.994(1) 0.796(2) / 0.216(4) 1.000(0) / 0.991(1) 0.724(52) / 0.130(69)

high-level 1.000(0) / 0.994(1) 0.727(2) / 0.131(3) – –

π+

unnormalized 1.000(0) / 0.993(0) 0.649(3) / 0.060(2) 0.984(15) / 0.813(119) 0.519(6) / 0.001(1)

normalized 1.000(0) / 0.997(1) 0.755(3) / 0.153(3) 1.000(0) / 0.998(1) 0.867(6) / 0.344(15)

high-level 1.000(0) / 0.997(0) 0.888(1) / 0.401(4) – –

E. Timing benchmarks

Having generated our own CaloGAN sample for this analysis, we are able to perform a head-to-head comparison
of the time required for shower generation between CaloGAN and CaloFlow. Training times on a Titan V GPU
are about 210 min for CaloGAN and about 22 min for CaloFlow Flow I and 82 min for CaloFlow Flow II.
In table IV we show the time per shower in ms for different batch sizes also with a Titan V GPU. For the best
CaloGAN case, we see a saturation around 0.07 ms, compared to 36 ms for CaloFlow, yielding a relative factor
of about 500. Since CaloGAN and CaloFlow have roughly the same size — CaloGAN has 29,726,280 trainable
parameters and Flow I and Flow II of CaloFlow have a total of 37,914,414 trainable parameters — we believe
that the essential difference in generation time must be due to the MAF architecture that needs to loop over the
full 504-dimensional voxel space in generation. We are currently investigating [76] the possibility of switching over
to a MAF-IAF pair as in Parallel Wavenet [77], which could yield a speed-up of CaloFlow of the same order of
magnitude as the dimensionality of the data, bringing it in line with CaloGAN’s speed.

Another source of the difference between CaloGAN and CaloFlow generation speeds is indicated by the two
columns listed under CaloGAN in table IV. For CaloGAN we report two different timings: one for generating a
single batch of size “batch size” and one for generating a total of 100,000 events. The difference in those two timings
arises from Keras-Tensorflow building the graph for the prediction at the beginning of the function call and then
reusing it for subsequent batches. CaloFlow is using the pytorch [91] based package nflows [73] and batches
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are handled using a simple for-loop. We therefore observe no timing difference for CaloFlow when requesting
more samples than the batch size. So it is possible that we could further speed up the per-event generation time of
CaloFlow by implementing it in Keras-Tensorflow and requesting more events than the batch size.

TABLE IV. Generation time of a single calorimeter shower in ms. Times were obtained on a Titan V GPU. Geant4 needs
1772 ms per shower [10]. Note that CaloGAN is based on Keras-Tensorflow and CaloFlow is based on pytorch. All times
are in ms.

CaloGAN CaloFlow
batch size batch size requested 100k requested

10 455 2.2 835
100 45.5 0.3 96.1
1000 4.6 0.08 41.4
5000 1.0 0.07 36.2
10000 0.5 0.07 36.2

VI. CONCLUSIONS

In this work, we have demonstrated, for the first time, that generative modeling with normalizing flows is capable of
reproducing the sparse and very high dimensional dataset that corresponds toGeant4 calorimeter showers. With both
qualitative comparisons of individual and average images, as well as more quantitative comparisons of distributions,
we see that CaloFlow reproduces Geant4 with extremely high fidelity. Even more impressively, we demonstrated
that a binary classifier trained on CaloFlow vs. Geant4 fails to achieve anything close to 100% accuracy, indicating
that the CaloFlow images approximate the distribution of Geant4 images to a very high precision. This is the
first time any generative model has passed this stringent test.

For our proof of concept, we have relied heavily on the setup of the CaloGAN. This is a simplified 3-layer
calorimeter, but still much higher dimension that previous applications of normalizing flows in HEP. Further work is
needed for realistic setups such as the actual ATLAS/CMS detector or future high-granularity detectors for HL-LHC
and ILD, as well as taking into account the incoming angle of the particle and other real-world complications.

For our normalizing flow we combined the RQS transformation with the MADE block to maximize the expressivity
of the density estimator. It would be interesting to explore other density estimators which could have their individual
pros and cons. For instance, the MAF, while more expressive than coupling layers, is also considerably slower at
sampling. The MAF does have a cousin called the IAF [75] for which the opposite is true (fast to sample, slow
to density estimate) but the implementation in nflows was not memory-efficient enough to be able to train on
the full 504-dimensional dataset. We are currently investigating whether alternative implementations of the IAF
could overcome these memory limitations, or whether it is possible to jointly train a MAF-IAF pair as in Parallel
Wavenet [77]. This could result in another considerable speedup to CaloFlow, we expect roughly scaling like the
dimensionality of the dataset, so a factor of ∼ 500 in this case. Interestingly, according to the timing benchmarks in
Section VE, such a speedup would lead to CaloFlow being as fast as the GAN.

To better and more explicitly enforce energy conversation, we invented a 2-step flow, where in the first step we
generate the energies deposited in each layer, and in the second step we learn the shower shapes of each layer. This
improved the performance of CaloFlow greatly and should also have applications to other generative modeling
approaches, e.g. GANs. Another interesting future direction would be to train flows that explicitly conserve energy
by learning the energy-conserving manifold directly [86]. This would be an alternative to the 2-step flow configuration
considered in this work. Additional refinements of the latent space, as they were discussed recently in [92] provide
an additional avenue for improvements. Finally, given the success in the “ultimate” classifier test demonstrated here,
it is likely that the DCTRGAN method of [41] — which essentially takes the output of said classifier and uses it to
reweight the generated events — could be fruitfully applied to further refine CaloFlow starting from the low-level
calorimeter images.

We believe normalizing flows offer a powerful and fresh approach to generative modeling at the LHC. Compared to
GANs, they have many advantages, including: explicit, tractable likelihoods; more stable and convergent training and
principled model selection (based on the negative log-likelihood). While more work comparing CaloFlow to more
state-of-the-art GANs (eg WGAN-GP) needs to be done, we believe this proof of concept (especially the “ultimate
classifier” test) is a very promising start.
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Appendix A: More on normalizing flows

The essential trick that NFs use to parametrize invertible mappings with tractable Jacobians is the autoregressive
transformation.

We start with a 1d invertible transformation z = f(x;κa, . . . ) where κa = κ0, κ1, . . . are the parameters of the
transformation. Popular examples of such transformations include the affine transformation f(x; κ⃗) = κ0x + κ1 and
the rational quadratic spline family of transformations (as described in the main text). How to generalize this to
multiple dimensions while maintaining invertibility? Making the coefficients functions of x would enable the forward
mapping but not the inverse mapping in general. What simultaneously enables both directions and makes the Jacobian
tractable is to assume the κa are functions of only the previous coordinates, i.e.

zi = fi(xi;κia(x1, . . . , xi−1)) (A1)

where i = 1, . . . , d runs over the dimensions of the feature space. Now x1 → z1 can be trivially inverted (κ1a are just
constants), and the remainder of the inverse transformations can be built up recursively. Furthermore, the Jacobian
of the transformation is lower triangular, so the determinant can be calculated as a simple product of the diagonals
(d operations), instead of the O(d3) operations required for a general d× d matrix.
The transformation parameters can be parametrized with neural networks, and the most general autoregressive

structure can be enforced by multiplying all weights with appropriate binary masks. The result is called a MADE
block (from “Masked Autoencoder for Distribution Estimation” [69]). To ensure that all correlations between the
variables are learned properly, the order of the variables is permuted in between different blocks.

A special case of the general autoregressive transformation is the so-called “coupling layer”, first introduced as part
of the “real NVP” flow in [53]. In the coupling layer approach, one first splits the entire set of coordinates {x1, . . . , xd}
into two subsets A = {x1, . . . , xd′} and B = {xd′+1, . . . , xd} for some 1 ≤ d′ < d. Transformations of coordinates
of set B are then given by parameters that depend on the coordinates of set A, while the elements of set A are not
transformed.

Conditional labels can be incorporated easily in both the MADE and the coupling layer architectures by feeding
this information into the networks that predict the transformation parameters. In case of a MADE architecture, the
connections from the conditional information are not masked.

Appendix B: Classifier Architectures

To quantitativly asses the quality of our generated samples, we train a set of classifiers to distinguish CaloFlow
samples from the Geant4 training set and compare the results to the same set of classifiers trained to distinguish
CaloGAN from Geant4 data. We use the following three classifier architectures:

The first classifier architecture is a simple DNN which takes the 504 voxel values (normalized or not), the incident
energy Einc encoded via eq. (6), and the 3 layer energies Ei encoded via eq. (7) as input. It has 3 hidden layers
with 512 neurons each that use LeakyReLU (with negative slope 0.01) activation functions, the last layer has a single
neuron with sigmoid activation. This setup has 786,433 trainable parameters.

The second classifier uses the same DNN architecture as the first, only the input layer is modified to now take 41
high-level features as input, leading to 547,329 trainable parameters. The input features are the ones we defined in
sections VB and VC, and showed in figs. 11–19. We extended the list by including the voxel energy distributions of
the third to fifth brightest voxel of each calorimeter layer. Based on the preprocessing, we can group the features in
two groups. The first group consists of E0, E1, E2, Êtot, E0/Êtot, E1/Êtot, E2/Êtot, ld, σ0, σ1, and σ2. All of them
are transformed by log10 before giving them to the DNN, together with the incident energy Einc encoded via eq. (6).
The second group consists of sd, σsd , the energy of the brightest five voxels in each layer, Eratio,0, Eratio,1, Eratio,2, the
sparsities of each layer, and the centroids in ϕ and η direction of each layer. We multiply the energies of the brightest
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voxels by 10 and divide the centroid locations by 100 to have all numbers of O(1) before we give them directly to the
DNN.

The third classifier is a CNN-based architecture derived from the top-tagging study of [98]. It consists of a series
of: two convolutional (with 128 and 64 channels respectively), one maxpooling, two convolutional (with 64 channels
each), and one maxpooling layer per calorimeter layer. Kernel sizes and padding of the first 2 convolutional layers are
chosen such that the images have shape (nbatch, 64, 6, 6) after the first maxpooling layer. Kernel sizes and padding of
the second two convolutional layers are chosen to keep the shape the same. The last maxpooling layer transfors the
images to (nbatch, 64, 4, 4). The output of the three calorimeter layers is the flattened and concatenated to a single
vector, together with the incident energy Einc encoded via eq. (6), and the 3 layer energies Ei encoded via eq. (7) to a
total size of 772. This vector is fed into a dense NN with 2 hidden layers of 512 neurons each and an one-dimensional
output layer. Activations throughout the whole network are LeakyReLU-functions (with negative slope 0.01), except
for the very last layer, where we use a Sigmoid. This architecture has a total of 1,262,913 trainable parameters. To
save training time, the CNN is trained with single precision.

The dataset containing 100,000 “real” and 100,000 “fake” showers was split into the training set of 120,000 samples,
a test set of 40,000 samples, and a validation set of 40,000 samples. The classifiers are trained for 150 epochs with
a mini-batch size of 1000 samples using the ADAM [83] optimizer and an initial learning rate of 10−3. We use the
epoch with the highest accuracy of the validation set for the subsequent evaluation of the AUC and the JSD on the
test set. Before evaluating the classifier scores, we calibrate the classifier using isotonic regression [99] of sklearn [96]
based on the validation dataset.

Appendix C: Classifiers in logit space

Table V shows the results of the classifier runs when the data is preprocessed to logit space. The results are similar
than in the case without this preprocessing step: The CaloGAN sample can always be distiguished from the Geant4
sample, but the CaloFlow sample is much harder to separate from Geant4 data.

TABLE V. AUCs/JSD for the classification of e+, γ, and π+ showers from GEANT vs CaloGAN and CaloFlow. All entries
show mean and standard deviation of 10 runs and are rounded to 3 digits. Data is preprocessed to logit space.

AUC / JSD
DNN CNN

vs. CaloGAN vs. CaloFlow vs. CaloGAN vs. CaloFlow

e+
unnormalized 1.000(0) / 0.999(1) 0.668(3) / 0.064(2) 1.000(0) / 0.999(1) 0.737(150) / 0.207(186)

normalized 1.000(0) / 0.999(0) 0.675(3) / 0.072(2) 1.000(0) / 0.999(1) 0.879(74) / 0.405(155)

γ
unnormalized 1.000(0) / 0.997(0) 0.674(5) / 0.070(4) 1.000(0) / 0.999(1) 0.742(110) / 0.174(122)

normalized 1.000(0) / 0.999(0) 0.678(6) / 0.072(5) 1.000(0) / 0.998(1) 0.885(21) / 0.389(51)

π+
unnormalized 1.000(0) / 0.999(0) 0.669(3) / 0.072(3) 1.000(0) / 1.000(0) 0.891(19) / 0.409(48)

normalized 1.000(0) / 0.999(0) 0.755(10) / 0.165(12) 1.000(0) / 1.000(0) 0.958(4) / 0.625(18)
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[56] C. Gao, S. Höche, J. Isaacson, C. Krause and H. Schulz, Event Generation with Normalizing Flows, Phys. Rev. D 101

(2020) 076002 [2001.10028].
[57] E. Bothmann, T. Janßen, M. Knobbe, T. Schmale and S. Schumann, Exploring phase space with Neural Importance

Sampling, SciPost Phys. 8 (2020) 069 [2001.05478].
[58] S. Pina-Otey, V. Gaitan, F. Sánchez and T. Lux, Exhaustive neural importance sampling applied to Monte Carlo event

generation, Phys. Rev. D 102 (2020) 013003 [2005.12719].
[59] B. Stienen and R. Verheyen, Phase Space Sampling and Inference from Weighted Events with Autoregressive Flows,

SciPost Phys. 10 (2021) 038 [2011.13445].
[60] M. Bellagente, M. Haußmann, M. Luchmann and T. Plehn, Understanding Event-Generation Networks via Uncertainties,

2104.04543.
[61] M. Bellagente, A. Butter, G. Kasieczka, T. Plehn, A. Rousselot, R. Winterhalder et al., Invertible Networks or Partons to

Detector and Back Again, SciPost Phys. 9 (2020) 074 [2006.06685].
[62] S. Choi, J. Lim and H. Oh, Data-driven Estimation of Background Distribution through Neural Autoregressive Flows,

2008.03636.
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