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We infer the mean optical depth of a sample of optically-selected galaxy clusters from the Dark
Energy Survey (DES) via the pairwise kinematic Sunyaev-Zel’dovich (kSZ) effect. The pairwise
kSZ signal between pairs of clusters drawn from the DES Year-3 cluster catalog is detected at
4.1σ in cosmic microwave background (CMB) temperature maps from two years of observations
with the SPT-3G camera on the South Pole Telescope. After cuts, there are 24,580 clusters in
the ∼ 1,400 deg2 of the southern sky observed by both experiments. We infer the mean optical
depth of the cluster sample with two techniques. The optical depth inferred from the pairwise
kSZ signal is τ̄e = (2.97 ± 0.73) × 10−3, while that inferred from the thermal SZ signal is τ̄e =
(2.51±0.55stat±0.15syst)×10−3. The two measures agree at 0.6σ. We perform a suite of systematic
checks to test the robustness of the analysis.

I. INTRODUCTION

The Sunyaev-Zel’dovich (SZ) effect [1, 2] occurs when
free electrons in the hot intracluster medium of galaxy
clusters inverse Compton scatter photons of the cosmic
microwave background (CMB). The SZ effect is one of
the largest sources of secondary CMB anisotropy and
enables powerful probes of astrophysics and cosmology
[e.g., 3, 4]. The SZ effect is normally subdivided into the
thermal and kinematic Sunyaev-Zel’dovich effects. The
thermal SZ (tSZ) effect is due to an energy transfer from
the hot electrons to the CMB photons, distorting the
CMB black body spectrum by shifting photons to higher
frequencies. The kinematic SZ (kSZ) effect is due to the
bulk velocity of the electrons slightly changing the appar-
ent temperature of the black body spectrum. While the
tSZ effect has been measured through its contribution to
the CMB power spectrum and bispectrum, and detected
at the individual cluster level [5–10], measuring the kSZ
effect is more challenging because of its lower amplitude
and spectral degeneracy with the CMB temperature fluc-
tuations [11]. However, measuring the kSZ effect
is of great interest since it could potentially be
used to constrain both cosmological and astro-
physical parameters [12–15], particularly break-
ing the f − σ8 degeneracy that other cosmological
probes are incapable of resolving [16].

Although the amplitude of the kSZ signal is small, re-
cent studies have detected the effect. The first detection
of the kSZ signal was made using high-resolution CMB
data from the Atacama Cosmology Telescope (ACT) [17]
in conjunction with the Baryon Oscillation Spectroscopic
Survey (BOSS) data release 9 spectroscopic galaxy cat-
alog [18]. A pairwise statistical approach was applied to
measure the kSZ signal, which takes into account that
on average clusters are falling towards each other due to

gravity and this gives rise to a signal that can be mea-
sured. This technique led to a rejection of the null-signal
hypothesis with a p-value of 0.002 [19]. This pairwise ap-
proach was also adopted in a similar analysis using data
from the SPT-SZ camera on the South Pole Telescope
[20, 21] and the Dark Energy Survey (DES) [22] Year 1
cluster catalog [23], which resulted in a 4.2σ detection of
the pairwise signal. This was the first study to probe the
kSZ signal using a photometric redshift cluster sample.
More recent analyses using newer ACT CMB data com-
bined with the Sloan Digital Sky Survey (SDSS) galaxy
catalog [24], and Planck collaboration CMB data in con-
junction with the Dark Energy Spectroscopic Instrument
(DESI) Legacy Imaging survey galaxy catalog [25], re-
ported > 5σ evidence for the pairwise kSZ signal. These
analyses used spectroscopic galaxy catalogs which
provide more accurate redshift measurements in
comparison with photometric catalogs, a key fea-
ture for detecting the pairwise kSZ signal at high
significance. Other methods such as the projected fields
[26] technique have obtained a 3.8−4.2σ detection of the
kSZ effect, meanwhile a velocity reconstruction approach
was used to measure the kSZ signal with a 6.5σ detection
[27].

In this work, we use the CMB temperature maps from
SPT-3G, the third-generation camera on the SPT, and
a cluster catalog from Year 3 DES data (DES-Y3) to
probe the pairwise kSZ effect. We achieve this by apply-
ing a matched filter to extract the clusters’ SZ imprints
on temperatures from the CMB maps and then applying
a pairwise statistical approach to the catalog. We also
test the robustness of the measurement by using differ-
ent covariance estimation techniques, null tests, and an
analysis of systematics. As a final test, we derive the
mean optical depth from the tSZ by using a y− τ
scaling relation calibrated on N-body simulations
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[28], similarly to previous work [29, 30]. Measur-
ing the tSZ simultaneously with kSZ can break
the degeneracy with astrophysics of the kSZ effect
and thus be very useful to constrain cosmology.

The paper is organized as follows. In Section II, we
briefly describe the theory behind the kSZ effect, its con-
nection to the halo pairwise velocity, and the theoretical
template used for modeling the expected signal. The
DES and SPT datasets used in this analysis are intro-
duced in Section III. In Section IV, we detail the analysis
methods that we use to recover the signal from the data,
before describing in Section V the set of simulations that
we use to verify our pipeline and to estimate the detec-
tion significance expected for our datasets. In Section
VI, we present our results, compare with simulations,
discuss some robustness tests as well as systematics that
could affect the observed signal, and the estimation
of the mean optical depth of the cluster catalog
through the tSZ. Finally, we briefly summarize our re-
sults in Section VII, and discuss the main implications
for future analyses.

We use the ΛCDM model with
the best-fit Planck 2018 [31]
TT+TE+EE+lowE+lensing+BAO cosmo-
logical parameters to compute theoretical
predictions and to translate redshifts into dis-
tances: H0 = 67.66 km s−1 Mpc−1, Ωch

2 = 0.11933,
Ωbh

2 = 0.02242, σ8 = 0.8102, ns = 0.9665. 1

II. THEORETICAL BACKGROUND

A. The pairwise kinematic Sunyaev-Zel’dovich
effect

The kSZ effect from a galaxy cluster i produces a frac-
tional shift in the CMB temperature ∆T/TCMB propor-
tional to the cluster’s velocity vi along the line of sight
r̂i:

∆T

TCMB
(r̂i) = −τe,i

r̂i · vi
c

, (1)

where c is the speed of light and τe,i is the Thomson op-
tical depth for CMB photons traversing the cluster
[2]. This expression assumes a single scattering per pho-
ton, which is a good assumption at the low optical depth
(τe,i <∼ 0.01) of most galaxy clusters. A unique property
that the kSZ effect has over the generally brighter tSZ
effect is that the kSZ effect depends on the bulk momen-
tum of the ionized cluster gas along the line of sight, and

1 The cosmological parameters listed are the Hubble parameter,
cold dark matter density, baryon density, current root mean
square (rms) of the linear matter fluctuations on scales of
8h−1Mpc, and the spectral index of the primordial scalar fluc-
tuations respectively.

thus can enable tests of the cosmological velocity field
[32].

On scales smaller than the homogeneity scale, we ex-
pect pairs of galaxy clusters to fall towards one an-
other on average due to their mutual gravitational pull.
Through the kSZ effect, two clusters falling towards one
another will leave a potentially detectable dipole pattern
on the CMB temperature anisotropy [e.g., 33]. This pat-
tern is called the pairwise kSZ (pkSZ) signal. The average
pkSZ amplitude TpkSZ(r) for all the pairs of galaxy clus-
ters at comoving separation r can be related to the mean
pairwise velocity v12(r) of the clusters:

TpkSZ(r) ≡ τ̄e
v12(r)

c
TCMB, (2)

where τ̄e is the average optical depth of the sample. This
equation is valid with two assumptions: i) the internal
motion of the cluster does not introduce any sort of bias,
and ii) there is no strong correlation between the optical
depth and the velocity of the individual clusters [34]. We
adopt a sign convention so that clusters falling towards
one another will have a negative relative velocity v12(r)
and negative TpkSZ signal.

We can predict the relative velocity as a function of
distance, v12(r), for a specific cosmology and theory of
gravity from the statistical distribution of the dark mat-
ter haloes. The mean pairwise velocity of haloes v12(r)
separated by their comoving distance r = |~r2 − ~r1| can
be analytically modeled in linear theory in terms of the
two-point matter correlation function ξ(r) as [e.g., 35–37]

v12(r, a) ≈ −2

3
aH(a)f(a)r

bξ̄(r)

1 + b2ξ(r)
, (3)

where a is the scale factor, H(a) the Hubble parameter,
f(a) ≡ d lnD/d ln a is the growth rate (with D being the
linear growth factor), b the mass-averaged halo bias, and
ξ̄ indicates the average of ξ(r) over a comoving sphere of
radius r.

Equations (2) and (3) highlight that measurements of
the pkSZ are sensitive to a combination of both clus-
ter astrophysics, through the optical depth τ̄e and halo
bias b, and cosmology through the Hubble parameter
H(a), the growth rate f , and the two-point matter cor-
relation function ξ(r). In particular, the dependence on
the growth rate f and the matter correlation function
ξ(r) makes measurements of the pkSZ signal sensitive to
fσ2

8 . This provides complementary information to other
probes such as redshift space distortions, which are
primarily sensitive to fσ8 [e.g., 16], and hence could
be used to probe dark energy and modifications of gravity
[e.g, 37–39].
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III. DATA

A. SPT-3G temperature maps

In this analysis, we use CMB temperature maps from
SPT-3G, the third and latest camera installed on the
South Pole Telescope [SPT, 20, 21]. The SPT is a 10-
meter telescope located at the Amundsen-Scott South
Pole Station in Antarctica. The SPT-3G focal plane
consists of ∼ 16, 000 multichroic, polarization-sensitive
transition-edge sensor bolometers which operate in three
bands at 95 GHz, 150 GHz, and 220 GHz, with an angu-
lar resolution of ∼ 1′ [40]. The main SPT-3G survey field
of approximatly 1,500 deg2 extends from -42◦ to -70◦ in
declination and -50◦ to 50◦ in right ascension. This work
uses temperature maps from observations made during
the winter season (March-September) of 2019 and 2020.

We refer to [41] for a full description of how the time-
ordered data (TOD) are converted into maps, but we will
provide a succinct description of the procedures below.
The TOD for each of the SPT-3G bolometers are filtered
to remove low-frequency noise in the scan direction, with
a high-pass filter set at kx > 500. The filtered TOD
are binned into map pixels with weights based on the
TOD noise level, and calibrated such that the map is in
CMB fluctuation temperature units. A flat-sky approxi-
mation, the Sanson-Flamsteed projection [42, 43], is used
for the map with 0.25′ square pixels. The map noise lev-
els measured in the 3000 < ` < 5000 range are 5.0, 3.9,
and 14.0 µK-arcmin for the coadded 95 GHz, 150 GHz,
and 220 GHz temperature maps, respectively. At each
frequency, the instrument beam is well represented with
a Gaussian with full width at half maximum (FWHM)
equal to 1.6′, 1.2′, and 1.0′ at 95, 150, and 220 GHz, re-
spectively. Section IV B and Section VI D describe how
these multi-frequency temperature maps are used to ex-
tract the CMB+kSZ or Compton-y maps.

B. DES Year-3 redMaPPer cluster catalog

The second data product used in this analysis is a
sample of optically-selected galaxy clusters from the first
three years of the Dark Energy Survey (DES). DES is
a photometric survey that has mapped out ∼ 5000 deg2

of the southern sky in the optical to near-infrared bands
using the Dark Energy Camera [22], mounted on the 4-
meter Blanco telescope at Cerro Tololo Observatory in
northern Chile. The cluster catalog has been extracted
from DES Year-3 observations with the redMaPPer algo-
rithm [44].

The redMaPPer algorithm is a red-sequence based op-
tical cluster-finding algorithm that is calibrated on a clus-
ter sub-sample for which spectroscopic data are available.
The outputs from redMaPPer relevant to the present
analysis are: i) the cluster’s sky position, given by the
angular coordinates of the algorithm’s best guess for the
central galaxy position; ii) the cluster’s photometrically

estimated redshift; iii) the optical richness estimate λ,
a weighted sum of the membership probabilities, which
is a low-scatter proxy for the cluster mass [e.g., 45, 46].
The underlying idea is that galaxy clusters are concen-
trations of galaxies containing old red stars thought to
be caused by the quenching of star formation due to the
cluster’s environment. Therefore, the algorithm detects
candidates by identifying over-densities of luminous red
galaxies and iteratively assigns membership and proba-
bilities for each galaxy identified to be part of a cluster
candidate to be in the center of the cluster.

The redMaPPer algorithm has been used to produce
both a flux-limited and volume-limited sample using DES
Y3 data. The volume-limited sample is independent of
survey depth and complete above a certain luminosity,
while the flux-limited sample contains more high-z clus-
ters detected in the deeper fields in the survey. In this
work, we use the flux-limited catalog. This catalogue
contains 41,219 (8,712) clusters in the richness range2

λ̃ > 10 (20) and spans the photo-z range 0.1 < z < 0.95.

We restrict the baseline cluster sample used in this
work to z ≤ 0.8 to mitigate the degradation at high red-
shifts of the completeness and photo-z accuracy. We also
impose a cutoff at λ̃ ≤ 60 to eliminate the most massive
clusters due to concerns about the possibility that the
filtering described in Section IV B will not completely re-
move the contaminating signals from the cluster itself.
We also consider cluster samples with alternative rich-
ness ranges in Section VI to test the robustness of the
analysis and potential systematic biases.

The DES and SPT-3G surveys overlap over a sky area
of ∼ 1, 400 deg2, which we show in Fig. 1. We remove
any clusters that are less than 1◦ from the survey
edges, which is a conservative choice to enforce
an homogeneous depth coverage; or 10’ distance
from any point sources detected in the SPT-3G
map (≥ 6 mJy at 150 GHz) to avoid possible con-
tamination from the point sources onto the clus-
ters. These cuts leave 24,580 (5,797) clusters in the

richness range 10 (20) < λ̃ < 60, which translates to a

surface density of 17.6 clusters/deg2 for our 10 ≤ λ̃ ≤ 60
baseline sample, with a mean redshift of z̄ = 0.54 (0.52)
and a typical error in the photo-z of σz ∼ 0.01(1 + z)
[47]. The redshift distribution and redshift uncertainties
of the full cluster sample are shown in Fig. 2.

2 We apply cuts to the catalogue using the raw galaxy counts λ̃,
that are related to the optical richness as λ = sλ̃ where s is
a correction factor based on local survey depth, masking, etc.
This choice has been shown to yield a cluster sample with more
uniform noise properties, see [23] and references therein.
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FIG. 1. Number density of the DES Y3 clusters with 10 <
λ̃ < 60, smoothed with a Gaussian kernel with θFWHM = 1
deg for visualization purposes. The solid orange line shows
the boundaries of the SPT-3G main survey footprint. These
two datasets overlap over approximately 1,400 deg2.
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FIG. 2. Top: Redshift distribution of the DES Y3 redMaP-
Per catalogue for the two richness-based samples. Bot-
tom: Photometric redshift errors distribution for the DES
Y3 redMaPPer clusters. In each panel, the red color denotes
the 20 < λ̃ < 60 sample whereas the blue color refers to our
baseline 10 < λ̃ < 60 sample. The vertical dashed black line
represents the maximum redshift of clusters that we include
in our analysis.

IV. ANALYSIS METHODOLOGY

A. Pairwise kSZ estimator

As in previous measurements [e.g., 19, 23, 24, 29], we

implement the pkSZ estimator T̂pkSZ(r) introduced by
[48]. This estimator for the mean pkSZ signal is,

T̂pkSZ(r) = −
∑
i<j,r[T (n̂i)− T (n̂j)] cij∑

i<j,r c
2
ij

, (4)

which scales the CMB temperature difference at the
two cluster locations (which has an expectation value
that depends on the relative velocity between the two
clusters due the pkSZ signal) by a geometrical factor,
cij = r̂ij · (r̂i+ r̂j)/2, to account for the projection of the
pair separation r̂ij = r̂i − r̂j onto the line-of-sight.

We reconstruct the pairwise kSZ signal in eight bins:
7 bins linearly separated between comoving pair separa-
tion r of 40 and 200 Mpc, plus a final bin that includes
pairs separated by 200 Mpc to 300 Mpc. The choice of
the minimum separation is motivated by the fact that
the pkSZ template is derived within the linear regime,
limiting the modelling of the pairwise velocities between
halos below r <∼ 40 Mpc (due to, e.g., non-linearities
and redshift space distortions) and because the photo-z
errors significantly suppress the signal and increase the
statistical uncertainties. We choose to have a single bin
at larger separations given that the pkSZ signal mostly
arises from smaller and intermediate comoving separa-
tions, so for scales larger than 200 Mpc the signal is sig-
nificantly smaller.

B. CMB map filtering and temperature extraction

The next step is to extract the CMB temperature shift
due to the kSZ effect at the location of the clusters. We
apply a matched filter to the map, using prior knowledge
of the spectral and angular dependence of the kSZ ef-
fect and other signals, to maximize the signal-to-noise on
the pkSZ signal. The filter Ψ for Nν different observed
frequencies ν is constructed in Fourier space as,

Ψ(ν,k) = σ2
ΨN−1(ν,k) · Sfilt(ν,k), (5)

where k is the Fourier mode, N−1(ν,k) is the inverse
of the noise covariance matrix of the maps, Sfilt(ν,k)
is the expected signal vector in Fourier space, and σ2

Ψ
is the predicted variance of the filtered map. In this
work, we assume the cluster emission follows a projected
isothermal β-profile [49] with β = 1, written in cluster-
centric coordinates as,

T (θ) = T0(1 + θ2/θ2
c )
−1, (6)
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with θc being the angular core radius of the clus-
ter, which is taken as θc = 0.5′ throught this work.
The pkSZ results were found to be insensitive to the
choice of θc at higher noise levels [23], however we did
not test this effect for the SPT-3G data because the sig-
nificance of detection of the pkSZ signal will not increase
in a significant manner in comparison with [23] due to
the instrinsic limit that come from photometric
redshift uncertainties, as shown in Section V B. The
expected signal template in the matched filter is the con-
volution of this β-profile, the instrumental beam, and
map filtering.

We can estimate the variance of the filtered map from,

σ2
Ψ =

[ ∫
d2kS†filt(ν,k) · N−1(ν,k) · Sfilt(ν,k)

]−1

. (7)

We assume the noise is stationary, allowing the noise co-
variance matrix of the maps N(ν,k) to be expressed as
a symmetrical Nν ×Nν matrix at each value of k, where
the diagonal elements are the auto-power spectra of ev-
ery frequency map and the off-diagonal elements are the
cross-spectra between the different frequencies.

The filter is built such that T̂0, an estimate of T0, is
extracted when centered on the cluster at position n̂0 as

T̂0 =

∫
d2n̂ Ψ(ν, n̂− n̂0) · T(ν, n̂), (8)

where T(ν, n̂) represents the vector of the temperature
maps at different observed frequencies.

We use three different matched filters in this work for
different purposes. The first filter is a minimum vari-
ance multi-frequency matched filter (MF-MF) with the
95, 150, and 220 GHz maps from SPT-3G. The second
filter is a constrained minimum variance version (MF-
tSZ), with the non-relativistic tSZ effect nulled, following
[50]. Thirdly, following [23], we build a single-frequency
matched filter for the 150 GHz map (MF-150GHz); the
150 GHz map has the lowest noise level of the three fre-
quency bands at 3.9µK-arcmin.

C. Redshift-dependent foregrounds

Over an extended redshift range, the redshift evolu-
tion of tSZ signal and cosmic infrared background (CIB)
emission can potentially introduce a redshift-dependent
bias in the estimated temperatures. To mitigate any such
redshift-dependent effects, we estimate the mean mea-
sured temperature as a function of redshift and subtract
this mean temperature from the matched-filtered tem-
perature values T̂0(n̂i), as

T (n̂i) = T̂0 (n̂i)−
∑
j T̂0 (n̂j)G (zi, zj ,Σz)∑

j G (zi, zj ,Σz)
. (9)

The smoothed temperature at zi is calculated from the
weighted sum of contributions of clusters at redshift
zj using a Gaussian kernel G (zi, zj ,Σz) = exp[−(zi −
zj)

2/(2Σ2
z)]. For this analysis, we choose Σz = 0.02 re-

sulting in a smooth temperature evolution. The choice
of Σz does not impact the result in any significant way
[19, 23].

D. Analytical modeling of the photo-z uncertainties

Redshift uncertainties are the dominant source of er-
ror in the calculation of the separation distance between
cluster pairs. The redshift errors, σz, leads to a rms un-
certainty in the comoving distances, σdc = cσz/H(z) [23].
For the sample used in this work we find σdc ' 80 Mpc.
Redshift errors completely dilute the signal at r � σdc ,
the signal is significantly reduced on scales r ∼ σdc , and
the signal from cluster pairs with r � σdc is unaffected.
Following the prescription from [23], we account for the
smoothing due to the uncertain distances by multiplying
the pairwise kSZ template in Eq. 2 by an exponential
term to suppress the signal at small scales:

TpkSZ(r, a) = τ̄e
v12(r)

c
TCMB×

[
1−exp

(
− r2

2σ2
r

)]
. (10)

As in [23], we take the smoothing scale to be σr =
√

2σdc .
We test the analytic approach with simulations and find
good agreement as shown in Fig. 3.

E. Covariance matrix

We estimate the covariance matrix of the binned pkSZ
measurement directly from the data using two resampling
techniques.

• Jackknife: The jackknife resampling technique
(labelled ‘JK’ in equations) consists of measuring
the pkSZ signal by splitting the cluster catalogue
into NJK subsamples, removing one of them, and
recomputing the pkSZ amplitude from the remain-
ing NJK − 1 subsamples. This process is repeated
until every subsample has been discarded once from
the measurement. Then we estimate the covariance
matrix as

ĈJK
ij =

NJK − 1

NJK

NJK∑
α=1

(T̂αi − T̄i)(T̂αj − T̄j), (11)

where T̂αi is the pairwise kSZ signal in separation
bin i and jackknife realization α, of mean T̄i. For
our main analysis, we use NJK = 1,000 subsamples.

• Bootstrap: The bootstrap method (indicated by
‘BS’ in equations) consists of randomly drawing
with replacement an equal number of clusters, and
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FIG. 3. A comparison between the analytical model (solid
red line) of the mean pairwise velocity v12(r) compared to
one obtained through simulations described in Section V A
(dashed green line), corrected with Eq. 10 to account for the
Gaussian photo-z errors of the clusters of σz ∼ 0.01, similar
to the one measured for the DES cluster catalog. The wider
shaded blue area shows the expected error bars from the pkSZ
reconstruction for 2 years of SPT-3G temperature maps. The
simulated cluster sample contains N=22,923 clusters within a
mass range of 0.6 < M500c/1014M� < 4 between redshifts of
0.1 < z < 0.8. The grey shaded region indicates separations
r < 40 Mpc, where the analytical model breaks due to the
non-linear regime.

recomputing the pkSZ signal for each random draw.
This process is repeated NBS times, and the covari-
ance matrix ĈBS

ij estimated as:

ĈBS
ij =

1

NBS − 1

NBS∑
α=1

(T̂αi − T̄i)(T̂αj − T̄j). (12)

Here i and j refer to the separation bin, T̂αi is the
estimated pkSZ signal in bin i for the α random
sample, and T̄i the average pkSZ value across all
samples. The bootstrap method is expected to need
more random samples than the jackknife method
to converge due to random sampling. As a re-
sult, it is more computationally expensive. We use
NBS = 10,000 samples when reporting results with
the bootstrap covariance.

The baseline covariance matrix in this work is esti-
mated using the jackknife subsampling technique with
1,000 subsamples, and the correlation matrix derived
from it is shown in Fig. 4. As a test of robustness, we also
show selected results when the covariance is estimated
from a different number of subsamples or the bootstrap
technique. We show in Fig. 5 a comparison of the pkSZ
error bars calculated from the two methods. Both estima-
tors have clearly converged and show minimal differences
in the covariance values between NJK =1,000 or 2,000,

and NBS = 4,000 or 10,000. The bootstrap estimator
yields larger uncertainties at small separation distances,
however the differences are within allowable tolerances
for the current signal-to-noise.
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FIG. 4. Correlation matrix of the pkSZ measurement shown
in Fig. 6 calculated with 1,000 jackknife subsamples. The
higher distance bins show more correlation because on average
we encounter the same clusters more times.
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bootstrap (BS) covariance estimators for 1000/2000 subsam-
ples and 4000/10000 resamplings, respectively. The error
estimate is stable across the different methods and number
of subsamples/resamples. We construct this figure from the
SPT-3G + DES-Y3 data.

For the inverse of the covariance, we use the estimator

C̃−1 =
N −Nbins − 2

N − 1
Ĉ−1 (13)

where N is the number of jackknife or bootstrap sam-
ples used to compute the covariance matrix ĈJK/BS, and
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Nbins is the number of comoving separation bins. This
correction factor is needed because the empirically deter-
mined inverse covariance matrix Ĉ−1 is a biased estima-
tor of the true inverse covariance matrix C−1 as shown
in [51].

F. Model fitting and statistical significance

We fit the measured pkSZ signal to a one parameter
model, scaling the analytical template given by Eq. 10 by
the unknown average optical depth of the cluster sample
τ̄e. We then compute the statistical significance of our
measurement in two different ways:

1. The main results will be presented by obtaining the
best-fit τ̄e and its uncertainty by minimizing the χ2

as

χ2(τ̄e) = [T̂pkSZ − TpkSZ(τ̄e)]
†C̃−1[T̂pkSZ − TpkSZ(τ̄e)].

(14)

The signal-to-noise ratio S/N is then computed
with S/N = τ̄e/στ̄e , where στ̄e is given by χ2(τ̄e ±
στ̄e)− χ2

min = 1.

2. To complement the previous significance, we also
assess the signal significance by calculating the χ2

with respect to the null-signal hypothesis:

χ2
0 = T̂ †pkSZC̃

−1T̂pkSZ. (15)

We estimate the probability-to-exceed the observed
χ2

0 (PTE) by comparing it to the cumulative distri-
bution function (CDF) of the χ2 distribution. The
PTE provides one estimate for how likely it is that
the data could result from a noisy measurement of
zero pkSZ signal.

We expect the template fit to yield a higher statistical
significance than the null-signal procedure due to the fact
that the first one includes the additional information of
our analytic template, whereas the latter one makes no
assumptions about the expected signal shape.

V. SIMULATIONS

A. Simulations of the mm-wave sky

In order to validate and test the accuracy of our anal-
ysis pipeline, as well as to estimate the impact of sys-
tematic effects, we use realistic realizations of the mil-
limeter wavelength sky from the MDPL2 Synthetic Skies
suite [Omori, in prep.]. The simulated skies are gener-
ated by pasting astrophysical effects onto the halo light-
cone from the MultiDark Planck 2 N -body simulation

[52]. The astrophysical modeling in the simulation has
been calibrated using observational data and external hy-
drodynamical simulations. Outlined below are the main
components of the simulated microwave sky.

• The dark matter density field is used to gravita-
tionally lens the CMB sky.

• The tSZ signal from each dark matter halo is added
based on the [53] electron thermal pressure profile
that was calibrated on the hydrodynamical BA-
HAMAS simulations suite [54].

• The kSZ effect is added in a similar way. The same
[53] gas profile is used to estimate the electron num-
ber density, which is multiplied by the line-of-sight
velocity to obtain the kSZ signal from the halo.

• The cosmic infrared background (CIB) from dust-
enshrouded galaxies is simulated by first assigning
star formation rate and stellar mass to each indi-
vidual halo using the UniverseMachine code [55].
With that information, the bolometric infrared lu-
minosity is inferred from [56], and then converted
to flux density assuming the shape of the spectral
energy distribution to be a modified blackbody.

• We add instrumental noise to the simulations, as-
suming white noise levels of 7, 5, and 20 µK-arcmin
at 90, 150, and 220 GHz, respectively. These noise
levels are similar to the real data maps at the an-
gular scales of interest, 3000 < ` < 5000.

The mock cluster catalog is generated by first mapping
the redMaPPer clusters richness λ to the mass within
a spherical region with an average density of 500 times
the critical density M500c according to the weak lens-
ing mass calibration from [57], and then by selecting the
objects in the MDPL2 halo catalogue that lie in this
mass range. Within the SPT-3G footprint, the simu-
lated cluster sample contains N=22,923 clusters within a
mass range of 0.6 < M500c/1014M� < 4, which is similar

to the 10 < λ̃ < 60 richness range from the DES cluster
catalog that we will use in our real dataset.

B. Pipeline validation

We now use the simulation suite introduced above to
explore the sensitivity of the pairwise kSZ estimator to
the presence of contaminating signals and the noise level
in the data set.

We check how the instrumental noise level of the 150
GHz map affects the recovered pkSZ signal, as well as
the impact of photometric redshift uncertainties σz on
the measured kSZ amplitude and report our findings in
Table I. We extract the temperature at the clusters’ posi-
tions for this test using the single frequency matched fil-
ter and use the same range of scales as the one adopted
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Noise level (µK-arcmin) S/N (σz = 0) S/N (σz = 0.01)

18 7.8 3.8

5 10.4 3.9

TABLE I. Impact of the 150 GHz map instrumental noise
levels on the S/N of pkSZ. We see how lowering the map
noise level increases the detection significance of the signal,
but the photometric redshift error σz dominates the signal.
These results are obtained by including all the cosmological
and foreground components (CMB, tSZ, CIB) with the noise
levels noted on the first column.

for the real analysis described in Section IV A. As ex-
pected, we find that decreasing the instrumental noise
levels translates to an increased detection significance;
however, when we include the redshift errors (σz > 0)
the significance level does not improve. This indicates
that redshift uncertainties pose an intrinsic limit to this
analysis. We also choose a noise level of 18 µK-arcmin
to approximate the noise level from the SPT-SZ CMB
maps used in the analysis of [23]. They estimated a sig-
nal from a different set of simulations [58] at 3.7σ, with
a mass range of 0.9 < M500c/(1014M�) < 4. We ob-
tain within the same mass range a S/N of 3.8σ, agreeing
with their estimates and giving us confidence in the sim-
ulations that we are using. The 5 µK-arcmin corresponds
approximately to the current noise levels of the 150 GHz
map with one year of the SPT-3G data. From now on,
we will use σz = 0.01 since it is approximately the root
mean square photo-z error for the DES cluster catalogue
(see Section III B).

We also investigate the impact of different foregrounds
on the statistical uncertainties by running the extraction
pipeline on maps that have primary CMB, tSZ, and CIB
set to zero one by one, while keeping the rest of the fore-
grounds unchanged for the 150 GHz map. Removing the
foregrounds clearly helps to improve the signal as shown
in Table II. In particular, the removal of tSZ results in
an increase in the S/N ratio by 25%. To remove the con-
tamination from cluster tSZ signal, we explore the use
of multifrequency matched filters (MF-MF), including a
version in which the particular frequency dependence of
the tSZ is used to deproject it explicitly (MF-tSZ). This
deprojection, however, comes with a noise penalty that
may be larger than the tSZ contamination itself, partic-
ularly for lower-mass clusters.

Finally, we also artificially increase the CIB signal
power by a factor of 5 in the noise covariance used for the
multi-frequency matched filter with and without tSZ de-
projection (MF-tSZ-CIB and MF-MF-CIB, respectively)
in an attempt to reduce its effect as shown in [59]. We
tested a mix (Mixed Sample) of the cluster signal where
the low-mass clusters (0.6 < M500c/1014M� < 1) are ex-
tracted from the single frequency matched filtered 150
GHz map (N=14,321), while the high mass clusters’
(1 < M500c/1014M� < 4) temperatures are extracted
from the tSZ deprojected multifrequency matched fil-

Foreground removed S/N

tSZ 4.8

CMB 5.3

CIB 4.3

TABLE II. Effect of different foreground removals on the 150
GHz map on the S/N of pkSZ, where all the results are higher
than the 3.9σ found in Tab. I. For these results we fix the
noise levels to 5µK-arcmin and include photo-z errors with
σz = 0.01.

Method Simple sample Mixed sample

MF-MF 3.6 3.4

MF-tSZ 4.0 3.8

MF-tSZ-CIB 3.6 3.8

MF-MF-CIB 3.2 3.2

TABLE III. Effect on the pkSZ S/N of the CIB subtraction by
increasing its power in the covariance matrix for the matched
filter construction. MF-MF stands for matched filter multi-
frequency, MF-tSZ stands for matched filter with a tSZ depro-
jection, and -CIB stands for a CIB reduction following [59] for
each of the previous matched filters. The simple and mixed
sampled are described in the last paragraph of Section V B.

tered map (N=8,602). We obtain similar significance
levels with all the different matched filters and cluster
samples, with results shown in Table III. Since the sig-
nificance levels are similar, we will not try to suppress
the CIB in the SPT-3G data.

VI. PAIRWISE KSZ MEASUREMENT

A. Pairwise kSZ signal from SPT and DES

The pairwise kSZ measurement from SPT-3G maps
and the full DES Year-3 redMaPPer cluster catalog in the
10 < λ̃ < 60 richness range (N = 24, 580) is presented in
Fig. 6. This result has been obtained by combining the
temperatures extracted from the tSZ deprojected map
for high richness clusters (30 < λ̃ < 60) and tempera-
tures extracted from the matched filtered 150 GHz map
for lower richness clusters (λ̃ < 30). As discussed in
Section IV F, we estimate and report a detection at a
significance of 4.1σ. The result of the fit to the analyti-
cal pairwise kSZ template yields a cluster catalog mean
optical depth of

τ̄e = (2.97± 0.73)× 10−3. (16)

The corresponding correlation matrix between different
radial separations is shown in Fig. 4. [23] found τ̄e =
(1.37 ± 0.41) × 10−3 for the same richness range and
28, 760 clusters using SPT-SZ and the DES-Y1 cluster
catalog, which is ∼ 2σ lower than the value we find. An-
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other previous analysis [24] found τ̄e = (0.69 ± 0.34) ×
10−4 for a mass range of 1 < M200c/1013M� < 1.6.
The average mass of these clusters is an order of magni-
tude less massive than the estimated mass of our catalog
0.6 < M500c/1014M� < 4, thus finding a higher value of
the τ̄e in our analysis is consistent.

As noted earlier, the total significance of the
pkSZ detection in this work (4.1σ) is similar to
that from [23] (4.2σ), despite a large improvement
in CMB map noise. As discussed in Sec. V B,
this is because the redshift uncertainties pose an
intrinsic limit to the analysis.

As a consistency check, we compare the detection sig-
nificances obtained using the alternative matched filters
introduced in Section IV B. We first apply these matched
filters to the SPT-3G maps to extract the temperature at
the clusters’ positions and then we reconstruct the pair-
wise kSZ for each of them. The results of the fits to the
analytical pkSZ template are displayed in Tab. IV. As
can be seen, all the τ̄e values are well within the 1σ sta-
tistical uncertainties of each other and the corresponding
detections shift by less than 0.5σ.

Finally, we explore how the detection is affected by a
higher low-mass threshold by repeating the analysis for
the richness range 20 < λ̃ < 60. The results of this test
are reported in the right column of Tab. IV, where we can
clearly see that the significance of the detection has de-
creased greatly due to the limited number of clusters that
fall in this richness range, thus increasing the estimated
errors on the measurements.
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FIG. 6. We detect the pkSZ signal at 4.1σ, using the co-
variance estimated with the jackknife method and 1,000 sub-
samples. As described in Section IV E, the 150 GHz SPT-3G
map is used for low-richness clusters (λ ≤ 30) while a multi-
frequency matched filter tSZ-free map is used for high-richness
clusters (λ > 30). The recovered mean optical depth of the
cluster sample is τ̄e = (2.97± 0.73)× 10−3. The grey shaded
region indicates the scales (r < 40) Mpc where the analytical
model breaks due to the non-linear regime.

Method 10 < λ̃ < 60 20 < λ̃ < 60

(N = 24, 580) (N = 5, 797)

MF-150GHz 3.08± 0.75 (4.1) 2.39± 1.65 (1.4)

MF-MF 2.85± 0.89 (3.2) 2.16± 2.13 (1.0)

MF-tSZ 3.72± 1.15 (3.2) 2.61± 2.03 (1.3)

Mixed 2.97± 0.73 (4.1) 2.66± 1.65 (1.6)

TABLE IV. The mean optical depth τ̄e × 103 and the S/N
of each one in parenthesis, for two main richness cuts taken
on the DES catalog for this analysis. The different meth-
ods to extract the temperature at the clusters’ positions are
explained in Section V B. MF-150GHz stands for a matched
filter for only the 150GHz temperature map, MF-MF stands
for matched filter multifrequency, MF-tSZ stands for matched
filter with a tSZ deprojection, and Mixed stands for the mixed
catalog of low mass clusters coming from the MF-150GHz and
higher mass clusters coming from the MF-tSZ. The baseline
result of the paper is highlighted in bold.

B. Null tests

We run a suite of null tests that check whether the
signal present in the data has statistical properties con-
sistent with the pairwise kSZ effect

• Sign-flip: For this test, we replace the minus sign
inside the sum in the estimator in Eq. 4 with a plus
sign to remove sensitivity to the pkSZ signal.

• Position-shuffling: By randomly shuffling the
redshifts of the clusters while keeping their ex-
tracted temperatures unchanged, we null the pair-
wise signal by making cij maximum on clusters that
are not under the gravitational influence of each
other.

• Temperature-shuffling: We randomly shuffle the
clusters’ extracted temperature without changing
their position, keeping the same cij for the estima-
tor and thus removing the pairwise signal from the
clusters.

As shown in Fig. 7, the null tests remove the pairwise
kSZ signal, leaving a mean-zero signal with correlated
uncertainties as encoded in the covariance matrix. To
quantify the result of these tests, we calculate the re-
duced χ2 for each bootstrap resample in each test, and
we quote the probability-to-exceed (PTE) as the fraction
of bootstrap resamples with reduced χ2 > 1. We obtain
PTEs of 76%, 48% and 62% for the sign-flip, distance
shuffling and temperature shuffling respectively, with a
mean reduced χ2 ∼ 1 for each of the tests. These null
tests are consistent with no detection, giving us confi-
dence in our measurement of the pairwise kSZ effect.

We also use the null test bootstrap resamples as a check
of our formal estimate of the uncertainty on τ̄e. We dis-
play the distribution of bootstrap resamples for the sign-
flip test in Fig. 8; the distributions for the other tests look
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similar. The estimated error of the mean optical depth
from real data is comparable with our null tests errors
within ∼20%, which gives us confidence on the accuracy
of the measurement.
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FIG. 7. Null tests for the SPT-3G + Full DES catalog pkSZ
measurements. All the null-tests yield a reduced χ2 ∼ 1 and
their PTE values are reported in the legend. The black points
are the data points measured of the pkSZ signal for our base-
line analysis. The points are offset in comoving separation for
visualization purposes.
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FIG. 8. Histogram of 1,000 bootstrap resamples for the sign-
flip test estimating τ̄e, comparing them to the baseline result
of τ̄e shown in the dashed black line, with the grey region rep-
resenting the 1σ uncertainty. This histogram shows us how a
resampling of null tests produces an estimated Gaussian error
for the τ̄e of στ̄e = 0.61× 10−3, which is a ∼20% difference to
the one obtained for the real data of στ̄e = 0.73× 10−3.

C. Systematics tests

We test some systematics that could influence our mea-
surement of the pkSZ signal in order to quantify any im-
pact on our analysis and subsequent measurements.

• Mass scatter: In order to match the mass range
from simulations, where the masses of clusters are
known, to the optical cluster catalog that is selected
in richness, we need a good understanding of how
to obtain an accurate representation of the mass
ranges under analysis. This is of particular inter-
est because the analytical model in Eq. 3, which is
used to infer the clusters’ optical depth, depends on
the mass range of interest and changing the typical
cluster mass could significantly bias this result. In
this work we have selected the simulation sample
using the relation shown in [57]. However, we need
to take into account that these are estimated mea-
surements, therefore a scatter in the cluster mass
of the optical data can occur. To model this scat-
ter, we draw mass errors from a normal distribution
with width σln(M) = 0.3, which is an underestima-
tion of the scatter at low richness for a Gaussian er-
ror model given the significant projection effects in
the DES sample [45, 60–62], but it gives an idea of
how significant the mass scattering can be. We then
use these errors to compute the pkSZ signal from
the simulations, obtaining an average decrease on
the signal detection to 2.5σ on the simulation cata-
log for the mass range of 0.6 < M500c/1014M� < 4.
This implies that the measured pkSZ significance
might be ∼ 1σ lower than it could be due to this
effect.

• Mis-centering: The measured pkSZ signal can be
diluted due to the fact that the clusters’ positions
estimated from the optical survey catalog might
not coincide with the location of the cluster kSZ
signal. This mis-centering has a larger impact on
clusters that are not fully relaxed or are merging,
where the potential minimum is not located on the
brightest cluster galaxy, or where this galaxy has
been misidentified by the redMaPPer algorithm.
The impact of mis-centering has been tested be-
fore [23], where two different mis-centering models
[46, 63] were tested and identified a reduction of
∼ 10% of the pkSZ significance. Although for our
confidence levels it does not produce a significant
impact, it should be considered for future spectro-
scopic redshift catalogues.

D. Estimating the optical depth from the thermal
SZ effect

In addition to the bulk velocity of electrons, the elec-
trons’ random thermal motion imprints a signature on
the observed CMB through inverse-Compton scattering,
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the thermal Sunyaev-Zel’dovich (tSZ) effect [e.g., 4, 64].
The magnitude of the tSZ effect produced along a line-of-
sight n̂i can be quantified by the Compton y-parameter
[65],

y(n̂i) =

∫
d` ne

kBTe
mec2

σT , (17)

where kB is the Boltzmann constant, me is the mass of
the electron, and Te is the electron temperature. The tSZ
effect induces a frequency-dependent shift of the observed
CMB temperature, which in the non-relativistic limit can
be written as:

∆T

TCMB
= g(ν)y, (18)

with g(ν) = x e
x+1
ex−1 − 4, and x = hν/(kBTCMB). The fre-

quency dependence of the tSZ effect is such that the effect
appears as a temperature decrement at lower frequencies
than ∼ 218 GHz, while being completely null at that fre-
quency value [4]. Since the tSZ is directly related to the
electron pressure (number density of electrons times the
electron temperature) of the cluster, the signal becomes
stronger for more massive clusters.

We build a y-map by performing an internal linear
combination (ILC) [66] on the 90 GHz, 150 GHz, and
220 GHz temperature maps from SPT-3G. This y map
is preliminary and has not been fully optimized, but we
are primarily concerned with the mean value of cluster
optical depth, and a non-optimized y-map will mainly
result in elevated variance, and not bias, in the optical
depth measurement. Using this y-map, we stack all our
clusters and extract the average y value through aperture
photometry. The aperture photometry filter is written in
real-space as

Ψ(θ) =


1 0 < θ < θr

−1 θr < θ <
√

2θr

0 elsewhere

, (19)

where θr is the characteristic filter scale. The aperture
photometry effectively reduces the noise on all scales that
are larger than the filter scale by subtracting the average
temperature in the outer ring from the average temper-
ature inside the disc of radius θr. In contrast to the
matched filter technique described in Section IV B, this
approach does not assume a specific model for the cluster
profile, however it requires that the cluster is contained
within the characteristic filter scale θr to avoid biases in
the temperature estimation.

We follow [28] and relate the mean y-value of the clus-
ters to the mean optical depth τ̄e according to:

ln(τ̄e) = ln(τ0) +mln(ȳ). (20)

For the signal-to-noise-maximizing filter scale of θr =
2.6′, [28] calibrated the coefficients to be ln(τ0) = −6.47
and m = 0.49.

The transfer function and beam applied to the SPT-
3G temperature maps described in Section III produce a
bias for object-based analysis such as aperture photome-
try [59]. To estimate this bias, we applied the same trans-
fer function and beam filters to the set of simulations in
Section V A. We compute the aperture photometry with
θr = 2.6′ to the recovered filtered y-map and the original
one. We then compute the τ̄e finding a 10% reduction of
the measured filtered value in comparison with the orig-
inal simulation y-map. Taking this into account, we find

τ̄e = (2.51± 0.55stat ± 0.15syst)× 10−3, (21)

where we estimate the statistical (stat) uncer-
tainty of this measurement by performing 1,000
JK resamples to the y-values of the clusters, while
the systematic errors are obtained by propagating
the uncertainty from the calibrated values (syst)
ln(τ0) and m, which are 2% and 6% respectively.

The Compton-y based estimate of the mean optical
depth is within 0.6σ of the pkSZ-derived estimate of
τ̄e = (2.97 ± 0.73) × 10−3. Future works will be able to
use the Compton-y estimate of the mean optical depth to
break the degeneracy between the optical depth and ve-
locity in the pkSZ signal, and significantly improve tests
of cosmology from the pkSZ effect.

VII. CONCLUSIONS

In this work, we measure the mean optical depth of the
DES-Y3 redMaPPer cluster sample in the 10 < λ̃ < 60
richness range and between 0.1 < z < 0.8 and find the
best-fit value to be τ̄e = (2.97± 0.73)× 10−3. The opti-
cal depth measurement is derived from a 4.1σ detection
of the pairwise kSZ effect. The SPT-3G and DES sur-
veys overlap over ∼ 1, 400 deg2 of southern sky, and after
cuts, there are 24,580 galaxy clusters from the DES-Y3
redMaPPer cluster sample within the SPT-3G survey re-
gion. We extract the CMB temperature shift at the lo-
cation of these clusters using a matched filter approach
to optimize signal-to-noise in the 150 GHz maps for the
low-mass end of the cluster sample (10 < λ̃ < 30), and
a constrained matched filter to zero the non-relativistic
tSZ effect for more massive clusters (30 < λ̃ < 60).

We validate the analysis using simulated data from
the MDPL2 simulation suite [Omori, in prep.]. We also
use these simulations to explore the limiting uncertain-
ties in the analysis, finding the major sources of uncer-
tainty in the current data set to be due to uncertain
cluster redshifts and, if not removed, the tSZ effect in
massive clusters. This result motivates the decision to
use a constrained matched filter to zero the thermal SZ
signal in clusters with a richness λ̃ > 30. There are
also non-negligible contributions from the primary CMB
anisotropy, cosmic infrared background, and instrumen-
tal noise.
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We test the robustness of the detection by repeating
the analysis using different methods of temperature ex-
traction, finding agreement between the recovered optical
depth and the S/N levels. We also found an agreement
on optical depth when increasing the minimum richness
(20 < λ̃ < 60), although with a lower significance on the
pkSZ signal due to fewer clusters in this cut. To pro-
vide further evidence of the robustness of our results, we
have conducted different null-tests where we artificially
remove any cosmological signal and found the recovered
pkSZ measurement to be consistent with zero.

Finally, we compare our result for the mean optical
depth of the cluster sample τ̄e from the pkSZ measure-
ment to one obtained based on the mean Compton y-
parameter as described in [28], finding the two estimates
agree within 0.6σ. This demonstrates the application of
using the observed thermal SZ signal to break the de-
generacy between the mean optical depth and velocity
for the pkSZ effect. The combination of upcoming CMB
and spectroscopic surveys is expected to yield high sig-
nificance measurements of the pkSZ signal.

By breaking the degeneracy with astrophysics using al-
ternative techniques like this, we can proceed to constrain
cosmological parameters using the pkSZ; however, for
this to occur a higher signal-to-noise of the pkSZ signal
is required. Assuming current SPT-3G CMB map noise
levels, we expect that future spectroscopic catalogues will
significantly reduce clusters’ redshift uncertainty, leading
to an increase of the pkSZ signal to ∼ 10σ. This will in-
crease further in future CMB experiments with higher
sky coverage and lower noise levels.
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de Amparo à Pesquisa do Estado do Rio de Janeiro,
Conselho Nacional de Desenvolvimento Cient́ıfico e Tec-
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cimarro, Phys. Rep. 367, 1 (2002), astro-ph/0112551.

[33] A. Diaferio, R. A. Sunyaev, and A. Nusser, ApJL 533,
L71 (2000), arXiv:astro-ph/9912117 [astro-ph].

[34] B. Soergel, A. Saro, T. Giannantonio, G. Efstathiou, and
K. Dolag, Monthly Notices of the Royal Astronomical
Society 478, 5320 (2018).

[35] R. Juszkiewicz, V. Springel, and R. Durrer, Astrophys.
J. Lett. 518, L25 (1999), arXiv:astro-ph/9812387.

[36] R. K. Sheth, A. Diaferio, L. Hui, and R. Scocci-
marro, Mon. Not. Roy. Astron. Soc. 326, 463 (2001),
arXiv:astro-ph/0010137.

[37] S. Bhattacharya and A. Kosowsky, Phys. Rev. D 77,
083004 (2008), arXiv:0712.0034 [astro-ph].

[38] R. Keisler and F. Schmidt, ApJL 765, L32 (2013),
arXiv:1211.0668 [astro-ph.CO].

[39] E.-M. Mueller, F. de Bernardis, R. Bean, and M. D.
Niemack, Astrophys. J. 808, 47 (2015), arXiv:1408.6248
[astro-ph.CO].

[40] J. A. Sobrin, P. A. R. Ade, Z. Ahmed, A. J. An-
derson, J. S. Avva, R. Basu Thakur, A. N. Bender,
B. A. Benson, J. E. Carlstrom, F. W. Carter, et al., in
Proc. SPIE, Proc. SPIE, Vol. 10708 (2018) p. 107081H,
arXiv:1809.00032 [astro-ph.IM].

[41] D. Dutcher, L. Balkenhol, P. A. R. Ade, Z. Ahmed,
E. Anderes, A. J. Anderson, M. Archipley, J. S. Avva,
K. Aylor, P. S. Barry, et al., Phys. Rev. D 104, 022003
(2021), arXiv:2101.01684 [astro-ph.CO].

[42] M. R. Calabretta and E. W. Greisen, A&A 395, 1077
(2002), arXiv:astro-ph/0207413.

[43] K. K. Schaffer, T. M. Crawford, K. A. Aird, B. A. Ben-
son, L. E. Bleem, J. E. Carlstrom, C. L. Chang, H. M.
Cho, A. T. Crites, T. de Haan, et al., Astrophys. J. 743,
90 (2011), arXiv:1111.7245 [astro-ph.CO].

[44] E. S. Rykoff, E. Rozo, M. T. Busha, C. E. Cunha,
A. Finoguenov, A. Evrard, J. Hao, B. P. Koester,
A. Leauthaud, B. Nord, M. Pierre, R. Reddick,
T. Sadibekova, E. S. Sheldon, and R. H. Wechsler, As-
trophys. J. 785, 104 (2014), arXiv:1303.3562.

[45] E. S. Rykoff, B. P. Koester, E. Rozo, J. Annis, A. E.
Evrard, S. M. Hansen, J. Hao, D. E. Johnston, T. A.
McKay, and R. H. Wechsler, Astrophys. J. 746, 178
(2012), arXiv:1104.2089 [astro-ph.CO].

[46] A. Saro, S. Bocquet, E. Rozo, B. A. Benson, J. Mohr,
E. S. Rykoff, M. Soares-Santos, L. Bleem, S. Dodel-
son, P. Melchior, et al., MNRAS 454, 2305 (2015),
arXiv:1506.07814.

[47] E. Rozo, E. S. Rykoff, A. Abate, C. Bonnett, M. Crocce,

C. Davis, B. Hoyle, B. Leistedt, H. V. Peiris, R. H. Wech-
sler, et al., MNRAS 461, 1431 (2016), arXiv:1507.05460
[astro-ph.IM].

[48] P. G. Ferreira, R. Juszkiewicz, H. A. Feldman, M. Davis,
and A. H. Jaffe, The Astrophysical Journal 515, L1
(1999).

[49] A. Cavaliere and R. Fusco-Femiano, A&A 49, 137 (1976).
[50] J. Erler, M. E. Ramos-Ceja, K. Basu, and F. Bertoldi,

Monthly Notices of the Royal Astronomical Society 484,
1988 (2019).

[51] J. Hartlap, P. Simon, and P. Schneider, A&A 464, 399
(2007), astro-ph/0608064.

[52] A. Klypin, G. Yepes, S. Gottlöber, F. Prada, and
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