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Liquid xenon-based direct detection dark matter experiments have recently expanded their
searches to include high-energy nuclear recoil events as motivated by effective field theory dark
matter and inelastic dark matter interaction models, but few xenon recoil calibrations above 100
keV are currently available. In this work, we measured the scintillation and ionization yields of xenon
recoils up to 426 keV. The experiment uses 14.1 MeV neutrons to scatter off xenon in a compact
liquid xenon time projection chamber and produce quasi-monoenergetic xenon recoils between 39
keV and 426 keV. We report the xenon recoil responses and their electric field-dependence for recoil
energies up to 306 keV; due to the low event statistics and the relatively mild field dependence, the
yield values at higher energies are reported as the average of xenon responses for electric fields be-
tween 0.2-2.0 kV/cm. This result will enable xenon-based dark matter experiments to significantly
increase their high energy dark matter sensitivities by including energy regions that were previously
inaccessible due to lack of calibrations.
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I. INTRODUCTION

Dual phase xenon Time Projection Chamber (TPC)
experiments have become one of the leading technologies
in searches for particle dark matter interactions, espe-
cially those expected of Weakly Interacting Massive Par-
ticles (WIMPs) [1–8]. A typical xenon TPC focuses on
the detection of nuclear recoils in the energy region of a
few keV to tens of keV, where most signals from standard
WIMP interactions are expected [9, 10]. However, de-
spite rapid improvement of experimental sensitivities in
this energy region over the past few decades, no definitive
evidence of dark matter interactions has been observed,
leading to diminishing parameter space allowed for the
standard WIMP model [11].

Recent years have seen a growing interest in expand-
ing the dark matter search energy range to include higher
energy events, up to hundreds of keV energy for nuclear
recoils, mainly motivated by the Effective Field Theory
(EFT) dark matter interaction [12, 13] and inelastic dark
matter interaction models [14]. EFT is a generalized ap-
proach to treat WIMP-nucleon interactions beyond the
simple spin-dependent and spin-independent couplings,
and thus allows for more possible dark matter interac-
tion modes to be experimentally tested. In this frame-
work, all WIMP interactions with protons and neutrons
that conform to conservation laws are considered, includ-
ing those involving the momentum and velocities of the
interaction particles. As demonstrated in [15], some of
these new EFT operators can lead to the relative suppres-
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sion of low-energy nuclear recoil signals following WIMP
scatters, which can cause such dark matter interactions
to evade detection in experiments that focus on the low-
energy regions only. Meanwhile, these WIMP interac-
tions can still produce detectable nuclear recoil signals
in the hundreds of keV energy region, which can be pur-
sued and tested in existing detectors. The inelastic dark
matter interaction model hypothesizes two nearly degen-
erate energy levels for the dark matter particles and can
demonstrate a similar suppression of low-energy nuclear
recoil interaction rates compared to those at higher en-
ergies [14].

A few experiments have explored these dark matter
interaction models and excluded new parameter space
beyond what had been previously studied [16–19]. Al-
though dark matter experiments typically target inter-
action energies below a few 10’s of keV, liquid xenon
TPCs can retain high signal acceptance for interactions
in higher energy regions and can readily expand their
dark matter search scopes.

Still, expanding dark matter searches to high energy
windows faces technical challenges, with the most im-
portant one being the uncalibrated detector responses in
the new energy regime. A xenon TPC collects both scin-
tillation photons and ionization electrons, which must
be converted to xenon recoil energy before the observed
events can be tested against dark matter-induced signal
models. The response of liquid xenon to nuclear recoils
has been extensively studied in the energy region up to
around 100 keV using neutrons to mimic dark matter in-
teractions [20]. For energies above 100 keV, however, few
calibrations exist, and existing measurements have not
adequately studied the effect of the electric field strength
at the interaction site. Since different experiments of-
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ten operate at different electric fields, it is necessary to
systematically study the field effects to accurately model
the detector response to high energy dark matter inter-
actions.

In this article, we report a calibration of liquid xenon
response to nuclear recoils between 39 keV and 426 keV.
To our knowledge, this is the highest energy xenon recoil
calibration result reported to date. In Sec. II we describe
the experimental setup and the measurement technique,
and in Sec. III we discuss the data analysis methods.
The scintillation and ionization yields of xenon recoils
extracted from the measurement are explained in Sec. IV,
and we conclude in Sec. V.

II. EXPERIMENTAL SETUP

A compact xenon Time Projection Chamber (TPC) is
used for this experiment. The active liquid xenon vol-
ume (� 38 mm × 25 mm) is enclosed in a 2.5 mm thick,
high-reflectivity PTFE cylinder to enhance the collection
of liquid xenon scintillation light (referred to as S1). The
PTFE cylinder consists of three segments separated by
two electric grids (cathode and extraction grid) and is
nested inside a field-cage that provides the required elec-
tric field for the TPC operation. The TPC anode grid
(grounded) is installed 5.75 mm above the liquid surface
to ensure a uniform electric field at the liquid surface and
in the gas. Ionization electrons produced by particle in-
teractions between the cathode and extraction grid are
drifted upwards to the liquid surface and subsequently
extracted into the gas phase, where they produce sec-
ondary electroluminescence photons (referred to as S2).
Four 1” (2.54 cm) Hamamatsu R8520-406 PMTs are in-
stalled right above the anode grid and a single 2” (5.08
cm) Hamamatsu R8778 PMT is installed ∼10 mm below
the cathode to collect the S1 and S2 light signals. An
additional grounded grid right above the bottom PMT
shields the PMT from the TPC high voltage in a sim-
ilar fashion that the anode shields the top PMT array.
A detailed description of the apparatus can be found in
[21].

In the first part of the experiment, a high voltage of
-12 kV was applied on the TPC extraction grid, lead-
ing to an extraction field of 7.2± 0.1 kV/cm (calculated
using COMSOL) and an average electron extraction ef-
ficiency of 97.5% [22]. The voltage was later lowered to
-11 kV (extraction field of 6.6 ± 0.1 kV/cm, extraction
efficiency 95.6%) to reduce the saturation risk of high
energy S2 signals. The TPC cathode voltage was set at
0.5kV, 1.9kV and 5kV below the extraction grid volt-
age in different data sets so the drift field dependence of
xenon recoil response can be evaluated. These cathode
voltages corresponded to drift fields of 200 ± 45 V/cm,
760± 56 V/cm, and 2000± 81 V/cm in the active xenon
volume.

Nuclear recoil events in the xenon TPC are pro-
duced by bombardments of 14.1 MeV neutrons from a

deuterium-tritium (DT) neutron generator (Thermo Sci-
entific P385). During most of the experiment, the DT
generator was operated at an output of 4.7e7 neutrons
per second. To produce a collimated neutron beam and
to reduce the radiation hazard from the high-energy neu-
trons, a customized neutron shielding structure was con-
structed. First, 8 inches of lead surrounds the neutron
emission spot to down-shift the off-beam neutron energy
via the (n,2n) interaction. A 2.54 cm diameter hole in the
lead shielding produces a narrow neutron beam perpen-
dicular to the DT generator and toward the xenon TPC.
The DT source and lead shielding are then surrounded
by a cube of borated water shielding (saturated Borax
water solution, 0.36% B) constructed with interlocking
water containers to moderate and absorb the off-beam
neutrons. Between the DT generator and the TPC, a
collimation hole was formed inside the water structure
using six sheets of 30% borated polyethelene with a 2.54
cm × 2.54 cm square hole aligned with the lead shielding
collimator to allow for neutron passage.

FIG. 1. Layout of the high-energy xenon recoil experimental
setup. The DT source (orange) is surrounded with a layer of
lead (black) and a borated water shield (240 cm × 190 cm
× 150 cm, light blue). A collimator (white) formed in the
shielding using borated polyethylene (purple) leads directly
from the DT neutron source to the xenon TPC (described
in text). Seven LS backing detectors (dark blue) are placed
at various locations surrounding the xenon TPC to detect
scattered neutrons.

As illustrated in Fig. 1, 7 Liquid Scintillator (LS) back-
ing detectors are positioned around the xenon TPC to
tag neutrons with scattering angles ranging from 36 to
162 degrees with respect to the collimated neutron beam.
For neutrons that undergo single scatters in the xenon
detector, the energy transfer from neutrons to xenon nu-
clei is kinematically constrained by the incoming neu-
tron energy and the scatter angle. Therefore, xenon re-
coils in the TPC that are in coincidence with a specific
LS detector will form a quasi-monoenergetic distribution,
with the energy spread rising from the finite size of the
xenon active volume and the LS detector volume. The
LS detectors in this experiment are placed at such angles
that xenon recoils between 39 and 426 keV energy can
be tagged. Because the elastic scatter cross section of
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14.1 MeV neutrons with xenon decreases at high scatter
angles, we placed the large-angle LS detectors closer to
the xenon TPC to enhance the event rates, at the cost of
slightly increased angular spread. The distance between
LS detectors and the xenon TPC ranged from 35.4 cm
at the 36 degree scattering angle to 17.3 cm at the 115
degree scattering angle. All LS detectors have a cylindri-
cal target volume of 10.2 cm diameter and 7.6 cm depth
coupled to a single PMT, and are filled with EJ-301 or
EJ-309 scintillator from Eljen.

The TPC and LS data acquisition system is triggered
by a 30 µs-coincidence between the LS trigger, defined
as the OR logic among all LS detector signals, and the
TPC trigger, defined as a three-fold coincidence between
the four top PMT signals. To reduce the random coinci-
dence trigger rate, each LS trigger threshold was set to
be near 10% of the maximum neutron energy deposition
in this backing detector, and the TPC trigger thresh-
old was set to be slightly higher than the amplitude of
a single ionization electron. For each trigger, we record
60 µs of continuous waveform for each TPC PMT and
LS detector output, starting from 30 µs before the trig-
ger time. Signals were digitized at 250 MHz by a 14-bit
Struck SIS3316 digitizer. A total of ∼50 hours of data
was acquired in this experiment.

III. DATA ANALYSIS

The recorded event waveforms are analyzed offline us-
ing a customized data analysis package that was adapted
from DAQMAN [23]. First the baseline is estimated for
each raw PMT waveform and subtracted, allowing the
PMT signals to be extracted. For the TPC PMT sig-
nals, the single photoelectron (SPE) peaks in the tail
of large pulses 1 are used to estimate the PMT gain as
an absolute calibration. For the LS detectors, relatively
low PMT gain values were used to avoid saturation of
high-energy neutron signals; as a result, no SPE cali-
bration could be obtained and we used a relative energy
calibration that placed the maximum neutron interac-
tion energy in different detectors at approximately the
same numerical value. Afterwards, pulses are identified
in the summed TPC channel, which is the summation
of all SPE-calibrated TPC waveforms, and in the indi-
vidual LS detector channels. For each identified pulse,
information including the pulse time, area, amplitude,
and pulse shape characterization parameters are saved
for analysis. Hundreds of events were manually scanned
to ensure proper pulse finding, and no significant effi-
ciency loss from pulse finding was observed for the lowest
energy events considered in this analysis.

1 Events with pulses that saturate the PMTs or the electronics are
excluded from the SPE calibration.

A. Neutron scatter event selection

For a recorded TPC-LS detector coincidence event to
be considered a valid neutron scatter candidate, it has to
satisfy the following event selection criteria:

• The TPC signal needs to be a single scatter nuclear
recoil within the active volume.

• Only one LS detector should observe a signal in
the coincidence time window, and the signal’s total
area and pulse shape discrimination (PSD) param-
eter must be consistent with a neutron interaction.

• The time difference between the TPC signal and
the LS signal should be consistent with the neutron
time of flight (TOF) between the two detectors.

Each candidate xenon TPC event is required to have
a valid S1 and S2 pair. S1 and S2 pulses are first iden-
tified using TPC pulse width and top-bottom asymme-
try classifiers (see [22] for more details). S1 scintillation
signals (width of ∼10s of nanoseconds from scintillation
de-excitation time) are typically much narrower than S2
ionization signals (∼microsecond width due to electron
transport in the gas phase of the TPC), allowing pulse
width characterization using the time difference between
10% of the pulse integral and 25% of the pulse integral.
Additionally, for the TPC used in this work, S1s origi-
nating from the drift region deposit ∼85% of their light
in the bottom PMT due to total internal reflection on the
xenon liquid surface, while S2s originating from the gas
phase deposit approximately half of their light in the top
and bottom PMT arrays. When more than one S2 pulse
is identified in an event, we require the first S2 to also be
the largest S2 in the event, and that the total pulse area
in the S1 and the first S2 should contain >80% of the
total TPC waveform area. This cut removes most neu-
tron multiple-scatter backgrounds while preserving valid
events in which secondary S2s are produced by the pri-
mary S2 through photoionization [24, 25].

The identified S1-S2 pair can then be used to estimate
the position of the interaction. Only events with a S1-
S2 time separation (aka, electron cloud drift time) that
corresponds to interaction positions between the TPC
cathode and extraction grid are accepted. The minimum
allowed drift time was chosen to be 3.5 µs to exclude in-
teractions occurring near or above the extraction grid.
The maximum drift time cut was set to exclude events
within a few millimeters of the cathode, with maximum
drift time cuts of 16.2, 13.7, and 12.0 µs used for data
with 200, 760, and 2000 V/cm drift voltage settings, re-
spectively. No radial position cut was applied in this
analysis, as both the S2 and S1 area for nuclear recoil
events were found to be uniform as a function of recon-
structed XY position. This uniformity is a result of fidu-
cialization already provided by the PTFE reflector inside
the TPC.

Nuclear recoil and electron recoil interactions in liquid
xenon lead to different energy partitioning between scin-
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FIG. 2. S2 vs. S1 pulse area distribution for all DT neu-
tron scatter candidates at all recoil energies for data with a
TPC drift field of 2000 V/cm and liquid extraction field of
6.6 kV/cm. All preliminary cuts have been applied except
the NR band cut. The black and red lines show the mean
and ±3σ range of the nuclear recoil band measured in TPC
trigger-only data, which is used as the nuclear recoil selection
band at this field configuration.

tillation and ionization energy channels [26]. We select
xenon nuclear recoil events in the active volume with a
band cut in the S1-S2 parameter space, as illustrated in
Fig. 2. Empirical cut values are derived for each TPC
drift field and extraction field configuration using high-
statistics nuclear recoil data triggered by the TPC only
(no coincidence with the LS detectors were required),
which conservatively retains >98% of all nuclear recoil
events in the TPC-BD coincidence data used for the pri-
mary analysis. Although this empirical nuclear recoil
band definition could be subject to biases from features
in the recoil energy spectrum, this effect may only mod-
ify the signal acceptance at the percent level and is not
expected to impact the evaluation of mean scintillation
and ionization yield values in this work.

Once a valid TPC signal is identified, we require that
one and only one prominent LS detector pulse is in co-
incidence with the TPC signal. When more than one
LS pulse is found in the coincidence window, the largest
pulse must account for >90% of the total energy recorded
in all LS detectors for the coincidence event to be con-
sidered usable. For the prominent LS pulse, two cuts
were then applied to select neutron-like signals. First,
the LS pulse area needs to reside within 10-110% of the
LS detector’s neutron pulse area distribution endpoint,
which was characterized separately for each LS detector.
Then, a pulse shape discrimination (PSD) parameter was
used to classify LS signals as gamma-like or neutron-like.
A PSD parameter measuring the prompt-to-total charge
ratio is used to characterize LS pulses, where the prompt
window is defined as the first 50 nanoseconds of the pulse.
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FIG. 3. Backing detector PSD vs. Time-of-flight parame-
ter for recoil events in LS backing detectors corresponding
to 75 keV (top) and 219 keV (bottom) xenon recoil energies.
The red lines show the TOF window and LS PSD parameter
cuts used to select primary nuclear recoil events, which form
a peak in the boxed regions. Gamma events form the top-
left populations with earlier arrival time and larger LS PSD
parameter (explained in text), while lower-energy secondary
scatter neutrons form the continuous distributions at larger
time-of-flight. These key features are broadly present and
similar at all recoil energies, with the primary nuclear recoil
peak reducing in intensity as the recoil energy increases and
cross section decreases.

As shown in Fig. 3, the LS PSD parameter is normalized
as the distance from the gamma PSD band mean in the
unit of the standard deviation of the gamma band for the
corresponding recoil energy. As a result, gammas always
have a mean PSD value of zero, and neutron events al-
ways have negative PSD values. For all recoil energies, an
LS signal is accepted as a neutron-like signal for PSD val-
ues <-4. This cut ensures that few prompt gamma events
contaminate the NR candidate event dataset while con-
servatively accepting >90% of neutron recoils in the LS
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detector for the selected energy range.
The final selection cut takes advantage of the different

traveling speeds for neutrons and gammas. At a kinetic
energy of 14.1 MeV, neutrons travel at a speed of ap-
proximately 5 cm/ns, which is several times lower than
that of gammas (around 30 cm/ns). Therefore, we can
use the time separation between the nuclear recoil inter-
action in the TPC (measured by the S1 time) and the
neutron detection time in the LS detector, defined as
neutron time-of-flight (TOF), to select true neutron co-
incidence events. Fig. 3 shows two example distributions
of LS PSD and TOF parameters for both neutron and
gamma coincidence events, where the gammas exhibit
larger PSD (∼0) and smaller TOF values while the neu-
tron population has smaller PSD (<-4) and larger TOF
values. The TOF separation between the gamma popu-
lation and the neutron population is 3.5-7 ns for different
LS detectors, consistent with the inter-detector distances
of 17.3–35.4cm. A TOF spread of ∼1ns was achieved in
this experiment through a linear interpolation between
subsequent digitizer samples.

A population of neutron events with larger TOF val-
ues than that expected of 14.1 MeV neutrons 2 is also
observed in Fig. 3. As the TOF value increases within
this population, the PSD value also becomes more and
more gamma-like, consistent with that expected for re-
duced energy neutrons. These events are explained as
spallation and inelastic scattering of the 14.1 MeV neu-
trons in the xenon target 3, for which the total cross
section is comparable to that of elastic scattering. Due
to the low elastic scattering cross section of 14.1 MeV
neutrons at angles greater than 90 degrees, the low en-
ergy neutron background begins to overshadow the single
scatter neutron population in the TOF distribution, as
illustrated in Fig. 3, bottom. In these cases, we define
the TOF cut based on the calculated TOF values, which
was verified to be accurate at the 0.1 ns level based on
comparison with the time-of-flights directly measured for
low-angle scatter events. The TOF window used in this
work is ±2σ from the central neutron TOF value. As
discussed in Sec. IV A, the systematic uncertainty due to
contamination of slow neutron interactions was evaluated
by varying the TOF cut values.

B. TPC signal collection efficiency

In this measurement, both the scintillation and ion-
ization signals produced by xenon recoils in liquid xenon
are collected as PMT pulses. To convert the measured

2 The maximum neutron energy transfer to xenon in a single scat-
ter is ∼420keV, which has a negligible effect on the neutron TOF
distribution.

3 It is worth noting that these interactions also produce gammas,
which contributed to a large fraction of the coincident gammas
detected in the LS detectors.

S1 and S2 pulse area to the number of primary photons
and electrons released at the interaction site, we need to
independently evaluate the collection efficiencies of scin-
tillation light and ionization electrons in the TPC.

For the ionization signals, the TPC has sufficient am-
plification gain to enable the definitive detection of sin-
gle ionization electrons for the neutron scatter events.
Fig. 4 shows an example distribution of single electron
(SE) pulse area recorded by the top PMT array at 7.2
kV/cm liquid extraction field, which can be well approxi-
mated as a Gaussian with a mean of 46.9 p.e. and a width
of 13.3 p.e. The bottom PMT observes a similar number
of photoelectrons for S2 pulses as the sum of the top four
PMTs, but the large pulse area concentrated in a single
PMT channel tends to saturate the readout electronics
especially for high-energy S2s. In addition, the bottom
PMT gain calibration exhibits a ∼10% uncertainty when
measured using photons following S2s of different areas.
For these reasons, we exclude the bottom PMT signals
from the S2 size evaluation.
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FIG. 4. Single electron area distribution in units of photo-
electrons. The single electron area is measured using the top
PMT array alone. The single electron size shown was mea-
sured during operation with the extraction grid voltage at -12
kV.

The detected number of ionization electrons calculated
from the S2 signal size and SE calibration suffers from
the electron loss to captures by impurities in the liquid as
well as the efficiency to extract an electron from the liquid
into the gas. Thanks to the small size of the TPC and the
continuous purification of the xenon through a hot get-
ter during detector operation, we find that the S2 signal
size is constant within uncertainties across the TPC drift
region. This suggests the electron loss to impurities is
at the percent level or smaller, which is subdominant to
our statistical and systematic uncertainties, and can be
neglected in this work. The electron extraction efficiency
is corrected for using values discussed in Sec. II.

To measure the detector’s efficiency for collecting scin-
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FIG. 5. S1 area vs. event drift time in the top (top plot) and
bottom (bottom plot) PMT arrays for full energy deposition
gammas from a 137Cs calibration run. As the drift time in-
creases, corresponding to events closer to the bottom of the
active volume, the top (bottom) PMT array sees less (more)
light. The reduced S1 area at drift times < 3.5 µs are events
in the extraction region, where a lower scintillation yield is
expected due to the stronger electric field.

tillation light, several external gamma sources, includ-
ing 133Ba (356 keV), 22Na (511 keV), and 137Cs (662
keV), were used. The gamma energies above were ex-
clusively used for this calibration because lower-energy
gamma rays are not able to penetrate into the active TPC
volume, while MeV-scale gammas would produce scintil-
lation pulses that can saturate the PMTs and electronics.
To avoid saturation of the electroluminescence-amplified
S2 signals, the TPC electron amplification field was set
to be just above the onset of electro-luminescence in the
gas phase and held constant for all calibration data runs.
While the TPC electron gain in these calibrations is dif-
ferent from that used for the neutron scatter measure-
ment, the scintillation light collection efficiency (LCE) is
an intrinsic property of the detector and can be measured

using the gamma source data.
Fig. 5 shows the S1 pulse areas observed by the top

and bottom PMTs for 137Cs gammas with full energy
depositions in the xenon TPC. Because photons emitted
in the liquid can undergo total internal reflection at the
liquid-gas boundary, most S1 light is collected by the bot-
tom PMT and only ∼16% is detected by the top PMT
array. A strong S1 dependence on the depth of interac-
tion is also observed (∼20% across the full drift region),
with more (fewer) photoelectrons collected by the bot-
tom PMT (top PMT array) for events near the cathode.
Prior to estimating the LCE with calibration data, we
used empirical polynomial functions to separately cor-
rect the top and bottom PMT S1 signal amplitudes to
remove the S1 area position dependence. The reference
point for this correction was chosen to be approximately
the middle of the active volume. The same correction is
also applied to the xenon recoil data.

To estimate the LCE after position corrections, we pro-
duced a Doke plot [27] by performing two-dimensional
Gaussian fits to the peak-of-interest in each gamma
source dataset. The LCE (denoted as g1 below) can then
be calculated using the following relationship between en-
ergy and observables:

E = W (nph + ne) = We/γ

(
S1

g1
+
S2

g2

)
(1)

where We/γ is the work function (fixed at 13.7 eV/quanta
for this analysis as measured in [28, 29]), nph is the num-
ber of scintillation photons produced, g2 is the electron
gain parameter, and ne is the number of ionization elec-
trons produced.
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FIG. 6. Doke plot composed of data points from gamma
calibrations. The blue shaded region shows the 1σ uncertainty
band on the line fit.

As illustrated in Fig. 6, the above expression can be
rearranged to yield an anticorrelated line between S1/E
and S2/E for different calibration sources with g1 as a
parameter that can be determined via a fit. The LCE was
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measured to be 0.108 ± 0.008 PE/photon for the xenon
TPC. The 137Cs and 22Na data points carry relatively
small uncertainties which are determined by the fit to
the endpoint. The 133Ba data point has larger uncer-
tainties due to two additional systematic effects. First,
the main 133Ba peak at 356 keV (62.1% intensity) over-
laps with the Compton shoulder. This uncertainty is
quantified by repeating the 2-D Gaussian fit while vary-
ing the lower-energy fit boundary. The second uncer-
tainty comes from possible contamination of a neighbor-
ing higher-energy peak at 383 keV (8.9% intensity). The
level of bias was estimated to be at the <1% level with
a NEST simulation assuming the detector’s conditions
during calibration.

C. Simulation of scintillation/ionization spectra

The TPC xenon recoil energy distribution in coinci-
dence with each LS detector is simulated using Geant4.
The DT source, lead and borated water shielding, xenon
TPC, and backing detectors are all modeled using the
BACCARAT simulation package [30]. All primary DT
Neutrons are generated with 14.1 MeV kinetic energy at
the DT source interaction point, and initial directions
are drawn isotropically within a cone of 1 degree angle
directed toward the collimation hole. Energy deposits in
the backing detectors and active xenon volume from the
primary neutron and subsequent particles produced in
each simulated event are recorded and stored for analy-
sis. Cuts equivalent to those described in Sec. III A are
then applied to the simulated data. Because LS pulse
shape is not implemented in the simulation, we require
energy depositions in the LS detectors to originate from
a neutron scatter.

The energy spectra from the simulation passing the
cuts are then used to generate S1 and S2 responses that
can be compared with the data. The number of photons
produced by a certain xenon recoil energy is sampled
from a Gaussian distribution with mean

µph = E × Ly(E) (2)

and standard deviation

σph = W
√
E × Ly(E) (3)

where E is the xenon recoil energy, Ly is the energy-
dependent light yield (number of photons produced per
unit of recoil energy deposited in the xenon), and W is
an empirical width parameter which models interaction
dynamics in xenon (such as electron/ion recombination
fluctuations and Fano statistics [31, 32]).

The light yield Ly in each dataset’s peak region is mod-
eled using two different methods. The first method sim-
ply treats the light yield as a constant for each coinci-
dence data set. This is a good approximation for most
xenon recoil energies when the peaks are relatively nar-
row, but overestimates the S1 spread for other coinci-

dence angles with broader energy distributions. To ac-
count for the energy dependence of the xenon recoil yield
for these broad peaks, we implement a second method
that models Ly in the form of Ly(E) = B × Eτ in the
vicinity of the peak energy, whereB and τ are free param-
eters in the model. The power-law form allows the xenon
recoil yield to vary modestly with energy without losing
generality, and this assumption is qualitatively consis-
tent with our measurement results presented in Sec. IV.
Although both methods agree within the model fit un-
certainties, the light and charge yield results from the
power-law form are presented below as they provide bet-
ter fits to the data.

The detected number of photoelectrons is then mod-
elled with a binomial distribution with the LCE proba-
bility measured in Sec. III B. The photoelectron count is
further smeared with the single photoelectron resolution
measured in data, with a relative width of σSPE = 58%.
Finally, the sampled photoelectron values are binned and
scaled with an overall normalization factor A before be-
ing compared to data.

The development of the S2 distribution model follows
the same procedure as above and also uses a power-law
form, only the light yield Ly(E) is replaced with Qy(E),
the LCE is replaced with EEE, and σSPE is replaced with
the measured single electron resolution σSE = 26.7%.

D. Fit methodology

The S1 and S2 distribution models are compared to
the measured data to extract the Ly and Qy yields as
a function of xenon recoil energy. This process uses a
Markov Chain Monte Carlo (MCMC)-based approach to
sample the Ly and Qy parameter space, determine the
best fit parameters, and estimate their uncertainties. We
use a likelihood function to quantify how well a given
model agrees with the measured data. Assuming each
bin in the data distribution is Poisson-distributed, the
log-likelihood function for a scintillation spectrum is

L (n|m(Ly (B, τ) ,W,A)) =

N∑
j=1

nj lnmj − nj − ln (mj !)

(4)
where nj and mj are the jth values in the binned data
and model distributions, respectively. For the ionization
spectra analysis, Ly is replaced with Qy.

The best-fit model is determined by sampling the
model parameter space using the Metropolis-Hastings al-
gorithm. As the algorithm steps around the model’s pa-
rameter space, the most likely S1 or S2 model fit parame-
ters can be found by maximizing the likelihood function.
Once near the maximum likelihood, the Monte Carlo
component of each step will occasionally allow the algo-
rithm to step away from the maximum and explore the
neighboring parameter space, which is used to estimate
the uncertainty on the best fit model. The best fit value
for each parameter is calculated as the median of the
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FIG. 7. Measured S1 and S2 spectra for xenon recoil candidate events at different energies (black histogram), along with best
model fits (blue curve for 2000 V/cm drift field data, purple curve for field-averaged data). There is a downward S2 peak shift
for the field-averaged data due to the effective field being lower than 2000 V/cm. All recoil energy fits are performed in the
[−2σ,+2σ] range around the best fit Gaussian of the peak in data.

scanned values after the algorithm has converged, and
the uncertainty is reported as the 68% quantile spread
around the median. Each analysis was ran with 10000
steps, and the mean/uncertainty calculations ignore the
first 1000 steps while the fit converges.

IV. RESULTS AND DISCUSSIONS

The measured S1 and S2 spectra for xenon recoil en-
ergies up to 306 keV for the drift field of 2000 V/cm
(best fit models in blue curves) are shown in Fig. 7. At
high xenon recoil energies it was observed that the elas-
tic neutron scatter rates are significantly lower than the
prediction of Geant4 simulations or direct calculations

using evaluated nuclear data [33]. This rate deficiency is
also found to be present for some medium xenon recoil
energies with well-defined neutron TOF structures and
does not appear to originate from an efficiency loss as-
sociated with the analysis cuts. Due to low statistics at
379 and 426 keV recoil energies, data taken at all three
drift settings for these recoil energies were combined to
produce a single set of spectra, and the light and charge
yields are reported as field-averaged values. The best fit
models for these two energy points are shown in purple
in Fig. 7.

The fits are carried out only in the vicinity of the main
S1 and S2 peaks, from 2 standard deviations below the
peak mean to 2 standard deviations above. Prior to per-
forming the S1 (S2) fit, all events with an S2 (S1) size 3
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TABLE I. Summary of light and charge yields measured in this work as a function of neutron scattering angle/xenon recoil
energy. The reported recoil energy is the estimated recoil energy mean from simulation using a Gaussian fit. The reported
light/charge yield are the values calculated using the model’s best-fit Ly(E) and Qy(E) functions at the energy peak. The
Ly uncertainties shown in the table are the MCMC fit uncertainties. The Qy uncertainties shown in the table are the total
uncertainty from the MCMC fits and the variation in S2 size seen for different extraction voltages (explained in text). The
field-averaged column is the best fit value when analyzing the sum of all data at all drift and extraction voltage settings.

scattering recoil Qy Ly
angle
(deg.)

energy
(keV)

0.2
kV/cm

0.76
kV/cm

2.0
kV/cm

Field avg. TOF sys.
0.2

kV/cm
0.76

kV/cm
2.0

kV/cm
Field avg. TOF sys.

36 ± 1 39 ± 3 4.39+0.23
−0.33 4.63+0.52

−0.50 5.04+0.50
−0.48 - +5.3%

−2.7%
16.2+0.8

−0.7 15.2+0.5
−0.8 15.7+0.8

−0.7 - +5.5%
−2.3%

50 ± 1 75 ± 4 3.26+0.16
−0.16 3.54+0.17

−0.17 3.69+0.14
−0.14 - +1.6%

−1.4%
16.8+0.2

−0.2 16.4+0.2
−0.2 16.4+0.3

−0.3 - +1.9%
−1.3%

67 ± 2 109 ± 6 2.62+0.16
−0.16 2.87+0.15

−0.15 3.10+0.15
−0.15 - +4.3%

−2.3%
18.3+0.5

−0.4 18.3+0.5
−0.5 18.8+0.5

−0.4 - +3.5%
−0.5%

92 ± 2 219 ± 7 1.66+0.08
−0.08 1.82+0.09

−0.10 1.93+0.08
−0.08 - +6.4%

−1.8%
17.9+0.4

−0.4 17.7+0.3
−0.4 17.6+0.5

−0.4 - +2.2%
−0.1%

115 ± 3 306 ± 10 1.25+0.08
−0.08 1.45+0.13

−0.12 1.59+0.07
−0.07 - +2.0%

−1.2%
18.2+0.6

−0.5 16.1+0.7
−0.6 18.0+1.0

−0.8 - +6.4%
−3.0%

140 ± 2 379 ± 5 - - - 1.12+0.14
−0.14

+3.1%
−2.0%

- - - 15.7+0.9
−0.8

+8.0%
−3.1%

162 ± 2 426 ± 2 - - - 1.11+0.14
−0.13

+4.6%
−1.2%

- - - 18.5+1.3
−1.5

+4.9%
−10.0%

LCE systematic unc. - ±7.4%
EEE systematic unc. ±3.0% -

standard deviations below the mean are removed to miti-
gate low energy background contamination as illustrated
in Fig. 2. The same cut is applied to data shown in Fig. 7
for consistency.

For the 39 keV recoil energy, a good model fit can-
not be obtained due to the prediction of a larger-than-
observed low-energy background in the Geant4 simula-
tion. This background is due to neutrons that undergo
scattering in passive materials around the TPC in ad-
dition to an interaction inside the TPC. However, this
nuclear recoil energy coincides with the ∼39 keV reso-
nance of 129Xe and is predicted to have a reduced elastic
neutron scatter cross section. Given the lack of direct
nuclear interaction data and the large anticipated uncer-
tainty of the evaluated interaction cross sections for 14.1
MeV neutron scattering off xenon, we chose to remove
the multiple-scatter background in the simulation, which
is equivalent to increasing the elastic scatter cross section
at this energy, while carrying out the MCMC fit of the
signal model to the data. To evaluate the uncertainty
resulting from this approach, we model the S1 and S2
distributions at this energy as single Gaussians and cal-
culate the light and charge yields directly by dividing the
mean observed quanta (corrected with LCE and EEE) by
the kinematically calculated recoil energy. The difference
in the yield values between this approach and the MCMC
fit is treated as a systematic uncertainty that is added to
the fit uncertainty returned by the MCMC. The Gaussian
fit is presented as the best fit in Fig. 7.

A. Experimental uncertainties

Statistical uncertainties for the measurement results
are captured by the MCMC fit procedure as explained
in Sec. III D. Additional yield uncertainties at each recoil
energy can result from uncertainties in the placement of

the corresponding backing detector with respect to the
xenon TPC. The uncertainties of the measured backing
detector positions are used to evaluate the uncertainty
in the scattering angle, which is then propagated to an
uncertainty in recoil energy based on neutron elastic scat-
tering kinematics, as summarized in Table I.

For the light yield results, the uncertainty on the TPC
LCE, described in Sec. III B, applies equally to the re-
sults at all recoil energies. The charge yield estimates
have two main contributors to the overall uncertainty:
the electron extraction efficiency (EEE), and a discrep-
ancy in S2 size distributions measured at the same energy
but under different extraction field settings. For the mea-
surements at drift fields of 200 V/cm and 760 V/cm, data
was taken both before and after the change of operation
conditions amid the experiment, as described in Sec. II.
During this process, the TPC drift fields were maintained
at the same levels and the yield values are not expected
to change. Due to unknown sources, however, a discrep-
ancy of ∼4% in the charge measurements was observed
between the data before and after the voltage change
even with all efficiencies separately evaluated and cor-
rected for. As a result, the charge yields are reported as
the average values from both datasets, with the difference
treated as a systematic uncertainty. This additional un-
certainty is not applied to the light yield measurements,
as the S1 size is independent of the extraction field and
was not observed to shift after the voltage changes. The
final results of the ionization and scintillation yields are
summarized in Table I.

As explained in Sec. III C, the simulations only con-
sider a small fraction of the neutrons emitted in a narrow
cone by the DT source, and neutrons emitted at large an-
gles may scatter in the shielding materials and produce
a background. In addition, neutrons may scatter inelas-
tically with xenon or undergo (n, 2n) processes and still
produce coincidence events with lower energy neutrons
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FIG. 8. Light and charge yields for xenon recoils and their uncertainties measured as a function of energy in this work. Error
bars reflect the combined statistical and systematic uncertainties for each measured data point. The current predictions from
the NEST model are overlaid for comparison, as well as measurements from [34–41] as compiled in [20].

traveling to the backing detectors. To quantify these ef-
fects, the analysis was repeated using both a TOF cut
window [-2,0] ns around the estimated TOF mean, which
should have minimal low energy neutron background con-
tamination, and a TOF cut window [0,+2] ns around the
TOF mean, which could have a larger presence of low
energy neutron background contamination. The largest
differences in the estimated light and charge yield mea-
sured at different drift fields and in the field-averaged
data are propagated into the final result as a systematic
uncertainty.

B. Comparison of results to literature

The measured light and charge yield values as a func-
tion of xenon recoil energy in this experiment are sum-
marized in Fig. 8. The yield values predicted by NEST
v2.3.6 [42] and those reported by previous measure-
ments [20, 34–41, 43, 44] are also shown for comparison.

The light yield values are observed to have a relatively
mild dependence on xenon recoil energy in the energy
region studied. Our results are slightly higher than NEST
predictions below 109 keV, and agree with some past
measurements. Due to the measurement uncertainties,
we do not observe a significant dependence of the light
yield on the drift electric field, which is also consistent
with the predictions in NEST.

The charge yield measured in this work decreases as
a function of recoil energy across the entire 39–426 keV
energy range. Values measured in this work are in good
agreement with other measurements in overlapping en-
ergy windows. We comment that the continually de-
creasing trend in the charge yield can have an implication
for energy reconstruction of xenon nuclear recoil events.

Since the charge yield approximately falls inversely pro-
portional to recoil energy, the S2 size is almost stationary
for most energies above 200 keV, as can be seen in Fig. 7;
as a result, energy reconstruction for higher energy recoils
would rely primarily on the S1 size.

A modest increase of the charge yields at stronger
drift fields is observed. This trend is expected, as in-
creasing the drift field strength increases the probability
that ionized electrons will migrate away from the ion-
ized cloud and escape recombination. The amount of
increased charge yield as a function of drift field is also
in good agreement with NEST predictions.

V. CONCLUSION

We deployed a 14.1 MeV neutron beam to character-
ize the light and charge yields of xenon nuclear recoils in
a dual-phase xenon TPC. Liquid scintillator coincidence
detectors were placed around the xenon TPC at angles
between 36-162 degrees to tag neutron elastic scatters be-
tween energies of 39-426 keV in the TPC’s active xenon
volume. By selecting neutron elastic scattering candi-
dates using TPC and backing detector-based event se-
lection cuts and fitting the data with a simulation-based
detector signal model, we measured the light and charge
yield in liquid xenon as a function of drift field for xenon
recoil energies between 39 and 306 keV. By summing all
drift field data, field-averaged light and charge yields were
also measured for the 379 and 426 keV recoil energies.
This result will improve the accuracy of nuclear recoil
modeling in liquid xenon and enable new dark matter
searches to be carried out in the hundreds of keV energy
region in xenon TPC experiments.
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