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A measurement with high statistics of the differential energy spectrum of light elements in cosmic
rays, in particular, of primary H plus He nuclei, is reported. The spectrum is presented in the
energy range from 6 TeV to 158 TeV per nucleus. Data was collected with the High Altitude Water
Cherenkov (HAWC) Observatory between June 2015 and June 2019. The analysis was based on a
Bayesian unfolding procedure, which was applied on a subsample of vertical HAWC data that was
enriched to 82% of events induced by light nuclei. To achieve the mass separation, a cut on the lateral
age of air shower data was set guided by predictions of CORSIKA /QGSJET-II-04 simulations. The
measured spectrum is consistent with a broken power-law spectrum and shows a knee-like feature
at around F = 24.073% TeV, with a spectral index v = —2.51 & 0.02 before the break and with
v = —2.83 £ 0.02 above it. The feature has a statistical significance of 4.1¢. Within systematic
uncertainties, the significance of the spectral break is 0.8 0.



I. INTRODUCTION

Cosmic rays are mainly relativistic atomic nuclei that
impinge nearly isotropically on Earth from outer space
with energies that extend from a few MeV to some ZeV
[1-3]. Above 10'3 eV, cosmic rays can be studied indi-
rectly by means of air shower techniques [4-6], and below
10'% eV, with direct methods by using particle detectors
on board of balloons, spaceships and satellites [7, 8].

The energy region between 102 eV and 10! eV is the
frontier between the direct and indirect detection tech-
niques of cosmic rays. Historically, data have been diffi-
cult to obtain in this energy interval due to limitations
owing to both detection methods. In spite of that, early
experiments have found out that the differential energy
spectrum of cosmic rays in this energy regime can be
roughly described by a power-law E7 with a spectral in-
dex v ~ —2.7 and that it seems to be dominated by
hydrogen and helium nuclei [1, 3] at least up to 700 TeV
[9]. These observations appear to be consistent with the-
oretical models that assume the existence of a common
type of galactic source for TeV and PeV cosmic rays [10-
12], for example, supernova remnants [1-3]. Yet, they
can not rule out more complex astrophysical scenarios
that involve, for instance, the presence of local cosmic
ray sources [13, 14| or of a new population of cosmic ray
accelerators with cutoff energies of TeV [15-17]. Such
models usually predict fine structures in the energy spec-
trum of the all-particle and individual mass groups of
cosmic rays at TeV energies, whose existence can only be
tested with precise data and with high statistical power
measurements on the energy and composition of cosmic
rays.

In this regard, recent data provided by the satellites
DAMPE [18, 19] and NUCLEON |[20], as well as the ex-
tensive air shower (EAS) observatory HAWC [21] seem to
reveal that, in fact, the energy spectra of cosmic rays in
the TeV region show the presence of individual features
which cannot be fitted by a single power law.

First hints about the existence of fine structure in the
energy spectra of cosmic rays came from the balloon-
borne ATIC-2 [22] and CREAM [23] experiments, and
from early measurements carried out with the NU-
CLEON satellite observatory [24, 25]. The data from
these instruments seemed to point out the presence of
spectral breaks between 10 TeV and 40 TeV in the spec-
tra of H and He nuclei. However, those results were not
conclusive due to the lack of statistics. A clear indication
of a feature in the 10 TeV — 100 TeV range was provided
later by the HAWC observatory, which showed the ex-
istence of a break in the all-particle energy spectrum of
cosmic rays at around 46 TeV [21]. Just recently, the NU-
CLEON experiment, with more statistics, gave further
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support to the existence of breaking features in the pro-
ton and helium spectra at energies of around Z x 10 TeV
[20], respectively, while the DAMPE satellite experiment
[18, 19] provided significant evidence for individual knee-
like structures in the spectra of protons and helium nuclei
at ~ 14TeV and ~ 34 TeV, respectively. In addition, the
HAWC collaboration found a steepening in the energy
spectrum of the light mass group (H+He) of cosmic rays
close to 30 TeV [26]. The relation between these struc-
tures and the spectral break in the all-particle energy
spectrum at 46 TeV is still not clear, but future studies
on the different mass groups of cosmic rays, as in [20],
may throw some light on the issue.

In the present paper, we have updated the analysis per-
formed in [26] on the energy spectrum of light primaries
at tens of TeV. Since the appearance of [26] further im-
provements have been included in the study, such as the
employment of an updated set of Monte Carlo (MC) sim-
ulations of the HAWC detectors [27] and the usage of a
bigger experimental data set, which spans the period of
time from June 11th, 2015 to June 3rd, 2019. This re-
duced both statistical and PMT systematic uncertainties.
As in [27], the analysis procedure in this work is based on
an unfolding technique, which is applied on a large collec-
tion of data that has a high proportion of H and He nuclei
induced events (> 82% abundance). Mass separation is
done event-by-event using an energy dependent cut on
the lateral shower age parameter, derived from predic-
tions of the QGSJET-II-04 hadronic interaction model
[28] for different primary nuclei.

We have targeted the mass group of light elements, as
it is the most abundant component in the flux of cosmic
rays in the energy region of interest [1-3] and because it
is easier to separate with the present analysis technique.
The paper is organized in the following way: In section II,
we present the HAWC detector, the EAS reconstruction,
and the methods for the calibration of the primary en-
ergy and estimation of the lateral shower age. In section
ITI, we discuss the MC simulations used in our analy-
sis. Section IV gives the event selection criteria. Section
V describes the data, the mass separation and the re-
construction of the spectrum. The unfolded result and
a comparison with measurements of other experiments
come in section VI. Section VII discusses the result and
section VIII gives our conclusions from the work. Ap-
pendix A contains a description of the composition mod-
els used in this analysis. Appendix B provides a detailed
list of the statistical and systematic error sources. Ap-
pendix C describes systematic checks carried out to verify
our result.

II. THE HAWC OBSERVATORY
A. Experimental set-up

HAWC is a high altitude air shower observatory opti-
mized for studying the gamma-ray sky in the 500 GeV —
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FIG. 1. The lateral effective charge distribution of an EAS
event measured with HAWC on June 2, 2019. The estimated
energy, zenith angle and azimuth are log, 4 (Erec/GeV) = 5.05,
0 = 1.04° and ¢ = 202.24°, respectively. The gray dots repre-
sent the measured Qes per PMT in PE (photoelectron) units.
The vertical errors are the systematic uncertainties. The re-
sult of the fit with equation (1) is shown with a red line.
The corresponding fit parameters are shown; the number of
degrees of freedom is 1018.

100 TeV energy range. However, it can also work as a cos-
mic ray detector at primary energies from a few TeV up
to 1PeV [21, 29]. The observatory is located at 4100 m
a.s.l. on a plateau (19° N, 97° W) between the volcanoes
Sierra Negra and Pico de Orizaba in the east-central part
of Mexico [30]. Its location (at an atmospheric depth of
~ 640 g/cm?) allows HAWC to have high sensitivity to
hadronic EAS with energies in the TeV range. Since
the detector is close to the maximum of the air shower,
(Xmaz) ~ 560g/cm? for H (425g/cm? for Fe) at 1PeV
according to QGSJET-II-04 (see also [31]), the effects of
fluctuations are reduced and it is possible to determine
the primary energy with good precision.

For the detection of EAS, HAWC employs a dense ar-
ray of 300 water Cherenkov detectors (WCD), which cov-
ers a flat surface of 22,000 m? (~ 150 m x 150m). Each
WCD contains 4 photomultiplier tubes (PMTs) and al-
most 200,000 L of water. The PMTs are anchored at the
bottom of the WCDs and monitor the water above them.

B. Air shower reconstruction

During the passage of an EAS through the detector,
the relativistic particles of the shower produce Cherenkov
light in the WCDs, which induces pulses in the PMTs.
The signals are digitized and an effective charge Qg is as-
signed to each pulse. The detector is calibrated to obtain
uniform charge assignments and to correct for time de-
lays between detectors [30, 32]. The reconstruction soft-

ware uses data from PMTs with Qg below a maximum
calibrated value of ~ 10* PE to estimate various EAS ob-
servables of the event, such as arrival direction, shower
core position, the lateral distribution of deposited charge,
lateral shower age and primary energy [21, 27, 30]. In the
following subsections, we detail the estimation of the lat-
eral shower age and primary energy in HAWC.

1. Lateral shower age

The lateral shower age s is related to the shape of the
lateral distribution of an EAS and gives a measure of its
steepness. It is an important parameter for the study
of air showers as it depends on the distance from the
shower maximum to the observation point and is sensi-
tive to the primary mass. The lateral age was introduced
through the Nishimura-Kamata-Greisen (NKG) lateral
density distribution in the context of pure electromag-
netic cascades [33-35].

According to their relative age value, EAS can be clas-
sified into old and young showers [36]. Old showers have
large s values and flatter lateral distributions. They are
characterized by shower maxima at small atmospheric
depths. Young showers possess small values of s and
steeper lateral distributions, and are associated to EAS
which penetrate deeper in the atmosphere. On average,
heavy primaries tend to produce older showers than light
nuclei, while high energy primaries create younger EAS
than low energy ones.

In HAWC, the lateral age of EAS is obtained event-
by-event from a 2 fit with a modified NKG function,

m=a(®) (R o

to the lateral charge distribution measured by the PMTs
Qe (1) [27]. Here, r is the radial distance to the EAS axis
in the shower plane, 79 ~ 124 m is the Moliére radius at
the HAWC site and A is the amplitude of the function,
which is also a fit parameter. This lateral distribution
function, originally proposed for describing EAS initiated
by gamma rays, also gives a reasonable description of the
measured lateral distribution of hadron-induced showers
[42]. This is illustrated in fig. 1, where we show a fit
of equation (1) to the measured lateral distribution of a
typical hadronic event that arrived with a zenith angle
0 = 1.04° and an azimuth ¢ = 202.24°, which had a re-
constructed primary energy of log,(Ere./GeV) = 5.05.
The rather young shower age was s = 1.41 £ 0.02. The
result of the fit gave a reduced x? of 3.63 for ng,r = 1018
degrees of freedom. This is a large value for x?/ngof,
which is due to the natural width of the lateral distri-
bution of hadronic air showers, which is bigger than the
experimental error on Qeg(r).

Note in fig. 1, the presence of outliers in the measured
lateral distribution. These features are usually present
in hadronic induced EAS and are mainly associated to
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FIG. 2. Nominal composition model [21] used for the analysis
in this work. The model was obtained from fits to the AMS-2
[37, 38], CREAM I-1I [39, 40], and PAMELA [41] cosmic ray
data. The black bold line represents the all-particle energy
spectrum, the thin continuous line and the short-dashed line,
the fitted spectra of H and He nuclei. The sum of the C and
O energy spectra is indicated by the dashed-dotted line, and
the combination of the spectra of Ne, Mg and Si primaries,
by the long-dashed line. The dotted line correspond to the fit
spectrum of Fe nuclei.

large and localized charged depositions in the detectors
from shower muons [43]. In general, gamma-rays create
EAS with smoother lateral distributions than those from
cosmic rays. This difference is employed in HAWC for
gamma/hadron separation [27, 30]. The outliers produce
a small bias on the fitting parameters of the order of a
few percent. In particular, for the example presented in
fig. 1, they induce an increment on s and log;(A) of 3%
and 2%, respectively.

It is worth to point out that the reduced x? of the lat-
eral distributions of the measured data is similar to the
predictions of MC simulations up to log;o(Erec/GeV) =
4.2 for a mixed composition scenario using our reference
composition model, which will be described in the next
section, and QGSJET-II-04. Meanwhile, at higher ener-
gies the experimental mean of x2/n4, ¢ tends to be larger
than the MC expectations for the mixed composition as-
sumption. In particular, for log,(Ere./GeV) > 5.3 the
values of the reduced y? of the data are above the MC
predictions for pure proton and iron nuclei, which im-
plies that in this energy regime the width of the measured
lateral distributions of hadronic EAS is larger than ex-
pected from QGSJET-II-04 simulations. Further studies
are needed to understand the origin of such differences.

2. Primary energy

The primary energy of the shower event is estimated
from a maximum log-likelihood procedure [21], which
computes and compares the probabilities that the mea-
sured lateral distribution of PMT signals from a given
shower with reconstructed zenith angle 6 is produced
by proton primaries of different energies, E. The cal-
culation also includes the probability of observing active
PMTs with no signals during the event. In the algorithm,
the probability values of the operational PMTs are ex-
tracted from probability tables, which are generated us-
ing proton-induced EAS simulations with a number of hit
PMTs (nHit) greater than 75 and with EAS cores and
arrival directions successfully reconstructed. The tables
are obtained from CORSIKA /QGSJET-II-04 simulations
for log,((E/GeV) = [1.85, 6.15] and 6 < 60°.

III. MONTE CARLO SIMULATIONS

Air shower simulations initiated by cosmic rays in
HAWC were carried out using CORSIKA v7.40 [44] with-
out the thinning option and with the hadronic interaction
models FLUKA [45] and QGSJet-11-04 [28]. FLUKA is
employed for hadron energies of Ej,, < 80GeV, while
QGSJet is used at higher energies.

Simulations were conducted for eight primary species,
in particular, H, He, C, O, Ne, Mg, Si and Fe, using
an energy spectrum E~2 for the energy interval 5 GeV —
2PeV. The MC data cover the zenith angle range 6§ =
[0°,65°] with a cos@sin @ distribution. Shower cores are
thrown flat in radius up to 1km from the center of the
array, but reweighted to simulate a distribution uniform
in area.

The HAWC detector response was simulated using
software based on GEANT4 [46]. Both MC and mea-
sured events were reconstructed with the same algorithm
in order to study the influence of experimental systematic
uncertainties on the estimated EAS parameters.

MC events were weighted to reproduce the nominal
composition model introduced in [21]. This model gives a
fair description of the cosmic ray elemental spectra mea-
sured by the direct experiments AMS-2 [37, 38], CREAM
I-IT [39, 40], and PAMELA [41] in the energy interval
from 100 GeV to ~ 200 TeV. The data are fit with a bro-
ken power-law, which is extrapolated up to a few PeV.
Fig. 2 illustrates the cosmic ray intensities in our nom-
inal composition model, with the predictions for light
(Z < 2), intermediate (3 < Z < 14) and heavy cosmic
ray nuclei. The expressions and fit parameters! are taken

1 There is a typo in the value of the normalization energy Eq of the
broken power-law functions in the nominal model of [21] that is
corrected here. The parameter Eg should have the values 1200,
1600, 2000, 2400, 2800 and 5600 in GeV units, for C, O, Ne, Mg,
Si and Fe nuclei, respectively.



TABLE I. Effects of the selection criteria on the data sets.
The cuts are shown on the left column. The central columns
represent the fraction of events from the previous cut (in per-
cent) which pass the cut. The second column was obtained
for measured data, and the third column, for MC simulations
in the framework of the nominal composition model used in
this work. Calculations start with data sets which satisfy
Npit > 10, the miminum for which the reconstruction saves
data. As in [21], the cosmic ray detection rates in HAWC are
also computed.

Selection cut % of remaining Measured rate

events respect

to previous cut (kHz)
Data MC
Trigger 100.00 100.00 24.61
Passed angle and core
reconstruction 95.18 100.00 23.42
Npit > 75 23.65 26.95 5.54
Nyao > 40 26.70 28.39 1.48
Zenith angle 27.82  29.35 0.41
Fraction hit 36.02  31.11 0.15
Primary energy 93.48 92.94 0.14

from [21]. The total number of simulated EAS in the full
zenith angle range and the whole energy interval for pro-
tons and helium primaries were 3 x 10'° and 1.3 x 1019,
respectively, while for the rest of elemental nuclei, we
simulated 10° MC events per mass group. For vertical
events with § < 16° and primary energies greater than
10 TeV, the number of simulated events is reduced by a
factor of 2.2 x 10*. Appendix A gives other composition
models used to estimate systematic errors.

IV. SELECTION CUTS

A set of selection criteria were applied to both data
and MC simulations for the reconstruction of the energy
spectrum with the main purpose of reducing the influ-
ence of systematic uncertainties in the final result. The
selection criteria were chosen after a detailed MC study
of their effect on the core position, arrival angle, primary
energy of air showers and on the HAWC effective area.

The first cut discards EAS events that have not suc-
cessfully passed the core and arrival direction reconstruc-
tion or have less than 75 hit PMTs. To reduce the un-
certainty on the core position, we selected events with
at least 40 hit PMTs within a radius of 40m from the
reconstructed EAS core (N,49 > 40). According to MC
simulations, this cut only leaves data with reconstructed
shower cores on the array or within a distance of 20m
from the boundary of HAWC. A tighter selection would
reduce the efficiency of HAWC for cosmic rays with en-
ergies close to 10 TeV and increase the uncertainties on
both the effective area and the reconstructed spectrum:
requiring event cores inside the array increases the uncer-
tainty on the energy spectrum up to 50% around 10 TeV
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FIG. 3. The mean bias (black circles) and resolution (red open
squares) of the primary energy of cosmic ray induced EAS as
a function of the estimated energy in HAWC according to MC
predictions with QGSJET-II-04. The plots were obtained for
events with < 16.7° and using the all-particle spectrum
described in our nominal composition model. The selection
cuts discussed in the paper were also applied. The energy bias
is defined as Alog,(Erec) = 1ogio(Erec) — log,o(E), where
FErec and E are the reconstructed and true primary energies
of the EAS. The energy resolution is defined as the standard
deviation of the Alog,y(FErec) distribution.

respect to the value with our standard cut.

To decrease systematic errors associated with inclined
showers, we keep only near-vertical EAS with 6 < 16.7°.
This value is close to the upper limit of the zenith angle
range corresponding to the table used for energy cali-
bration of vertical EAS. We also removed showers with
low efficiency by requiring an estimated shower energy
logqo(Erec/GeV) > 3.5 and fri > 0.2, where f;; is the
fraction of active PMTs with hits in the event [30]. Fi-
nally, we applied an upper cut of log,o(Ere./GeV) < 5.5
to focus our analysis in the region where the uncertain-
ties in the composition studies of cosmic rays due to the
PMT systematic effects are smaller.

The effects of the successive application of the selection
cuts on the total number of events of both MC and ex-
perimental data sets are seen in table I. Large reductions
in the total number of selected events are associated with
constraints on Np;¢, 6 and N,.49, as in [21]. There is also
an important decrease in the data and in MC simulations
due to the cut on fp;:, which removes shower events be-
low a few TeV. These are low energy events that trigger
the detector much more frequently than EAS at higher
energies, which is why such a cut strongly affects both
the data and MC samples.

The selection criteria have almost the same effect on
both MC and experimental data samples according to ta-
ble I. There are, however, some differences between the
selection efficiencies of simulations and measurements.
One of the largest ones is found when applying the cut
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FIG. 4. Predictions of the QGSJET-II-04 model for the en-
ergy dependence of the mean lateral age in vertical air showers
initiated by four cosmic ray species at HAWC. From top to
bottom, the MC points correspond to Fe (solid triangles), C
(hollowed triangles), He (hollowed circles) and H (solid cir-
cles) primaries, respectively. For clarity, not all the elemen-
tal nuclei simulated in this work were included in the plot.
HAWC data has also been added to the the figure. They are
shown with black squares. The sge._c cut employed to ex-
tract the enriched subsample of light nuclei is plotted using a
dashed line in red.

on the fraction hit. In this case, the observed difference
between MC and data can be mainly attributed to the
fact that the energy spectrum in our nominal composition
model of cosmic rays is softer than the actual one below
~ 20TeV. An increment of Ay = 0.1 in the magnitude
of the spectral index in the simulations with the nominal
composition model for £ < 20 TeV increases the selection
efficiency due to the cut on f,;; up to approximately 35%
in the MC sample, which is closer to the corresponding
selection efficiency for HAWC data. The value of Ay used
to perform the previous calculation was derived by com-
paring the histograms of F,.. for the measured data and
for the nominal composition model. On the other hand,
the selection efficiency in MC data due to the fr;; cut
can be further incremented by ~ 1% taking also into ac-
count in the simulations the observed difference between
the nominal composition model and the measured data
regarding the relative abundance of light primaries. It
is worth to mention that the estimated systematic errors
for the energy spectrum of H+He performed in this work
consider the contributions from uncertainties in the com-
position model and the energy spectrum of cosmic rays
(see appendix B).

According to MC simulations, for log,q(Ere./GeV) >
3.8 the mean systematic uncertainties of the shower
core position and the arrival direction of EAS in the
selected data are below 17m and 0.5°, respectively.
The bias and resolution of the primary energy are
|Alog,o(Erec/GeV)| < 0.09 and olog;(Erec/GeV) <
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FIG. 5. The average lateral age as a function of the estimated
energy for MC simulations and HAWC data. The curves are
shown with their respective 1o statistical errors: for MC, er-
ror bands are used, while for measured data, vertical error
bars. Mean results for HAWC data are shown with open black
squares. Meanwhile, expected values for proton and iron pri-
maries are represented by circles (lower curve) and triangles
(upper curve), respectively. They were obtained for EAS with
0 < 16.7° using QGSJET-II-04.

0.3, correspondingly, above log,o(Eyre./GeV) = 3.8. As
an example, the expected mean bias and the resolution
of the primary energy are shown in fig. 3 as a function of
FErec. The energy estimation and the pointing accuracy
of the detector have been verified independently in [21]
using measurements of the position of the Moon shadow
as a function of the reconstructed energy.

V. DESCRIPTION OF THE ANALYSIS
A. Experimental data set

In the present analysis, we have used data collected
with the central detector of HAWC from June 11th, 2015
to June 3rd, 2019. The total effective time amounts to
Ters = 3.74yr, which corresponds to an experimental
livetime of 94%. The data sample contains 2.9 x 10'2
EAS. After applying the selection criteria, we kept 1.6 x
10'° showers.

B. Analysis technique

The reconstruction of the energy spectrum of proton
and helium primaries applies an unfolding analysis to a
subsample of events enriched in light elemental nuclei by
a cut on the shower age. We correct for contamination
by heavy nuclei, and triggering and reconstruction effi-
ciency. We give details of the reconstruction chain in the



following subsections.

1. Eaxtraction of an enriched subsample of light elements

The lateral shower age is sensitive to the mass compo-
sition of cosmic rays in HAWC, as can be seen in fig. 4.
The plot shows QGSJET-II-04 predictions for the mean
s of EAS caused by different mass cosmic rays as a func-
tion of the estimated energy FE,... The age parameter
defined in eq. (1) decreases for light nuclei and for high
energy cosmic rays, since these primaries produce more
penetrating EAS with shower maxima closer to HAWC.
The age increases slightly above E,.. = 10° GeV, due
to the maximum calibrated charge of the PMTs and the
finite sampling area of the detector.

On the other hand, in fig. 4, we have also compared
model predictions against the average HAWC shower age.
The comparison shows overall agreement between data
and expectations up to E = 3.2 x 10° GeV for vertical
EAS. The measured shower age lies between the predic-
tions for H and Fe primaries. For E < 2 x 10% GeV,
the mean shower age of the data lies between the pre-
dictions for pure H and He nuclei, suggesting that light
cosmic rays dominate in this energy range. At higher
energies, the data is between the expectations for He
and C primaries, which may indicate that heavier cos-
mic ray nuclei become more important from 2 x 10* GeV
to 3.2 x 10° GeV. We will return to this point later, in
section VII.

In order to extract our data subsample for the analy-
sis, we apply an age cut at sg._c, which lies between He
and C nuclei. The selection criterion keeps showers with
low age which are most likely produced by protons and
He primaries. We choose this simple cut as we looked for
a separation criterion with minimal complications that
allows to get a subsample dominated by light primaries
and with large statistics. The current age cut does not
maximize the purity of the sample. However, it provides
an energy spectrum for H plus He nuclei with a simi-
lar shape (within 1% and 8%) to the one obtained with
the criterion based on the maximization of the purity of
the subsample (see appendix C). Besides its simplicity,
the age cut sy._c has the advantage that it provides an
effective area that is flatter than the one derived from
a maximum purity criterion. This is another reason of
our preference for the cut sy._c. In any case, we have
included the contribution to the systematic error of the
spectrum due to variations in the purity of the subsam-
ple by moving upwards and downwards our age cut (see
appendix B). In particular, we have put the selection cut
at the curves for the mean shower age predictions of C
and He, respectively.

We must point out that the spectrum of the light
mass group of cosmic rays can also be estimated with-
out applying a cut on the measured data, for example,
by fitting the bi-dimensional histogram for the measured
shower age and F,.. with MC distributions for the light

and heavy cosmic ray nuclei using unfolding methods as
those applied in [47]. These procedures have the advan-
tage that they allow to estimate independently the back-
ground of heavy cosmic ray nuclei in the data sample but
they introduce a larger correlation with the light cosmic
ray spectrum than in the case of the simple approach
with the age cut, where the influence of the heavy nuclei
is expected to be reduced. A small dependence of the
result on the composition model is, however, introduced
in the simple approach with the age cut trough the es-
timation of the contamination of the heavy primaries in
the selected data subsample. Each procedure has its own
systematic errors. Therefore it is important to confirm
the results with different techniques. In this paper, we
have adopted the analysis using the age cut, however,
alternative analyses with unfolding methods like in [47]
are under way. In this regard, preliminary results were
presented in [48]. They are very encouraging, as they
confirm the main findings in this paper about the exis-
tence of a break at TeV energies in the H+He energy
spectrum of cosmic rays.

According to MC simulations with our nominal compo-
sition model, the fraction of light nuclei in the subsample
selected with the shower age cut varies from roughly 97%
at Fre. = 3.2 x 102 TeV down to 82% at 3.2 x 10° TeV.
About ~ 64% of hydrogen and helium primaries pass the
cut, almost independent of the estimated energy. Af-
ter using the age cut on the measured data, we retained
9.9 x 10° events. The separation of light and heavy nuclei
is imperfect, as fluctuations event by event of the shower
age are comparable to the average separation of light and
heavy nuclei, as shown in fig. 5.

On the other hand, MC simulations also predict
that the systematic uncertainties in the energy inter-
val log;o(Erec/GeV) > 3.8 for the arrival direction
and the core position of the selected data subset are
smaller than 0.44° and 13 m, respectively, and that the
energy resolution o log;y(Ere./GeV) is not larger than
0.26 and decreases with the reconstructed primary en-
ergy. In particular for log,y(Ere./GeV) = 4.0 and 5.0,
c10g10(Erec/GeV) is equal to 0.23 and 0.10, respectively.

2. Measured energy histogram

The next step in the reconstruction procedure is
to build the energy histogram N(FE,..) for the se-
lected subsample of EAS obtained after the shower age
cut. This is shown in figure 6, where a bin size of
Alog;o(Erec/GeV) = 0.2 has been used, which is of the
order of magnitude of the energy resolution in the se-
lected subsample.

In fig. 7, we have estimated the ratio between the mea-
sured rate of events and the predicted ones using MC
simulations with our nominal composition model and al-
ternative ones, described in appendix A, after applying
the shower age cut of fig. 4. From fig. 7, we observe that
the ratios have values between 1.6 and 0.5 and they vary
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FIG. 6. The raw energy distribution of the subsample of
HAWC data enriched to events initiated by light primaries
(dark gray) compared with the distribution previous to the
employment of the age cut (light gray). The plots are not
corrected for energy bin resolution effects.

with the reconstructed energy. All of them exhibit a max-
imum at around log;o(Ere./GeV) = 4.3. The measured
rates are larger than the expectations with the nominal,
Polygonato, JACEE and MUBEE models, but smaller
than the predictions with the ATIC-2 model. Therefore,
albeit of the individual differences between the data and
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FIG. 7. The ratio between the event rates for measured data
and MC simulations using QGSJET-I1-04 and different cos-
mic ray composition models (c.f. appendix A) after applying
the shower age cut. The ratios are plotted against the re-
constructed primary energy. The composition models used
for each curve are the nominal one (data points), ATIC-2
(dashed line), Polygonato (long dashed line), JACEE (dotted
line) and MUBEE (dashed-dotted line). Statistical errors are
displayed as vertical error bars for the case of the nominal
model.
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FIG. 8. The efficiency of the shower age cut for HAWC

data and MC simulations versus the reconstructed primary
energy. The efficiency is estimated from its effect on the
event samples selected with the criteria of section IV. The
shown curves represent the age cut efficiencies for HAWC data
(black circles) and QGSJET-1I-04 simulations with the nom-
inal (open squares), ATIC-2 (dashed line), Polygonato (long
dashed line), JACEE (dotted line) and MUBEE (dashed-
dotted line) composition models of cosmic rays. The vertical
error bars represent statistical errors.

the models, the experimental rates are within the expec-
tations from the cosmic ray composition models. On the
other hand, the energy evolution of the ratio curves im-
plies that the energy distribution behind the measured
data does not follow a single power-law like in MC sim-
ulations. The results of fig. 7 seem to hint the existence
of a break in the measured energy distribution at around
the position of the maximum in the ratio curves. We will
come to this point later in section VI.

Finally, in fig. 8, we have calculated the efficiency of
the shower age cut or the fraction of remaining events
after applying the age cut over the selected HAWC data.
The computation was carried out by dividing the con-
tents of the energy histograms of fig. 6 for the subsample
of young EAS and for the selected data sample that does
not contain the shower age cut. The efficiency of the
age cut in measured data is compared with the corre-
sponding efficiency for QGSJET-II-04 simulations using
different cosmic ray composition models, including the
nominal one. From the plots of fig. 8, we see that the frac-
tion of remaining events in the experimental subsample of
young EAS is smaller than expected from MC simulations
mainly at high energies. This discrepancy seems to point
out that in the framework of QGSJE-II-04 the relative
abundance of heavy nuclei in HAWC data is larger than
predicted by the cosmic ray composition models used in
this work. Such difference between data and MC simu-
lations reduces the magnitude of the intensity of protons
and helium nuclei estimated with the present procedure,
but it does not change the main conclusions about its



shape. The effect of the discrepancy in the final result
was estimated and included as a systematic error (see
appendix B).

3. Unfolding procedure

Now, in order to correct the measured distribution for
migration effects. we must apply an unfolding procedure.
For this aim, we employed the Bayesian algorithm [49-
51]. However, the final result has been verified using the
Gold’s unfolding procedure (see appendix B) [52, 53]. In
the Bayesian method, the unfolded distribution, N(F) is
found iteratively from the measured histogram by means
of the calculation of a matrix P(E|E;..) which provides
the conditional probability that a given event with energy
in the bin F,.. is due to an EAS with true energy in the
interval around F. The smearing matrix is computed
using the Bayes’s theorem

_ P(Erec‘E) P(E)
B ZE’ P(EreC|E/) 'P(E/)’

P(E|Ercc) (2)

where P(E) = N(E)/ >z N(F) is the previous approxi-
mation to the probability of the unfolded distribution and
P(Eycc|E) is the response matrix of the detector. The
response matrix is generally estimated from MC simula-
tions. It represents the probability that a shower with a
primary energy FE is reconstructed with an energy F,... in
the experiment. The smearing matrix is then substituted
into the equation

N(E) = P(E|Erec)N(Eyee), (3)

rec

from which the unfolded distribution is obtained.

The unfolding procedure starts with a first guess at
the probability P(E). This is used to estimate a more
accurate N(E) by means of egs. (2) and (3), which is
employed to calculate P(E) for the next iteration. The
stopping criterion is described below.

To begin with, we computed the response matrix for
the subset of selected events by using our nominal MC
data set. The matrix was built in the log,y(Eyrec/GeV) vs
log,o(E/GeV) phase space for the ranges from 2.4 to 6.0,
which were both divided in bins of width 0.2 as for the
measured energy histogram. The resulting response ma-
trix is shown in fig. 9. For the initial guess of N(F), we
used a power-law distribution with spectral index as pre-
dicted by the nominal composition model. In addition, to
eliminate the propagation of statistical fluctuations from
the response matrix, a smoothing procedure was applied
to N(FE) at the end of each iteration, but not in the final
result. The procedure was carried out by smoothing the
unfolded distribution with a broken power-law function
[54] inside the range from E = 10° GeV to 3.2 x 10° GeV.
However, we have cross-checked the unfolded result us-
ing as a smoothing function a polynomial of degree 5 and
the smoothing 353HQ-twice algorithm [55] as installed in
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FIG. 9. The response matrix P(Erec|E) for the subset of EAS
enriched to events induced by protons and helium nuclei as es-
timated from MC simulations using our nominal composition
model.

the ROOT package [56]. Employing as a smoothing func-
tion a single power-law formula produces an unfolded en-
ergy distribution whose forward-folded histogram is flat-
ter than the original distribution N (F;..). For this rea-
son, we avoided to use this approach in our unfolding
analysis.

As the stopping criterion, we look for a minimum in the
weighted mean squared error (WMSE) [47, 57] at which
the squared sum of the average statistical uncertainties
and the systematic biases of the result are smallest. The
WMSE is defined as:

1 = 53tat i + gl%ias i
WMSE = — —_
n ; N(El) ’

(4)

where n is the number of energy bins in the unfolded dis-
tribution, G4t is the average statistical uncertainty of
N(E;), while &n-asﬂ- is the mean bias of N(E;) introduced
by the unfolding algorithm. For the estimation of Gga¢
and piqs, the bootstrap method [58] was implemented as
described in [47, 59]. In particular, at a given iteration
level, a set of m = 60 toy distributions are produced from
N(E,..) for the estimation of &4, and Gpiqs-

4. Reconstruction of the energy spectrum

Once the unfolded spectrum N(E) for the data sub-
sample is obtained, the energy spectrum for protons and
helium nuclei is calculated from the formula

N(E)

O(E) =
(E) = 4., (B) AE Toy; A0

(5)

where AE is the size of the binat E, Tepp = 1.18x 10%sis
the effective livetime for the collected data, AQ2 = 0.27 sr
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FIG. 10. Left: The correction factor applied to the energy spectrum of the light mass group of cosmic rays for the contamination
of heavy nuclei vs the true primary energy E. Right: The effective area for light primaries (black data points) compared to the
effective area for protons (upper dotted line) and helium (lower dashed line) primaries and plotted against the true primary
energy E. The gray bands represent the statistical uncertainties in both panels. In these plots, we used our MC simulations

with the nominal cosmic ray composition model.

is the solid angle interval covered by the measurements
and Acrs(E) is a corrected effective area defined as

Aeff(E) = fcorr(E) Ag?He(E)' (6)
In the above expression, f.o-(F) is the factor introduced
to correct the unfolded result for the contamination of
heavy elements (Z > 3); Aff?He(E) is the effective area
(defined below) of the instrument for detection of protons
and helium nuclei in the enriched subsample of young
EAS, which correct the unfolded result for the loss of
light primaries after using the different selection cuts.
The factor feorr(E) is estimated as the inverse of the
proportion of light primaries in the aforementioned sub-
sample at the energy F, calculated from MC simulations
with our nominal cosmic ray composition model. Specif-
ically, feorr(E) is just the ratio NMY(E)/NNC, . (E)
between the number of selected events after using the
age cut NMY(E) and the number of H and He events
N}y (E) in this subsample at the true energy E. The
result is shown in fig. 10 (left panel). From this plot,
we observe that feo-(E) grows at high energies, due
to the increasing relative abundance of the heavy mass
nuclei in the subsample. It has a feature at around
log,o(E/GeV) = 4.5, because of the effect of the trigger
and selection efficiency on the energy distribution of the
heavy mass group in the MC data subset. Below this en-
ergy, the corresponding efficiency decreases rapidly pro-
ducing a fast reduction in fe.o.-(E) at low energies. At
higher energies, the efficiency for heavy primaries starts
to reach its maximum value, which reduces the rate of
increment of feor-(E).
The shape of the correction factor is almost similar for
the different cosmic ray composition models employed in

this work, with some differences in the slopes and the
magnitudes of the curves due to the distinct abundances
of the heavy elements in each model. Since the light
mass group of cosmic rays is the dominant component in
the subsample of young EAS, the effect of the uncertain-
ties of the relative abundance of the heavy component
on feorr(E) is reduced and, hence, the corresponding er-
ror on the shape of the reconstructed energy spectrum.
Therefore, we can use f.o.-(E) as estimated with the
MC simulations for the present analysis independently
of the shape of the experimental spectrum for H-+He in
this energy regime. This point is demonstrated in ap-
pendix C, where we have performed systematic checks
with MC simulations and different composition models
that show that our analysis method allows to reconstruct
the shape of the spectrum of light primaries without pre-
vious knowledge about the existence of features in the
spectrum under analysis. Even more, the study of sys-
tematic uncertainties performed in appendix B points out
that the shape of the reconstructed spectrum for light
primaries is the same whether we use our nominal com-
position model or the alternative models described in ap-
pendix A.

The effective area for the light primaries is defined by
[21]:

€08 Opaz + €08 0pin H+He
2

Agf—;He (E) = Athrown

(E).
(7)
Here Aiprown is the total area at ground level where
the core of the MC events were thrown, the cos term
gives the projection of the area averaged on the solid an-
gle within the zenith angle range from 0° to 16.7° and,

efltHe ig the probability that an EAS event induced by
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FIG. 11. The reconstructed cosmic ray energy spectrum for
protons plus helium primaries in the present analysis with
HAWC (black points). The gray error band and the error
bars represent the systematic and statistical uncertainties, re-
spectively. The all-particle energy spectrum for cosmic rays
measured by HAWC and presented in [21] is also shown (open
squares). Statistical errors smaller than the data points are
not shown.

a light primary (hydrogen or helium nuclei) triggers the
detector and passes all the selection cuts for the young
shower subsample. AgcJJCHe(E) from our nominal MC
simulations is plotted in fig. 10 (right panel) against the
true primary energy compared to the effective area for
pure hydrogen and helium nuclei. The maximum effi-
ciency is achieved between log,,(E/GeV) ~ 4 and 5.4.
At lower energies, the decrease is due to the trigger and
the selection cuts, while above log,((E/GeV) = 5.4, it is
caused by the cut on the reconstructed energy. The ef-
fective areas for pure H and He nuclei are not equal. For
log,,(E/GeV) < 3.8GeV they differ by more than 30%
with respect to the central value for H + He, for this rea-
son and due to the reduction of the effective area as well
as the increment of the correlations at lower energies, we
report the spectrum only above 6 TeV.

VI. RESULTS
A. Energy spectrum of H plus He cosmic ray nuclei

The energy spectrum of light cosmic ray nuclei esti-
mated from this analysis is presented in fig. 11 and ta-
ble II for log,,(E/GeV) = [3.8,5.2] along with its cor-
responding systematic and statistical errors. The result
has been constrained to log;y(E/GeV) < 5.2 due to a
rapid increase of the systematic uncertainties at higher
energies (as we will see in the next subsection). Fig. 11
seems to reveal a slope change around a few tens of TeV
in the spectrum of H 4+ He primaries. We compared two

11

TABLE II. Values of the energy spectrum ®(FE) for the light
mass group of cosmic rays as derived in this analysis us-
ing HAWC data calibrated with the QGSJET-II-04 model.
The width of the energy bins employed in this study is
Alog,,(E/GeV) = 0.2. The statistical (§®stq¢) and system-
atic (0®syst) errors of the spectrum are also given.

E (D(E) + J(I)stut +5q)syst _J(I)syst
[GeV] [m™2s ' sr™t GeV 1)
7.94x10° (844 + 0.07 4045 —1.06) x 1077
1.26 x 10* (2.66 + 0.03 4+0.14 —0.38) x 1077
2.00 x 10* (834 + 0.12 4046 —1.36) x 107
3.16 x 10* (242 + 0.05 4029 —0.45) x 1078
501 x 10* (655 + 0.16  +1.11 —1.33) x 107°
7.94x10* (1.77 £ 0.05 4041 —0.39) x 107°
1.26 x 10> (495 + 0.19  +1.43 —1.12) x 107'°
fits to the data with a single power law
®(E) = ®oEM, (8)

and a broken power-law [60]

®(E) = dyE™ [1 + <EH e (9)

Eqy

where Ej is the energy position of the break, v; and ~y»
are the spectral indexes before and after the break in
the spectrum, while £ measures the sharpness of the fea-
ture. The fits were done by chi-squared minimization for
correlated data points [61], taking into account the corre-
lation from the unfolding. The covariance matrix has the
contributions from the statistics of MC and experimental
data (see the next section and appendix B for details).
The contributions were calculated according to [62, 63]
and added to obtain the total covariance matrix, Viiqe,
used for the fit.
By fitting the spectrum with eq. (8), we obtained

By = 104324002 =2 1 =1 qgy 1
Y1 = —2.66 £ 0.01,

with x3 = 177.51, for vy = 5 degrees of freedom. The fit
with the broken power-law formula of eq. (9) yielded

by = 103.71i0.09 m—2 S—l Sr—l GeV_l,

v = —2.51£0.02,

Yo = —2.83 £0.02,

EO — 104.38:|:0.06 GeV
e=9.8+4.1.

The resulting chi-squared was x? = 0.26 and the number
of degrees of freedom were v; = 2. The fitted functions
are shown in fig. 12. We will use now the test statistic

TS =-Ax*=—(x] —x3) (10)
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FIG. 12. The fits to the HAWC energy spectrum for H plus He
nuclei (black circles) in the range log,,(E/GeV) = [3.8,5.2].
The black dotted line shows the fit with the single power-law
function of eq. (8) and the red dashed line, the fit with the
broken power-law expression (9). Only statistical uncertain-
ties are shown, which are represented by vertical error bars.
At low energies, the diameter of the data points is larger than
the error bars.

to compare the scenarios. From the fits, we found
TSops = 177.25. We translated this into a p—value us-
ing 49 x 103 toy MC spectra with correlated data points,
assuming that the data is best described by the single
power-law formula. Following [64] we used a multivariate
Gaussian as a probability distribution for the data and
the covariance matrix Visqs. In the resulting T'S values,
we found just one case with T'S > T'S,ps, which implies
a p-value equal to 2 x 107°. We also observed that 0.5%
of the MC toy spectra have a x? smaller than x? = 0.26
when using formula (9) in the fits. Thus, from the test
statistic, the broken power-law hypothesis is favored by
the data with a significance of 4.1 0. We also performed
several “sanity checks” (see appendix C) to rule out the
kink being produced by systematic effects. Our result
confirms the kink that HAWC [26] previously reported
at tens of TeV in the cosmic ray energy spectrum for
protons and helium nuclei and the hints found in fig. 7
in favor of a spectral break in the spectrum of this mass
group.

In figure 13, this work is compared with other exper-
iments. We have included measurements from the di-
rect cosmic ray detectors ATIC-2 [22], CREAM I-III [23],
NUCLEON [20], JACEE [65] and DAMPE [66] along
with data from the air shower observatories ARGO-YBJ
[67], Tibet AS-gamma [68] and EAS-TOP [69]. Close
to E = 10TeV, we see good agreement of HAWC data
with ATIC-2 within systematic uncertainties. Between
20TeV and 126 TeV, the HAWC measurement is in a
fair agreement with the NUCLEON spectrum. In gen-
eral, the HAWC result is higher than the CREAM I-
III and ARGO-YBJ data below 80 TeV. However, close
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to 100 TeV, the CREAM I-III and ARGO-YBJ spectra
are in agreement within systematic uncertainties with
the HAWC spectrum. On the other hand, HAWC data
is above JACEE and Tibet AS-gamma measurements.
The HAWC spectrum is not in agreement with the single
power law behavior reported by ARGO-YBJ in this en-
ergy interval [67], while above 24 TeV the slope of the
HAWC spectrum is harder than that of JACEE, but
softer than the one of NUCLEON. Finally, at higher en-
ergies, our result is in agreement with the single data
point from the EAS-TOP experiment at ~ 80 TeV.

B. Uncertainties in the magnitude of the spectrum

The total uncertainty (the sum in quadrature of the
systematic and statistical uncertainties) of the unfolded
spectrum is between +29.1% and —22.9% for energies
log,(E/GeV) < 5.2. Figure 14 shows that the uncertain-
ties decrease for low energies. The statistical uncertainty
(dominated by MC statistics) rises from £0.8% to £3.8%
between log,(E/GeV) = 3.8 and log,,(E/GeV) = 5.2.
The systematic uncertainties over the same range vary
from +5.3%/—12.6% to +28.9%/—22.6%: the system-
atic uncertainties dominate the total error. For energies
log,o(E/GeV) > 5.2, the systematic error grows rapidly
to +41.8%/—25.1% at log,,(E/GeV) ~ 5.4, so we report
the spectrum only up to log;o(E/GeV) = 5.2.

We evaluated a number of sources of systematic uncer-
tainty. The most important ones involve uncertainties on
the PMT performance (+28.5%/—10.6% effect on the de-
convolved spectrum); the cosmic ray composition model
(+2.1%/ — 17.2%); and the hadronic interaction model
(—10.9% to —3.7%). The rest of the systematic uncer-
tainties, added in quadrature, contribute +5.2%/ —7.0%.
Appendix B presents the systematic error evaluation in
detail.

The feature observed in the energy spectrum of light
primaries does not disappear under the effect of these sys-
tematic sources, although we observe some variations in
the intensity of the spectrum and the value of the change
of the spectral index A~y around the break. One of the
dominant systematic sources in the spectrum is the un-
certainty on the PMT performance, which is dominated
by the PMT-late-light systematics (c.f. appendix B).
The late light effect dominates the upper limit of the to-
tal systematic error and introduces an energy dependent
variation in the spectrum, which grows from +4.5% up
to +28.3% and reduces A~y. If we apply this systematic
shift on the energy spectrum and repeat the fit with for-
mula (9) as well as the corresponding statistical analysis
of the feature, we find that the significance of the break
is reduced up to 3.8 0. Hence, in spite of the flattening
of the spectrum, the feature is still significant.

On the other hand, we have also investigated, whether
the measured spectrum is consistent with a break in the
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FIG. 13. The spectrum for H+He cosmic ray nuclei as measured by HAWC (black circles) and calibrated with the post-LHC
hadronic interaction model QGSJET-II-04 in comparison with similar measurements of the spectrum from direct and indirect
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is shown in the upper right corner of the plot with arrows.
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FIG. 14. The systematic (continuous line) and statistical
(dotted line) relative uncertainties of the cosmic ray spectrum
for protons plus helium nuclei measured with HAWC, which
is shown in fig. 11.

spectrum for light primaries at 24 TeV even after con-
sidering the systematic uncertainties due to the PMT-
late-light effect in the analysis of the spectral feature.

For this aim, we have fitted the HAWC spectrum below
the break with a power-law function, like equation (8),
including the systematic uncertainties due to the PMT
late light in the procedure. Then, we extrapolated the
data up to higher energies and use it to predict the num-
ber of expected EAS in the subsample of enriched EAS
for the energy interval log,,(E/GeV) = [4.4,5.2] under
this simple hypothesis. For the estimation we used the
expression

_ (E"/1+1 _

where [E;, Ey] is the energy interval of integration,
log,o(E) = [log(E;) + logo(Ef)]/2 and ®¢ and ~, are
the parameters of the fitted power-law function used in
the extrapolation. This calculation gave (7.57705%) x 108
events. Next, we calculated the amount of events in
the HAWC unfolded energy distribution inside the same
energy interval within the systematic errors from the
PMT-late-light simulations. This procedure resulted in
(6.15705%) x 10® events. To end, we compared the ex-
pected and the observed amount of events in the true
primary energy range from log,,(E/GeV) = 4.4 up to
5.2, which gave a deficit of ~ 2.0 in the data. This re-
sult points out that the break can not be explained just



by systematic effects of the PMT late light.

We now include the remaining sources of system-
atic uncertainties in the analysis. A fit with a
power-law function, see eq. (8), to the energy spec-
trum between log,o(E/GeV) = 3.8 and 4.4 gave
the following results: log,,(®o/m~2s st GeV ') =
3.72 4+ 0.08 (stat) ™03 (syst) and v = —2.51 +
0.02 (stat) T9-1% (syst). In order to get the uncertainties
in these parameters, first, we have fitted the spectrum
with the power-law function considering all systematic
sources but the uncertainties in the relative cosmic ray
composition. Then we fitted the energy spectrum ob-
tained for each cosmic ray composition model and quoted
the maximum and minimum variations of the fitting pa-
rameters as the uncertainties due to the cosmic ray com-
position models. Finally, we added in quadrature these
uncertainties with the corresponding ones obtained with
the fit including the other systematic sources. We pro-
ceeded in this way because we noticed that not all val-
ues of 7; allowed within the error band associated to
the uncertainty in the relative abundances of cosmic rays
provide an event energy distribution in agreement with
the plots of figs. 7 and 8. Now, by extrapolating
the fitted power-law within systematic uncertainties to
higher energies and employing eq. (11), we should ex-
pect to observe (7.57171°98) x 10® events in the interval
logyo(E/GeV) = [4.4,5.2] and (5.1103°) x 107 events
for loglg(E/GeV) = [5.0,5.2]. However, we measured
(6.157957)x 10% and (3.0370-87) x 107 events, respectively.
Therefore, the differences between the expectations and
the measurements are 0.8 and 1.1, correspondingly.
They are small, however, they seem to indicate a ten-
sion between the power-law scenario and HAWC mea-
surements even after considering all systematic uncer-
tainties. We quoted the difference of 0.8 o above obtained
for the energy range log,,(E/GeV) = [4.4,5.2] as the sig-
nificance of the observed kink in the spectrum when all
the systematic uncertainties are included.

C. Uncertainties in the energy scale

Associated with the systematic uncertainties of the
spectrum there are uncertainties on the energy scale § F,
which can be roughly estimated from the following re-
lation: d®/® = —(y + 1)0E/E [70], where 7 is the lo-
cal value of the spectral index of the energy spectrum.
This procedure gives a total systematic uncertainty in
the energy scale between —8.3% and +3.5% at the low
energy bin (log,q(E/GeV) ~ 3.9), which evolves up to
—12.4% and +15.8%, respectively, at high energies (bin
log,o(E/GeV) ~ 5.1), as it can be seen in fig. 15. A
detailed estimation of the contribution of each system-
atic source to the total uncertainty in the energy scale is
presented in appendix B.
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FIG. 15. The total systematic uncertainties of the energy
scale as a function of the primary energy E.

VII. DISCUSSION

HAWC’s observation of a spectral break in the cosmic
ray spectrum of protons plus helium nuclei at 24 TeV
provides further support to previous results from ATIC-
2 [22], CREAM I-I1I [23] and NUCLEON [20, 24, 25] in
favor of fine structure in the spectra of light primaries in
the 10 — 100 TeV regime. The case is strengthened by
recent DAMPE [18, 19] measurements on the spectra of
H and He nuclei exhibiting significant kinks at energies
close to 14 TeV and 34 TeV, respectively. These results
imply that the break in the energy spectrum of H+He
presented in fig. 11 has its origin in breaks in the in-
dividual spectra of hydrogen and helium nuclei between
10 TeV and 40 TeV.

The TeV structure in the light component of cosmic
rays may be connected with the break in the all-particle
energy spectrum observed at approximately 46 TeV with
HAWC [21] and confirmed by NUCLEON in [20]. The
presence of both features in the same energy interval sug-
gests that the referred feature in the intensity of H+He
could contribute to the structure observed at TeV ener-
gies in the all-particle spectrum. In fig. 11, we have com-
pared the total spectrum of HAWC [21] with our result
for H+He. There are two major differences between the
features: the all-particle spectrum feature is wider and it
is shifted to higher energies. Further research is needed
to find out the reasons. Nevertheless, these facts may
suggest an increasing influence of the heavy component
(Z > 2) of cosmic rays close to 100 TeV, which seems
consistent with the heavy element data from NUCLEON
[20, 24, 25|, the measurements of HAWC on the mean
shower age (c.f. fig. 4) and the analysis of the efficiency of
the age cut (see fig. 8). The ratio @y p./Prot between
the spectrum of the light nuclei and the total intensity
of cosmic rays measured with HAWC also seems to sup-
port such possibility. As observed in fig. 16, P e/ Prot
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FIG. 16. The intensity of the light cosmic ray nuclei obtained
in this work divided by the all-particle spectrum of cosmic
rays obtained with HAWC in [21] plotted as a function of the
primary energy. The vertical error bars represent the total
uncertainty.

decreases from 10 TeV to 158 TeV, which suggests an in-
crease in the relative abundance of heavy nuclei in the
total spectrum of cosmic rays close to 100 TeV.

The physical interpretation of our result is not yet
clear, but it seems to require non-conventional models
of production, acceleration and propagation of galactic
cosmic rays. In general, it is thought that cosmic rays
with energies from TeV to PeV are of galactic origin and
that their acceleration and transport in the galaxy oc-
cur through diffusive processes driven by magnetic fields.
Acceleration up to PeV energies is assumed to take place
through the first order Fermi acceleration mechanism
in shocked astrophysical plasmas [71-74] of supernova
remnants [75, 76] and propagation is believed to occur
through scattering on random fluctuations in the inter-
stellar magnetic field [77-79]. The presence of magnetic
fields in these processes implies a maximum confinement
energy either at the source or at the galaxy and hence,
the presence of rigidity dependent cuts in the primary
spectra at PeV energies [80], while diffusive shock ac-
celeration predicts a power-law behaviour for the energy
spectrum of cosmic ray nuclei from TeV to PeV [1, 76].
As a consequence, it is difficult to understand the HAWC
result within this scenario.

Some non-conventional models predict features in the
spectra of different nuclei in the TeV energy range, like
the one observed by HAWC, and invoke the existence
of new kinds of cosmic ray accelerators, nearby sources,
or modifications to the standard mechanism of particle
acceleration in astrophysical shocks. For instance, in
[13, 14] an old supernova remnant (age ~ 2 — 3 Myr)
located close to the Earth at a distance of ~ O(100 pc)
is postulated as the dominant source of measured 10 —
100 TeV cosmic rays. Its maximum achievable energy
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is assumed to be around Z x 10TeV. The model leads
naturally to breaks in the spectra of cosmic ray nuclei
at tens of TeV and could explain the observed feature
in the spectrum of proton plus helium primaries. On the
other hand, in [15] a phenomenological model is proposed
based on the hypothesis that the measured all-particle
cosmic ray spectrum from 100 GeV to 100 PeV could be
described by assuming the contribution of three differ-
ent types of sources, each characterized by a power-law
cosmic ray spectrum but with distinct magnetic rigid-
ity cutoffs: one at 200 GV, another at 50TV and the
other at 4PV. The authors associate the first class of
cosmic ray accelerators to nova explosions, the second to
supernova remnants (SNRs) expanding in the interstellar
medium, and the last one to superbubbles. In the model,
the second population produce H and He spectra with
a knee-like feature in the energy range explored in this
work. In [81], the possibilities that the above structure
is due to the existence of a new population of TeV ac-
celerators or just to a single local source of TeV cosmic
rays are explored. They favor a local source, following
arguments from [82, 83|, supported on data of the phase
and dipole anisotropy of galactic cosmic rays. Finally, in
[84], TeV features in the spectrum of light cosmic rays ap-
pear as a consequence of two new H and He contributions
with hard spectra accelerated at reverse shocks of SNRs
of type II and I, respectively. In this scenario, the new
sources contribute to the hardening of the energy spec-
tra of protons and helium at rigidities of 240 GV and to
the increase in the ®g./®y ratio between 100 GeV and
1TeV as observed by the ATIC-2 [22], CREAM |40, 85]
and PAMELA [41] detectors.

In order to distinguish among the predictions of differ-
ent models that may explain the physical origin of the
feature in question, we also must look at the details of
the energy spectra of heavier cosmic ray elements in the
interval 10 TeV — 1PeV. NUCLEON, in a recent study
[20], has also provided evidence in favor of the existence
of rigidity dependent breaks at ~ 10TV in the individ-
ual spectra of primary cosmic rays with Z > 3. Further
research with CALET [86], DAMPE, HAWC, TAIGA-
HiSCORE [87] and LHAASO [88] will soon test NU-
CLEON’s observations and, in turn, provide an opportu-
nity to understand the systematic uncertainties inherent
in the direct and indirect cosmic ray detection techniques.

VIII. CONCLUSIONS

The HAWC observatory has measured with high statis-
tics and precision the cosmic ray energy spectrum of H
plus He in the energy interval from 6 TeV to 158 TeV and
confirmed previous hints from the ATIC-2, CREAM I-IIT
and NUCLEON direct detectors that the energy spec-
trum of light primaries deviate from a plain power-law be-
haviour in the 10—100 TeV energy interval. HAWC result
also agrees with DAMPE recent measurements that point
out the existence of individual softenings in the spec-



tra of protons and helium nuclei at tens of TeV. Hence,
HAWC results does not support previous observations
from the ARGO-YBJ air shower detector between 3 and
300 TeV, whose spectrum agrees with a simple power-
law form [67]. HAWC results find a break in the H + He
spectrum of cosmic rays close to 24.075 % TeV, which is
produced by what it seems to be a smooth decrease in the
spectral index from v = —2.514+0.02 to v = —2.834+0.02.
Such a structure was previously reported by HAWC in
[26]. Now, it has been confirmed using a larger EAS data
set with improved MC simulations of the detector. The
break is observed with a statistical significance of 4.1 0.
Under systematic uncertainties, the feature has a signif-
icance of 0.8¢. This study demonstrates that research
on the composition of cosmic rays is possible with the
HAWC detector and opens the door to deeper investiga-
tions in the TeV range not only in HAWC but also in
other present/future high altitude water Cherenkov ob-
servatories.
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Appendix A: Composition models

To study the impact of the uncertainties in the compo-
sition of cosmic rays, we used four additional composition
models in our study. The first is the Polygonato model,
described in [89]. The others were obtained from fits to
the spectra of the different mass groups of cosmic rays
measured by the ATIC-2 [90], JACEE [65] and MUBEE
[91] collaborations. For the individual fits, we used a
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broken-power law expression similar to the one employed
for the nominal composition model in [21]. This formula
is

Oy(E/Eg)™ , E<E,
O(E/GeV) =
Do (Ep/Eo)" " 2(E/Ep)? , E = Ep.
(A1)

Here, @ is a normalization factor at the reference energy
FEy and E} is the energy at which appears the break; ~;
and -y, are the spectral indexes of the function before and
after the kink. For all models, we chose Ey(GeV) = 100
for light primaries and 1200 GeV for heavy ones. The
results are shown in table III. The first model, denoted as
ATIC-2, was derived from ATIC-2 data [90] between E =
49 GeV and 31 TeV. In this case, to get the parameters
of the C—Si heavy mass groups, a joint fit was performed
to a single value for v;, 72 and Ej in the spectra. The
individual normalization factors for each of the heavy
elements were treated as free parameters during the fit.
To obtain the spectrum for Fe nuclei, the previously fitted
v2 and Ej values were substituted in the corresponding
broken-power law formula and were fixed during the fit.

The second fitted model, named MUBEE, was ob-
tained from a fit to combined ATIC-2 [90] and MUBEE
[91] measurements. Below E = 10TeV only data from
ATIC-2 was used, and above, just the measurements from
MUBEE. To obtain v; and F} for the spectra of C—Si
nuclei, we proceeded as before with the difference that
to find o we decided to divide the heavy data in two
mass groups: C—F and Ne—K, and to perform different
fits for each of them. For the model called JACEE, we
proceeded similarly, except that ATIC-2 data was kept
up to E = 25TeV and at higher energies, JACEE mea-
surements were employed [65]. In addition, we also fitted
E separately for each distinct mass group.

To illustrate the results of the fits, in fig. 17 we display
the predictions for the energy spectra of the light and
heavy mass groups of cosmic rays and for the ratio of
light to heavy cosmic ray nuclei ® g4 ge/®z>3 according
to each of the composition models, including the nominal
one and the Polygonato scenario.

Appendix B: Statistical and systematic errors

For the calculation of the statistical error we have con-
sidered the following sources of uncertainty:

Statistics of the data: The magnitude of this error is
less than 0.03% due to the large number of events in the
data. It was calculated by propagating the statistical
error from N (E,..) according to [62, 63]. We assume that
the reconstructed energy bin contents are independent
and Poisson-distributed. Let’s define

N, = N(EM)7 (B1)
Nrec,j = N(Erec,j)v (B2)
My; = P(Eu|Erec,;)- (B3)



TABLE III. Values of the parameters of three composition
models used in the present analysis. The models were derived
from fits with expression (A1) to the ATIC-2 [90], JACEE [65]
and MUBEE [91] measurements on the elemental spectra of
cosmic rays.

Model [oRy Y1 Y2 Ey
[107%m~2s 1sr—! GeV!] [GeV]
ATIC-2
H 4.40 x 10* —2.86 —2.60 159.6
He 2.59 x 104 —2.61 —2.45 1093.6
C 6.61 —2.64 —2.48 11125.5
(e} 10.73 —2.64 —2.48 11125.5
Ne 2.78 —2.64 —2.48 11125.5
Mg 4.72 —2.64 —2.48 11125.5
Si 5.34 —2.64 —2.48 11125.5
Fe 13.10 —2.61 —2.48 11125.5
MUBEE
H 4.44 x 10% —2.72 —2.712  —
He 2.66 x 104 —2.60 —2.63 732.7
C 6.41 —2.64 —2.56 31693.5
o 10.46 —2.64 —2.56 31693.5
Ne 2.46 —2.64 —2.00 31693.5
Mg 4.13 —2.64 —2.00 31693.5
Si 4.58 —2.64 —2.00 31693.5
Fe 13.10 —2.61 —3.00 4283.8
JACEE
H 4.39 x 104 —2.80 —2.69 109.44
He 2.67 x 10* —2.60 —2.59 1586.4
C 6.35 —2.64 —2.24 13106.9
(e} 10.35 —2.64 —2.24 13106.9
Ne 2.46 —2.64 —2.48 31693.5
Mg 4.13 —2.64 —2.48 31693.5
Si 4.58 —2.64 —2.48 31693.5
Fe 13.10 —2.61 —2.51 80717.9

Then the covariance matrix V4% that provides the sta-

tistical errors and the correlation between the unfolded
bins can be expressed as:

ON' ON,
Vsdzta Nl Nl = Cov rec,js Nreek) 3
tat [ ] jk 6N,ec,_/ [ J k] aNrec k
(B4)
with

(B5)

where the superscript ¢ denotes the iteration level of the
unfolded spectrum N(E) and

COU[ rec,js Nrec,k] = Nrec,jaj,k (BG)
is the covariance matrix for the bins of the reconstructed

spectrum. For i = 0, we have ON))/ONyec ; = 0.
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Limited statistics of the MC' simulations: The finite
size of the MC data contributes with a statistical error
within +3.8% through the response matrix. The un-
certainty was computed by error propagation following
[62, 63]. The covariance matrix V¢ from which these
errors are derived is calculated from the following expres-

sion:

ON?
Vvs%tch Nl ZZ j)\)PkP]8PV7
XJ opk ke
(B7)
where we have defined
P, = P(Erec,j|Eu). (B8)
and
ON}, N .
Nz 15 Nz 1 rec,]'
6Pj>\ [ HA T #J A ] Zo’ PjgN;'_l
i i—1
Nu BNH
Nz—l apj/\
rec, k aNi_l
_ M, a
Z [ Nz 1 uk k 8Pj)\
(B9)

In formula (B7), Cov[P;x, Py,| represents the covariance
matrix for the bins of the response matrix. It is different
from zero in the following cases [51]:

Pjx [1 — Py, /—]YMC,)\ ;
—PjxPix/Nuvey s

j=k
j#Ek’

where Npron = (35, win)?/ (O ,—q wiy) is the equiv-
alent number of unweighted events inside the bin E) of
the true MC energy distribution used in the construc-
tion of the response matrix. Here, the sum runs over the
number of simulated events in the bin and wy) denotes
the weight of each of these events. In case that i = 0, we
have 8N2/8PJA =0.

On the other hand, the systematic uncertainty was cal-
culated by summing in quadrature the error sources be-
low; in each case we cite the effect on the intensity of the
H + He spectrum, and took the systematic error for each
source as the size of the observed effect:

Unfolding algorithm: Its uncertainty is found between
—1.1% and +1.2%. It was evaluated by comparing the
experimental result obtained with the Bayesian proce-
dure with that using the Gold’s algorithm [52] as imple-
mented in [53].

In Gold’s procedure [52], a real diagonal matrix D is
found iteratively, which allows to estimate the unfolded
histogram N (F) from the data by using the equation

N(E) = DN(Eye.),

CO’U[P]')\, Pk)\] = {

(B10)
with
P(E)

diag(D) = S~ 55, BV PE)

= (B11)
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FIG. 17. Left: The energy spectra for light (gray, H+He) and heavy (black, Z > 3) cosmic ray primaries in the 100 GeV —1 PeV
regime as predicted with the different composition models used in this work. The nominal one (continuous line) was taken from
[21]. The Polygonato model (long-dashed line) was obtained from [89], and the other models, from fits with broken power-law
formulas to data from ATIC-2 [90] (short-dashed line), JACEE [65] (dotted line) and MUBEE [91] (dashed-dotted line). Right:
The relative abundance of the light component of cosmic rays in the interval 100 GeV — 1 PeV as predicted with the above
composition models. The same line style conventions used on the left panel are used here.

Here, P(FE) is the probability distribution of the unfolded
histogram at the previous iteration level.

Now, in order to guarantee real positive solutions and
to take into account the statistical uncertainties of the
data [53], we replaced N(E,¢.) by

N'(Eyee) = [P(Erec| E)]TCCN(E,e.), (B12)
and P(FE,..|E) by the matrix
P' = [P(Ereo|E)|TCCP(E,.|E), (B13)

where C' is a diagonal matrix, whose matrix elements on
the main diagonal are equal to the inverse of the statis-
tical uncertainties of the measurements N (E,..).

Seed for the unfolding method: To estimate the error of
the unfolded result due to the initial energy distribution
used in the Bayesian algorithm, we have repeated the
unfolded procedure with two distinct priors: a uniform
distribution, as suggested by [51], and an E~1-5 distribu-
tion. The power-law choice that was employed matches
the all-particle energy histogram measured with HAWC
for 10 TeV < E < 46 TeV [21], which may be expected to
be closer to the true distribution of H plus He primaries,
since this region seems to be dominated by the light mass
group of cosmic rays [20, 22, 23]. By comparing the re-
sulting spectra with the one of reference obtained in this
work (see fig. 11), we found a bias in the intensity within
—1.4% and +0.7%. We used that as the systematic error
due to the seed in the unfolding algorithm.

Smoothing procedure in unfolding algorithm: The em-
ployment of a broken power-law in the smoothing pro-
cedure of the unfolding analysis was done to achieve a
fast convergence of the result. However, this procedure

may introduce a systematic error in the unfolded spec-
trum. To compute this uncertainty, we smoothed the
unfolded distributions with two alternative functions: a
fifth degree polynomial and the 353HQ-twice smoothing
algorithm [55] as installed in ROOT [56]. The resulting
spectra were then compared with the one of reference ob-
tained with the Bayesian method. We found differences
that range from —2.5% to +3.7%, which we used as the
corresponding systematic error.

Corrected effective area: The systematic uncertainty in
Acrp(E) was evaluated using MC simulations. By vary-
ing Aery(F) inside its allowed limits, we observed a vari-
ation in the energy spectrum from —2.1% to +2.2%.

Position of the age cut: We moved the cut to the ex-
pected line for the mean age of He events and then, to
the mean age of C events (see fig. 4). Using the cut on
sc, the spectrum is increased by at most +3.7%, while
by setting the cut on sy, a decrease of up to —6.6% is
observed.

Cosmic ray composition uncertainty: The dependence
on the primary cosmic ray abundances enters through the
response matrix and the corrected effective area, which
are computed with MC simulations. We replaced our
nominal model with the four alternative composition sce-
narios of appendix A and repeated the analysis in each
case. In addition, we have also considered the uncer-
tainty in the relative abundance of heavy nuclei observed
in the analysis of the efficiency of the age cut (c.f fig. 8)
presented in section V. To estimate its effect on the un-
folded spectrum, we have multiplied by a factor of two the
intensity of heavy elements in our cosmic ray composi-
tion models, since, in this case, model predictions for the
efficiency of the shower age cut are closer to the measured



) 3 o o

2 -6 =1[0.00° 16.70°] EPOS-LHC
2.8;A \ A e H
2.6;';";""“... A A Fe

re o0 A
2.4 5

C . D"‘..

2.2 o,
E o o, 4
2 .D'“

r SN
1.8 ST A,

E E..Ch.n_g [m} JjA[L.JI!A“
16 , HAWC data S e T,
1.4 -reeeeees Cut separating He and C

CL Ll Ll L Ll

35 4 4.5 5 55

IoglO(EreC/GeV)

19

& [9=10.00°, 16.707] H+He
% HAWC data

o |

<

)

—

n
(\'I [ )

£ s S o $ .

@ 104 ¢ ¢

g [ $ $
& |
N

Lu L

o QGSJET-II-04
[ © EPOS-LHC

P U ER Y NSO EEUTN RN R
3.8 4 42 44 46 48 5 5.2

IoglO(E/GeV)

FIG. 18. Left: Expected values of the mean age parameter of vertical EAS for HAWC according to EPOS-LHC versus the
reconstructed energy in comparison with the measured data (black open squares). For clarity, not all the elemental nuclei
simulated in this work were included in the plot. Model predictions are only shown for H (circles) and Fe (triangles) primaries.
Vertical lines in each data point represent the errors on the mean. The sg._¢ cut derived from EPOS-LHC simulations is
shown with the segmented red line. Right: The energy spectrum of protons plus helium cosmic ray nuclei as measured with
HAWC and reconstructed within the framework of the QGSJET-II-04 (black circles) and EPOS-LHC (hollowed red circles)
hadronic interaction models. Error bars represent the statistical uncertainties. They are larger for the reconstruction with the
EPOS-LHC model due to the smaller size of the MC sample used in this case within the unfolding procedure.

value. Then we have repeated the unfolding analysis with
the new models. The maximum and minimum differences
of the results obtained with the different scenarios for the
composition of cosmic rays with respect to the experi-
mental spectrum of reference were recorded as system-
atic uncertainties. At the bin log;,(E/GeV) = 3.9, the
systematic error has a value of —11.6%, while for the bin
log,,(F/GeV) = 5.1, it lies within +2.1%/—17.3%. In
general, when using models with heavier (lighter) relative
abundances than the nominal one, the magnitude of the
spectrum decreases (increases) due to the larger (smaller)
correction factors. In case of the ATIC-2 model, which
have a lighter abundance, we observe a small decrement
close to 10 TeV that is due to a compensation from the
response matrix. This effect is related to the hard spec-
trum of the light component employed to construct the
above matrix.

PMT charge resolution: In the nominal MC data set,
a PMT charge uncertainty of 10% is used [27]. To eval-
uate the impact of this parameter on the final spectrum,
the PMT charge resolution was varied within its allowed
interval [0%,15%] (see [27]). Changes of the H + He
spectrum were between —2.6% and +1.8%.

PMT-late-light simulation: Air showers have a broader
time distribution than the laser pulses employed for cal-
ibration in HAWC [27, 30|, consequently there appears
a systematic error associated with the calibration of the
effective charge produced by the late light during the
EAS event, which is important for high values of Qg
(> 50 PEs). The effect of this systematic source leads
to an overestimation of the charge, since broader pulses

have a longer Time-over-Threshold. In simulations, to
take into account the effect of the PMT late light, a lin-
ear correction is added in logarithmic space to the effec-
tive charge. The value of the correction is the same for
all PMTs and it increases from zero at log;((Qegt) = 1.25
up to 0.1 at around log;(Qe) = 2.25. To estimate the
uncertainty of the PMT late light, the value of the cor-
rection at the upper limit of log;y(Qe) is varied between
0.5 and 1.25. The limits are quite conservative and they
are chosen in such a way that allow us to describe the
measured charge distribution for triggered events. On
the other hand, we have also included the case for zero
correction in the study, assuming that the difference be-
tween the MC simulations and the data is due to deficien-
cies of the hadronic interaction model. A smaller value of
the correction of the PMT-late-light effect in the simula-
tion tends to flatten the energy spectrum, however, even
with zero correction the spectral feature can be observed
(c.f. section VI). We varied the late light effect within
the above range and found that it produces a systematic
effect from —9.2% to +28.3% in the energy spectrum.

PMT threshold: The impact of the uncertainty in the
minimum detectable charge at the PMTs of HAWC has
been also evaluated. For this aim, the nominal value
(which is of the order of 0.2 PE) was varied within the er-
ror interval of +0.05 PE, which was found from a HAWC
calibration study based on vertical muon data [27]. Cor-
respondingly, we observed a bias of —1.96%/+2.3% in
the magnitude of the spectrum.

PMT efficiency and its temporal evolution: We esti-
mated this uncertainty by using distinct MC simulations,
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FIG. 20. The total systematic uncertainties on the energy scale against the primary energy. The results are shown along with
the contributions from the different systematic sources listed in appendix B.

which incorporate the measurements of the individual
PMT efficiencies in HAWC at different moments during
the data taking period [27] (in particular, on September
2015, April and July 2016, February and June 2017 and
February 2018). This procedure allowed us to determine
the uncertainties in the efficiency of the PMTs, which can
change with the time due to possible aging effects. The
detector layouts of the active PMTs in HAWC registered
during these sampling epochs were also incorporated into
these simulations in order to study the influence of PMTs
that are removed for maintenance or are not active in
HAWC during the data taking periods, because the MC

simulations used in our nominal analysis were carried out
for an ideal situation where all PMTs are working. Using
these MC data sets, we found that the corresponding er-
ror in the energy spectrum ranges from —4.1% to +5.0%.

Hadronic interaction model: To evaluate the influence
of the uncertainties in the physics of the high energy
hadronic collisions, we produced a small set of MC simu-
lations using EPOS-LHC and repeated the analysis pro-
cedure. Following section III, we generated 4 x 10> MC
events for each of the following nuclei: H, He and C, and
2x 105 MC showers for each of the other primaries: O, Ne,
Mg, Si and Fe. The mean lateral shower age as computed
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model as reconstructed with the unfolding technique described in this work (black data points). The gray error band and the
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interaction model was not included. The true energy spectrum is shown with a continuous line, while the result of the fit with a
power-law formula like eq. (8) to the reconstructed spectrum is shown with a short-dashed line. The true spectral index of the
spectrum is v = —2.67, while the fitted one is v = —2.66 4+ 0.01. Right: The reconstructed energy spectrum of light primaries
(black circles) for the same model as before, but with the difference that the true spectrum of the light component (continuous
line) has a break at E. = 24 TeV with Avy. = —0.32. The fit with the broken power-law function of eq. (9) (represented with a
short-dashed line) gave a smaller value for the change of spectral index (A = —0.30+0.06) due to the contamination of heavy

primaries, which is larger in this model than in the nominal one at high energies.

with EPOS-LHC for some selected cosmic ray primaries
is presented in fig. 18, left, as a function of E,... in com-
parison with the measured data. In this figure, we also
display the line that represents the sg._c cut as calcu-
lated with the EPOS model. Fig. 18, right shows the en-
ergy spectrum of H4+-He as estimated using HAWC data
calibrated with EPOS-LHC compared with QGSJET-II-
04. The magnitude of the spectrum decreases when us-
ing the EPOS model. At log,,(E/GeV) = 3.9 the error
is ~ —3.7%. The minimum value of the error (—10.9%)
was found at log,,(E/GeV) = 4.9.

Finally, fig. 19 shows the relative uncertainty of dif-
ferent sources of statistical and systematic errors as a
function of the primary energy, along with the total frac-
tional uncertainty. The dominant contributions to the
error come from the uncertainty in the PMT-late-light
simulation, the hadronic interaction model and uncer-
tainties in the cosmic ray composition. To end this sec-
tion, we have estimated the systematic uncertainties in
the energy scale associated with the different systematic
sources listed in this section. We have employed formula
d®/® = —(v+ 1)0E/E [70], where 7 is the local value
of the spectral index in the energy spectrum as obtained
from the fit to the data with equation (9). The results
are shown in the plots of fig. 20.

Appendix C: Systematic checks

We performed several checks to see whether systematic
effects could produce the observed change in slope in our
H + He spectrum.

First, we tested the reliability of the reconstruction
method by applying it to MC simulations produced with
QGSJET-II-04, which we treated as fake experimental
data. The idea behind this test was to check that the
analysis procedure does not introduce artificial features
in the spectrum under study and that the reconstructed
spectrum of light primaries is in agreement with the true
one within systematic uncertainties. As input data, we
have used the different composition models of appendix
A, which predict distinct g4 pe/Pz>3 ratios. For each
test, we used two alternative spectra of H+He: a sin-
gle power-law formula or a broken power-law behavior,
the latter with the same change in spectral index and
position of the spectral feature as observed in the mea-
sured spectrum. In all cases, we found that the shape of
the studied spectrum did not have any dramatic modi-
fications due to the analysis method (see, for instance,
fig. 21) and that the reconstructed spectrum agrees with
the true one within the systematic errors. In each test, we
quantified the systematic uncertainties listed in appendix
B, but the one corresponding to the hadronic interaction
model.

On the other hand, it is interesting to point out
that the correction factor f.,. has a strong feature at
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FIG. 22. Predictions of the QGSJET-II-04 model for the en-
ergy dependence of the mean lateral age in vertical air showers
initiated by four cosmic ray species at HAWC. From top to
bottom, the MC points correspond to Fe (solid triangles), C
(hollowed triangles), He (hollowed circles) and H (solid cir-
cles) primaries, respectively. For clarity, not all the elemental
nuclei simulated in this work were included in the plot. The
standard cut sge—c employed to extract the enriched sub-
sample of light nuclei used for the main analysis of the paper
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cut based on the maximization of the @ factor and used in
one of the systematic checks of appendix C is shown with a
dashed black line.
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FIG. 23. The corrected effective area for light primaries es-
timated with eq. (6) for HAWC using QGSJET-11-04 simula-
tions and the optimized age cut based on the maximization
of the @ factor (black data points). For comparison, also the
corrected effective area for light primaries obtained after ap-
plying the standard age cut sg.—c is displayed (gray open
squares). Statistical uncertainties are smaller than the size of
the data points.
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log,o(E/GeV) = 4.5, close to the location of the break
in the measured spectrum of H+He. The factor f.o..
does not contribute to the formation of the cutoff in the
spectrum, on the contrary it tends to flatten the feature,
which appears already in the unfolded distribution. If
we assume that the feature in the spectrum is due to an
underestimation of the relative abundance of the heavy
mass group and, thereby, of f., by the cosmic ray com-
position models, we would need an enormous amount of
heavy nuclei in the models around log,,(E/GeV) = 4.5
because of the small fraction of heavy primaries in the
selected data subset. This particular overabundance of
heavy primaries would be in contradiction with direct
measurements and with HAWC data on the shower age.
Hence, this possibility is discarded. In consequence, the
origin of the break in the spectrum of light primaries is
not connected to the feature of the correction factor ob-
served at log,((E/GeV) = 4.5.

We also performed other systematic checks, which are
not included as systematic errors, but that are impor-
tant to discard that the observed feature in the measured
spectrum is induced by the reconstruction method.

We started by studying the possibility that an un-
known spectral break in the intensity for heavy primaries
produces the above mentioned feature. To rule out that
scenario, we introduced a cut at F, = 24TeV with a
change of spectral index A7y, = —0.32 in the spectrum of
the heavy component of our MC composition models and
kept the single power-law behaviour for the intensity of
light elements unchanged. The unfolded results produced
a small bump in the light spectrum, but with a A~ too
small (< —0.03) to explain the observations. A sharp cut



at F,. has been discarded as it would be in contradiction
with the measured shower age distributions, but when
investigated anyway, we observed a bump in the light
mass group spectrum with Ay < —0.01. A recovery in
the intensity of the heavy component of cosmic rays at
E. = 24TeV was also investigated. We found that it can
neither explain the observations, as it would produce a
positive change in A~ in the spectrum of light primaries
in contradiction with the HAWC measurement.

We also ruled out systematic effects from either the cal-
ibration of large induced signals or the cut Q.g > 10* PE
as the reason behind the slope change. That conclusion
was achieved by reconstructing the spectrum of light pri-
maries for inclined air showers (in particular, with 6 close
to 45°) and by observing that the break in the spectrum
is still present for events with large zenith angles. These
EAS suffer a stronger attenuation in the atmosphere and,
in consequence, have lower Qg values than vertical EAS.
Thereby the calibration errors are expected to be smaller
and so decrease the effects from the Q.g cut on the com-
position analysis. This point offers the possibility of ex-
tending HAWC studies on the composition of cosmic rays
up to 1 PeV using inclined EAS. A complete study with
inclined air shower events is in progress and will be pre-
sented in an upcoming paper.

As a systematic check, we have also reconstructed the
energy spectrum for H+He primaries from a data subset
obtained by applying an age cut derived from the maxi-
mization of the purity of the subsample and by using the
unfolding procedure describe in section V. For maximiz-
ing the purity of the data subset, we define the @Q factor.
This parameter is just the ratio between the number of
remaining events of light nuclei (signal) obtained after
applying the cut to the squared root of the number of
heavy primaries (background) that passed the age selec-
tion. Then we found the maximum value of the () factor
for each bin of reconstructed energy with the constraint
that we keep a retention factor of at least 50% for H
and 50% for He in each bin. The optimized shower age
cut obtained with this procedure is presented in figure
22 in comparison with the selection cut sg._¢ used in
our standard analysis and with the QGSJET-II-04 pre-
dictions for the mean shower age of different primary
nuclei. From fig. 22, we observed that the optimized
cut and the standard one have a similar tendency up to
10° GeV, but at higher energies they have distinct be-
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haviours. With the optimized cut the purity of the sub-
sample for log((Ere./GeV) < 5.2 is larger than the one
achieved with the standard age cut. For the optimized
selection, it is > 88.5%, while for the standard cut is
> 86%. At higher energies, the optimized age cut has a
poorer performance. In this case, the purity of the se-
lected data subset can decrease up to a value of 78%,
while for the standard selection is reduced up to 82%.

Using the selected data set with the optimized cut and
the unfolding procedure presented in section V, we have
obtained the corresponding energy spectrum of light cos-
mic ray primaries, which is displayed in fig. 24 together
with the standard result. The corrected effective area
employed for the computation of the spectrum with the
optimized cut is shown in fig. 23, in comparison with
Acpf(E) for the standard data subsample. We can see
that the effective area corresponding to the optimized
cut it is not flat. Despite of that the energy spectrum of
H-+He has the same shape whether we use the standard
age cut or the optimized one, as we can see from fig. 24.
Below 20 TeV, both spectra are in agreement. However,
we observe that at higher energies the spectrum with the
optimized cut is softer than the original one and that its
intensity is smaller by at most 8%.

In addition, we have also investigated the impact of
seasonal variations in the data. For this analysis, we
have divided our data in four subsets corresponding
to different periods of the year, which cover the fol-
lowing months: March-May, June-August, September-
November and December-February. For each period, we
reconstructed the energy spectra of H+He and compared
them with our nominal result. We found negligible vari-
ations with regard to the spectrum of fig. 11. At low
energies (log,o(E/GeV) = 4.9), the changes in the cos-
mic ray intensity due to seasonal variations are of the
order of +0.7%/—0.5%. They increase with the primary
energy and reach values up to +1.26%/—0.85% for the
bin log,o(E/GeV) = 5.1.

We also studied the influence of the uncertainties in
the EAS core position on the energy spectrum by using
only cores reconstructed inside the array; again the slope
change did not disappear. Finally, we investigated the
combined effect of fluctuations in the signals at the lateral
distribution of EAS along with the effects of shower core
resolution, but that is not able neither to explain the
presence of the spectral break.
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