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The next generation of galaxy surveys like the Dark Energy Spectroscopic Instrument (DESI)
and Euclid will provide datasets orders of magnitude larger than anything available to date. Our
ability to model nonlinear effects in late time matter perturbations will be a key to unlock the full
potential of these datasets, and the area of initial condition reconstruction is attracting growing
attention. Iterative reconstruction developed in Ref. [1] is a technique designed to reconstruct
the displacement field from the observed galaxy distribution. The nonlinear displacement field and
initial linear density field are highly correlated. Therefore, reconstructing the nonlinear displacement
field enables us to extract the primordial cosmological information better than from the late time
density field at the level of the two-point statistics. This paper will test to what extent the iterative
reconstruction can recover the true displacement field and construct a perturbation theory model
for the postreconstructed field. We model the iterative reconstruction process with Lagrangian
perturbation theory (LPT) up to third order for dark matter in real space and compare it with
N-body simulations. We find that the simulated iterative reconstruction does not converge to the
nonlinear displacement field, and the discrepancy mainly appears in the shift term, i.e., the term
correlated directly with the linear density field. On the contrary, our 3LPT model predicts that
the iterative reconstruction should converge to the nonlinear displacement field. We discuss the
sources of discrepancy, including numerical noise/artifacts on small scales, and present an ad hoc

phenomenological model that improves the agreement.

I. INTRODUCTION

Ongoing and upcoming large galaxy surveys [2-8] pro-
vide us a wealth of information about the initial condi-
tion of density perturbations. However, accurately mod-
eling the low redshift matter distribution is a challenge in
modern cosmology, as the history of structure formation
suffers from the nonlinear evolution of density fields. Al-
though various improvement has been made for perturba-
tion theories [9-30], small scale matter power spectrum
is still difficult to model without additional fitting pa-
rameters [31-36]. N-body simulations that numerically
solve the evolution of all representative matter particles
in the Universe can be a solution. However, this is com-
putationally expensive, making it challenging to browse
all possible parameter spaces to find the best fit cosmo-
logical parameters to the observed data. Alternatively,
a method to reduce the nonlinear effect in the observed
galaxy distribution can potentially ease modeling the late
time field and extracting cosmological information from
large galaxy surveys.

Baryon acoustic oscillation (BAO) reconstruction has
been developed in this context [37], and a series of both
numerical and analytic investigations have been con-
ducted to understand and utilize the method [1, 38-47].
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The standard BAO reconstruction pioneered by Ref. [37]
showed that shifting the observed particles along the gra-
dient of the smoothed density efficiently recovers the lin-
ear BAO signals. The standard reconstruction works be-
cause we reduce the degradation effect due to the free
streaming by minimizing displacement that the particles
traveled by moving them back. The reconstructed field
shows an augmented correlation with the initial field,
but it is not quite the same as the initial linear density
field because it cannot fully reverse all the nonlineari-
ties [38, 42]. In other words, the BAO reconstruction
partially brings the cosmological information of higher-
order statistics back to the two-point statistics, making
the reconstructed field closer to be Gaussian [42]. The
resulting discrepancy returns the broadband spectrum
and redshift space distortion (RSD) that deviate from
the linear prediction and the prediction of the nonlin-
ear density field. This procedure introduces a challenge
from the modeling perspective, consequently making it
difficult to combine the BAO analysis with other large-
scale structure analyses. Recently, there have been a few
promising studies that address the challenge and con-
struct perturbation theory models of postreconstruction
full clustering [41, 44, 45] [48]. However, we should also
note that, in principle, we cannot recover the initial field
without solving the equation of motion (EoM) backward,
which is not reasonably possible due to the shell cross-
ing. Then a natural question arises: can we find a more
consistently defined late time field that is more correlated
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with the initial condition and less degraded than the den-
sity perturbations and try to model the field rather than
reconstruct such a patchy initial density field?

In this work, we argue that the Lagrangian displace-
ment field can be an alternative to reconstructing matter
density perturbations. As our N-body simulations show
in the top panel of Fig. 1, the late time displacement di-
vergence and initial linear density field are indeed 99%
correlated for kMpc/h < 0.2 and 95% for kMpc/h < 0.5
at z = 0.6 [49] (see Sec. IT and Sec. VI for the details
of our simulations.). Moreover, the top and middle pan-
els imply that the power spectrum is amplified rather
than damped. Thus, both the nonlinear instability and
degradation effect are reduced for the displacement field
compared to the density field, and we can potentially
extract a wealth of information from the displacement
field if they can be precisely measured and accurately
modeled. In practice, measuring the displacement fields
for actual surveys is nontrivial because we do not know
the initial galaxy positions a priori. Hence, we are inter-
ested in reconstructing the displacement field from the
observed galaxy distributions, which was the motivation
of Ref. [1], while their primary focus was the BAO fea-
ture. If we could adequately reconstruct the displace-
ment field, the broadband power spectrum would also be
consistently reconstructed. In this paper, we construct a
model for the broadband power spectrum for the recon-
structed displacement field.

While there have been a few comparable approaches
developed to iteratively reconstruct the nonlinear dis-
placement field [46, 50, 51], the “iterative reconstruc-
tion” introduced by Ref. [1] iteratively moves the par-
ticles along the density gradient by progressively reduc-
ing the smoothing radius step by step until we get the
almost zero density field. The final position is an esti-
mated Lagrangian position, and the displacement from
the original, i.e., the observed Eulerian position, is the
reconstructed displacement field. Ref. [1] simulated the
postreconstruction displacement field and showed that it
is 95% correlated with the initial linear density up to
kMpc/h =0.35 at z=0.

Although the top panel in Fig. 1 shows the linearity of
both the displacement field and post-iterative reconstruc-
tion field, it does not necessarily mean that we can model
those fields within the linear theory. The displacement
field power spectrum has about an 8% discrepancy from
the linear matter field at kMpc/h = 0.2 due to the shift
term, i.e., the term correlated directly with the linear
density field as shown in the middle panel of Fig. 1. In
addition, the post-iterative reconstruction estimator does
not perfectly recover the true displacement field even for
the BAO scale. On the other hand, the bottom panel
shows that the power spectrum of the errors from the lin-
ear matter field is similar to the nonlinear/reconstructed
displacement field despite the discrepancy in the power
spectrum in the middle panel. Thus, the relation among
those fields is not simple.

The authors of Ref. [1] called the displacement field re-
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construction “O(1)” reconstruction, and they further re-
construct the initial density field from the reconstructed
displacement field perturbatively, calling it “O(2)”. This
paper takes a rigorous approach to directly model the
“O(1)” estimator using perturbation theory. We present
a theoretical modeling of the reconstruction estimator in
Lagrangian perturbation theory (LPT) up to third order
for dark matter without redshift space distortions just for
simplicity. Ref. [1] presented a motivation for perturba-
tion theory modeling for their iterative reconstruction.
However, they did not consider modeling the iterative
steps but provided a way to find the Zel’dovich displace-
ment from the measured density. This paper will model
the iterative steps explicitly and find n-th step displace-
ment field up to 1-loop order perturbations.

This paper is organized as follows. Sec. II provides the
details of our two simulations and their measurements. In
Sec. I, we explain the difficulty of perturbation theory
for the displacement field towards an application to the
iterative reconstruction. Sec. IV provides the reconstruc-
tion algorithm in the LPT perspective. In, Sec. V, we
present our LPT modeling of the iterative reconstruction
and give a comparison with the simulations in Sec. VI.
Then we give a summary and conclusions in the last sec-
tion.

II. MEASUREMENT OF THE SIMULATED
DISPLACEMENTS

To compare our theoretical model with realistic non-
linear /reconstructed displacement fields, we need to min-
imize nonphysical numerical artifacts in measuring the
simulated displacement fields. In this section, we explain
the setup of our numerical simulations. Readers who are
only interested in the theoretical implementation can skip
this section.

Measuring the displacement field or velocity field
is challenging due to these vector fields’ discrete and
nonuniform sampling. Measuring the displacement us-
ing mass tracers gives the mass-weighted displacement
field, giving no measurement in the locations with-
out mass, while perturbation theories derive a volume-
weighted quantity. The Delaunay tessellation method
(e.g., Ref. [53]) works for a volume-weighted measure-
ment, which is more robust to the discreteness effect. In
this paper, however, we adopt the mass-weighted mea-
surement, following the convention of Ref. [1], for both
calculating the Lagrangian displacement field and the re-
constructed displacement field. As a caveat, one could in-
stead directly model the mass-weighted quantity in per-
turbation theory [54]. We test the sanity of the mass-
weighted measurement using a convergence test as a func-
tion of various levels of discreteness effect against a ref-
erence simulation without the discreteness effect. The



TABLE I. Simulation and sampling parameters. Both simulations assume a flat ACDM cosmology based on Ref. [52] with

Qm = 0.3075, Quh? = 0.0223, h = 0.6774, and o5 = 0.8159.

Name subsampling % # of meshes Box size [Mpc/h]? # of particles # of simulations
L500 4 5123 500° 1536° 5
subL500 0.15 5123 500° 1536° 5
L1500 4 10243 1500° 1536° 1
full.1500 100 1536° 1500? 1536° 1

1.00 e zeroed pixels, which we correct with a simple multiplica-
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FIG. 1. Top: The cross correlation coefficient rx =

Pxs, /v/Px Py, for the nonlinear density field dn1,, nonlinear
displacement field potential ¢, standard reconstruction es-
timator drec and 9th step iterative reconstruction estimator

(9). The nonlinear displacement field is 95% correlated with
the linear field for kMpc/h < 0.5, which is better than that for
the standard density field reconstruction for R = 20Mpc/h.
Middle: power spectrum of the nonlinear fields normalized by
the linear matter power spectrum Pj,. The shift term is not
reconstructed well in the iterative reconstruction. Bottom:
E(X,6L) is the power spectrum of the error field, which is
the difference between the nonlinear/reconstructed displace-
ment field and dr, normalized by Pr, (see Sec. II and VI for
the details of simulations.).

mass-weighted displacement can be written as

> Ware (xp, %i) 0 (x;)
> Were(xp, %) ’

obs. __
vt =

(1)

where W°P%(x;) is the observed displacement field of i-
th particle, Wi is the pixel window function indicat-
ing that we are using the Cloud-in-Cell assignment, and
\Ilgbs' is the mass-weighted displacement field for a pixel
centered at x,. For pixels with no particles found, we in-
correctly set \Il‘;bs' = 0. This operation biases the result;
the overall amplitude is reduced by the fraction of the

W is evaluated at the initial Lagrangian position, which
is fixed at x,, and that this is fundamentally different
from estimating the velocity divergence field, which we
evaluate in the Eulerian position.

We show the subsampling parameters (i.e., particle
spacing) and pixel window function of our two numer-
ical simulations in Tab. I. Simulations assume a flat
ACDM cosmology based on Ref. [52] with £, = 0.3075,
O,h? = 0.0223, h = 0.6774, and og = 0.8159. This is the
same cosmology used in Ref. [1]. Full N-body simulations
were produced using the MP-Gadget [55-57] with the
box size of 500Mpc/h and 1500Mpc/h. For 500Mpc/h,
we use the average of five simulations. Both simulations
use a particle resolution of 1536%. The simulation evolves
15363 particles from z = 99 by computing forces in a grid
of 15363, and we subsample 4% of the output particles
at z = 0.6 to make L1500 (for a box of 1500Mpc/h) and
L500 (for a box of 500Mpc/h). We use a grid of 5123
to Fourier-transform, reconstruct this nonlinear field for
L500 and subL500, and use a grid of 10243 for fullL.1500
and L1500.

Here, full.1500 is the simulation of 1500Mpc/h with-
out subsampling, therefore uniformly being distributed
in the Lagrangian position. The mass-weighted displace-
ment for this simulation should be equivalent to the
volume-weighted measurement, and we expect no dis-
creteness and no pixel window function effect for this
set. We do not use this complete catalog for reconstruc-
tion, as, first, it is computationally expensive for iter-
ative steps, and second, the reconstructed density field
will suffer the discreteness and the pixel window func-
tion effect even if we used this complete set, as we could
not perfectly recover the Lagrangian, uniform position
even after reconstruction. We use this complete set as
our reference to estimate the convergence of the simula-
tion L500, which is our main set to test the broadband
shape after reconstruction. We find that the displace-
ment field of the two simulations is convergent up to
kEMpc/h < 0.2 for those mesh resolutions within 1.1%.
We find that further subsampling and/or increasing the
mesh size breaks this convergence. Given the mesh reso-
lution and the particle resolution of these two simulations



in Tab. I, we consider 1 Mpc/h as the limiting resolution
and account for it in our LPT model. The convergence
of the displacement field does not straightforwardly im-
ply the convergence of the post-iterative reconstruction
displacement field. However, in this paper, we shelve the
plans for 100% sampling for the iterative reconstruction
mainly because of our numerical resources. To see the nu-
merical stability of the iterative reconstruction, we also
introduced subL500, which is a 0.15% sampling of the
5123 simulation and the rest of the parameters are the
same as those for L500.

For the BAO feature comparison, L500 is not optimal
due to its small box size, i.e., 500Mpc/h. For this reason,
we apply the iterative reconstruction on a pair of L1500,
the one generated with an initial condition with BAO and
the one generated without BAO with the same white-
noise fields [1, 58, 59], which will be shown in Fig. 3. By
pairing and dividing, we cancel out the cosmic variance
and the spurious effect due to the discreteness aforemen-
tioned.

As a caveat, note that the observed field from galaxy
surveys will be subject to many orders of magnitude more
severe discreteness effects than our default simulation
L500. Our companion paper [60] discusses a surrogate
reconstruction method to avoid the discreteness in recon-
struction. In this paper, however, we focus on modeling
the reconstructed displacement in the shot-noiseless limit
without redshift space distortion to test the model with
minimal complications.

III. THE UV MISTAKE OF 3LPT
DISPLACEMENT

This paper aims at modeling the iterative reconstruc-
tion up to 1-loop order, which can also be referred to
as “3LPT” as we expand the equation of motion up
to third order in the linear density field. We also call
the Zel’dovich approximation, i.e., linear perturbations,
“1LPT” in this paper.

One might wonder if the perturbation theory for the
displacement field is more convergent and more manage-
able than that for the density field, since we mentioned
that the simulated nonlinear displacement field is more
correlated with the linear field than the density field.
However, it does not work as we expected because of
the “UV-mistake”, which we explain in this section. The
UV mistake, first pointed out by Ref. [49], is an issue
about the cut-off dependence of a loop calculation for
the displacement field.

Let x and q be the Eulerian and Lagrangian coor-
dinates. The relation between these two coordinates is
written as

x=q+ ¥(q), (2)

and ¥ is called the displacement field. The Eulerian
density perturbation is exponentiated by the Lagrangian

displacement field as [26]
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ik (x—q) efik-\Il(q) — 1. (3)

We introduce the displacement field potential ¢ that
satisfies ik¢ = ¥ in Fourier space. The 1LPT spectrum
of ¢ is straightforwardly written by the linear matter
power spectrum Pp:

P
PLLPT _ L (4)

Then, the 3LPT power spectrum is given as
PIMPT =PVPT 4 Pyig + Pyoo, (5)
where we defined [49]

k P 1 p?)?
Pon = /dxd x) L(ky) (y4u)

PL k) 22(1 — p2)?
P, —fP
15 =0 P /dd T

, (6)

(M

with y = (1 — 2z + 22)Y/2. The integral variables z
and p run from 0 to oo and —1 to 1 respectively. We
show PgLPT, P13 and Pyoo and their standard pertur-
bation theory (SPT) counterpart for the density field in
Fig. 2 (see e.g., Ref. [15] for the SPT 1-loop term). The
3LPT correction is dominated by Pgi3, which is about
10% correction to the linear power spectrum even at the
BAO scale. We explain why Ppi3 > Pgoo as follows. In
the large loop momentum z — oo limit, we get [49]

24 k3 dx
4 e v 2
W Ponz = o8 12 / k), ®)
Py o2 P (k)ﬁ dx Py (kx) (9)
$13 77 ea FLAN) g LTLLART),

and the integral in Eq. (9) is sensitive to the large  con-
tributions. As we see the gray curve in Fig. 2, P%LPT
overestimates the displacement field at high &k, and thus
the loop integral contains the incorrect UV modes. As
a result, Pgi3, i.e., the third order shift to the linear
term that we call “shift term” is overestimated. This is
why the authors in Ref. [49] called this problem “UV-
mistake”. While we have the integral like Eq. (9) in the
3SPT corrections, they are canceled, and the net cor-
rection is suppressed. On the other hand, the fact that
|Ps13| > |Psi3|, while Pyi3 is positive and Pji3 is nega-
tive, and Pyao < Fgsoo is the reason that the displacement
field is correlated with the linear field very well and that
the phase shift in the BAO is negligible for the displace-
ment field.

Why do we have the UV mistake? In the LPT, we
solve the following equation of motion (EoM) [15]:

>w aw
T772 - HTW = —V.on(g+ ¥), (10)



164 — Pgim.
k4p;im.
141 K4p3LPT
% —— kP3P
1.2 1 p3seT
_____ KAp3EFT
1.0 = o
1]
10% 3= ... K4Py13
100 | 7T KR
. — k*Pp22+13
% 10-1 . —Ps13
Ps22
10-2 J |P522 +13]
e
1073 = .
1071 100
k [Mpc/h]t

FIG. 2. Top: Comparison of the simulation displace-
ment (gray) and density field (black), the 1-loop displace-
ment power sepctrum (blue) and 1-loop density power spec-
trum (orange). We evaluated at z=0.6. The second or-
der LPT is shown in pink. The EFT (green) is defined in
Eq. (13). All power spectra are normalized by the linear
matter power spectrum to better illustrate the difference.
Bottom: 1-loop corrections for the density (SPT) and dis-
placement fields (LPT) are shown. While |Psi3| ~ Psao >
k'Py13 > k*Pgaz, we have P, ~ PSPT < k*PIFPT for
kMpc/h < 0.1, and thus the low k displacement field is sen-
sitive to the high k loop contributions.

where H, ¢n, and 1 are the conformal Hubble parameter,
the gravitational potential, and the conformal time, re-
spectively. This equation is based on Newton’s equation
of a point particle in the gravitational potential. To close
the EoM, we impose the Poisson equation

3
Vign = §H25NL' (11)

The RHS of Eq. (11) assumes the pressure-less perfect
fluid approximation, which ignores the gravitational in-
teractions between the individual fluid elements. The
UV mistake is a consequence of this simplification, i.e.,
gravitational scattering of the individual fluid elements
happens at a small scale, which affects the large-scale
configuration of the elements [36]. Those effects are can-
celed out to some extent for the density field but are
not for the displacement. N-body simulations (or more
advanced hydrodynamical simulations) can directly ac-
count for these effects, but their analytic implementation
is generally complicated and impossible. One solution to
this problem is to use an effective field theory, where we
introduce all possible higher-order gradient corrections
to the energy-momentum tensor and modify Eq. (11) to
include the many-body effects. The 1-loop level effective

displacement field is written as [36]
e = (1+ ak'Q)\Il(l) + ‘I’(g) + ‘I’(g) +--, (12)

and o ~ —1 at z = 0.6 is read from Fig. 11 in Ref. [49],
where a subscript means the order of the perturbations.
Note that we take the upper bound of the loop integral
Kmax a8 kmax/k = co. In this paper, we fit (61, dsim.)/(67)
with

P,
f(k;a)51+ak2—|—2pg%, (13)

using the data in 0.02 < kMpe/h < 0.2, and get « ~
—1.27, which is slightly different from « in Ref. [49]. The
sample variance can be canceled by dividing the nonlin-
ear spectrum by the initial realizations in Eq. (13). The
advantage of fitting the cross power spectrum instead of
the auto power spectrum is to avoid overfitting noise and
Pyo. Our EFT is shown in Fig. 2 as the green dotted
curve. Note that the authors in the reference got « by
fitting the data at the field level while we got them at
the power spectrum level for simplicity. The compari-
son of these two approaches and the overfitting issue are
discussed in their paper.

To summarize, the 3LPT, mainly the shift term, suffers
the “UV mistake,” which requires correcting the mistake
beyond the perturbation theory framework. Do we also
have the same problem with the LPT reconstruction?
Indeed, we will show that the iterative procedure partly
cancels the UV mistake, and the postreconstruction dis-
placement field agrees with the true displacement field
up to much higher k.

IV. DISPLACEMENT FIELD
RECONSTRUCTION

In this section, we review the standard and iterative
reconstruction algorithm from the viewpoint of the La-
grangian perturbation theory, following Ref. [1]

A. Standard reconstruction algorithm

The standard density field reconstruction algorithm is
summarized as follows [37, 38]:

1. Firstly, measure the density field dny, in the Eule-
rian frame x. The Lagrangian expression of the
nonlinear density field is given in Eq. (3). The
Fourier transform of the density field is then

onu(k) = / d*qe=q [e—“"‘l’(q)—l . (19

2. Smooth the density field as onr,(k) — S(k)onp (k).
S(k) is a smoothing window in Fourier space, and
we usually choose a Gaussian window. We smooth



the density field to remove the nonlinear part of the
density field to use the linear continuity equation
to estimate the displacement.

3. Introduce the shift vector as the gradient of the
smoothed density field. In Fourier space this oper-
ation is equivalent to

—ik
—= S(k)onL(k). (15)

s(k) = k

4. Introduce the displaced density field
da(k) = /dg’qeﬂ'k'ol [efik'(q'(q”s(x)) —1]. (16)

s(x) is the smoothed linear negative displacement
and the linear part of the original displacement field
is partly subtracted. Note that the above Fourier
transform is with respect to q, while the shift vector
in the exponential is defined at x [42].

In the standard reconstruction, we also introduce the
shifted uniform //reference field

0 = [dige ek 1] an)

and the reconstruction estimator is defined as
6rec = (Sd — (Ss. (18)
Expanding the estimator with respect to ¥, we get [38]
Orec = —ik - ¥ (k) + O(T?). (19)

Ref. [38] showed that we could not remove the pure
second-order contribution in O(¥?). Therefore, §,cc does
not coincide with the linear field at nonlinear order.

B. Iterative reconstruction algorithm

In the above first step reconstruction, we reduce the
original displacement ¥(q) to ¥(q) + s(x). In Ref. [1],
they repeat the above steps 1 to 4 by updating the nonlin-
ear field by the displaced density field until we get almost
zero displacement in the end. Hereafter, we put indices
in the above equations as

w0 5590 5550 5 50 (20)

and generalize 0 to n. We also write 61(&) = 651”71). We
may rephrase step 4 with respect to the displacement
field as follows:

4’. We define the new displacement field
W (q) =¥ (q) +5V(a+¥%q) (21)

and update the nonlinear field as

Ehd*q e [ —ies®
5§}L>(x)z/ (%)Bek( a) [e kw®@ 9] (22)

6

We then repeat 1 to 4’ until we get (51(\&) (x) ~ 0. The
final positions are the estimated Lagrangian positions
where the Fulerian density field is zero. Generalizing
Eq. (21), the n-th step displacement field is recursively
defined as

T (q) = 0D (q) +s" V(g + T D(q). (23)

We reduce the smoothing radius R step by step, and n-th
step smoothing function is defined as

2 1.2
S =exp <_ Rff > , (24)

R, ="R. (25)

Note that the field level smoothing scale is given as R/v/2
in the present convention. In this paper, we use ¢ =
1/4/2 unless otherwise stated. The remaining process is
summarized as follows.

5. Evaluate the total negative displacement:

st} (x) =5 (q + O (q)) +sV (g + TV (q))
+o 480D (g + 2V (q)). (26)

Note that s§§3 is evaluated at the initial (i.e., the
observed) Eulerian position x, so, if the reconstruc-
tion is nearly perfect, we reconstruct the negative
displacement that satisfies

x + s (%) = q. (27)

6. Evaluate the negative displacement as a function of
the estimated Lagrangian position, which is given
by

T((q) = —s (a + T(q)). (28)

This \IIEQC) is the output of the iterative reconstruction.

We usually compute the divergence of W§23 to compare
it with the density fields. This paper also refers to the
displacement field’s divergence as “displacement field” or
k2¢ unless otherwise stated.

V. MODELING THE ITERATIVE
RECONSTRUCTION WITH LPT

Our modeling strategy is as follows. Firstly, we put
forward a perturbative expansion ansatz of the n-th step
displacement field in the most general way. Then, follow-
ing steps presented in Sec. IVA and IV B, we compute
the displacement field at n+ 1th step. Comparing it with
the nth step ansatz, we derive the recurrence relation for
the expansion kernels. Readers who are only interested
in the main result may skip the detailed derivation and
refer to Eqs. (65) and (75).



A. Recurrence relation
1. Displacement field

Let us define the potential field of the observed parti-
cles after the n iterations as

(k) = iko™ (k). (29)

The curl component is at least at third order, which does

not, contribute to the divergence in the end. Then the

iterative reconstruction displacement estimator \II§EC) is

defined as the difference between and the true nonlinear
displacement field ¥(©) (q) and the n-th step displace-
ment field

w1 (q) = —sio; (x) =

rec ‘I’(O) (q) - ‘I’(n) (q)a (30)

where we used Eq. (23) and Eq. (26). The reconstructed
displacement potential in Fourier space is then defined as

on) = ¢ — g™, (31)

We put forward the n-th step ansatz as a series expansion

with respect to the zeroth step potential field ¢ = ¢(©) as
00 (k) = A™ (k)¢ (k)
1 [ d3ki1d3ks 34(3)
+2[/(2ﬂ-)6(2ﬂ-) 6D (k—kl —k2)
x A (ky, ko) (ki ) B (ko)
1 [ Pkid3kyd?ks 34(3)
g/w(Zﬂ') 6D (k—kl —kQ —k3)
x AT (ki ko, ks)d (k1) (kz)d (ks), (32)

where, by definition, the zeroth step kernels are given as

AO (k) =1, (33)
A (kg ks) = A (ki ko, ks) = 0. (34)

Note that Eq. (32) is the most general form of the expan-
sion at the 1-loop order. Then, we will get ("1 to find
the recurrence relations for A. To simplify our notation,
we introduce the following notation:

1 1
¢£L") = Ag”)bqﬁb + §A¢(1n)bc¢b¢c + §A¢(1n)b6d¢b¢c¢d’ (35)
where we defined
A((ln)b EA(TL) (kb> (27‘()3(5](:?) (ka — kb), (36)
A((ln)bc EA(n)(kb7 kc)(27'r)36](33)(ka — kb — kc) (37)
Almbed = A() (1, k. k)

x (27)26%) (k, — kp — ke — ky), (38)

and we integrate the momentum for a pair of repeated
upper and lower indices.

2. Nonlinear density

Given a displacement field (35), we calculate the non-
linear density field from Eq. (3). Eq. (3) can be expanded
into

50 = X000 + = X0 o

1
n gxa“%"wwg”), (39)

where we defined

= (ko - k) (27)%65) (ko — ko), (40)
Xo" = (Ko - ko) (Ko - ko) (2m)305) (ko — Ky — k), (41)
X, = (ky - k) (ka - ke) (ko - ka)

x (2m)36%) (ko — kp — ke — Kq). (42)
Note that we get the 3SPT density power spectrum when
we evaluate the 1-loop density power spectrum for the ex-
pansion (39), and there is no resummation for this trun-
cation. Substituting Eqgs. (35) into (39), one finds

i = XA,
1
T (raA A A 6,

+ 1' ( bA(" pgr 4 3X, beA(”)pA(n)qr
3!

+ XY AP AT A 7’) bpbar. (43)
We obtained the connection between the expansion of the
potential field and the nonlinear density field. Our next

step is to introduce the smoothing factor and then the
shift vector.

3. Shift vector

Let us introduce the shift vector and find its perturba-
tive expansion with respect to ¢. We generalize Eq. (15)

for 51(&) obtained in Eq. (43) and find
™ (k) = — K 50 ()5 (i
(k) = — 2.5 (k)3 (1) (44)

As a caveat, we cannot simply update the Fourier space
displacement field as (") (k) + s(™ (k) because we are
mixing the Lagrangian field (™ (q) and the Eulerian
field s(™(x) in Eq. (23). Indeed, the Fourier transform
of Eq. (23) with respect to q is

WD (k) = ™ (k) + £ (k), (45)
where we introduced
(") (k) = / d*qe= s (q + B (q)). (46)



Then, we expand the above equation in terms of ¥, and
identify [ d3ge~9s(™)(q) with s (k). Note that q in
this integral is nothing but a dummy variable. Then,
Eq. (46) is expanded into

n s (n n 1 cs (N n n
Yas(sl(\lljs +Yab ¢l(> )61(\114)5 + iYab (bl(y )QSE )61(\11357 (47)

where the expansion kernels are given as

—ik :

Vo= TS0 () (2m) 65 (e — k), (48)
b
—ik,

Y, =~k kc%S(n) (Fe)
x (27)36%) (ko — ky — ko), (49)

—ik

Y. = (ky - ka) (ke - kq) deS(n)(k:d)

d

x (2m)%05) (ko — kp — ke — ko). (50)

Then, expanding with respect to ¢ using Eq. (43), we get
1
t, = YasXspApb(bb + §YasXspApbc¢b¢c
1
+ 5YQSXquA,,bAqC¢b¢C
1 S C
+ 5 Yo" XA A e

1
+ gYaSXspAprdgbbqﬁc(bd
1
+ gYaSXSMAp“’CAqd) Pobeda

1
+ ?YatsXspAp(CdAtb) ¢b¢c¢d

1
+ gYJSXSPAJbCApd)mc%

1
+ gYa“XsmAp@Aqutb)¢b¢c¢d

1
+ ﬁYasXqurApbchArdQqu&cgbd

1
+ gYatusXspAt(bAucApd)¢b¢c¢da (51)
where the parenthesis implies that we take all possible
permutations without duplication. Thus, we obtained
the perturbative expansion of the shift vector in Fourier

space. We are ready to shift the density field using
Eq. (51).

4. Next step displacement

Finally, we update the displacement field by following
Eq. (23). Ignoring the curl component, Eq. (45) yields
"D = 4! )4_?.“ ) (52)

For all Y we introduce

b = ]zga Y, (53)
Then we find the following recurrence relations:
ADE = AP 4 Y X PAY, (54)
AlnHDbe — p(mbe | YasXspAI()n)bc
Y, X AL 4G
+YBX AN CAm (55)

A((anrl)bcd — A((In)bcd + YasXspAgn)bcd
Y5 X AW (b A ()

D q
+ YatsXSpAén) (chgn)b)

+ YatSXSpAgn) (bCA;(on)d)
+ YatsXquAgn) (cA((In)dAE”)b)
s T A(n)b A(n)c p(n)d
+ Yoo X, P Al A (e g(m)
PRI X AP OADADD (55)

where the parentheses mean that we take the possible
permutations to symmetrize the indices. Thus, we obtain
the recurrence relation for the expansion kernels defined
in Eq. (32). Even though the recurrence relations mis-
leadingly appear complicated, they only depend on the
smoothing scales and are independent of cosmology. We
can therefore precompute them. Using the above recur-
rence relation and the initial conditions (33) and (34), we
can compute the n-th step displacement field systemati-
cally. Explicit forms of Egs. (54) to (56) without index
are presented in Appendix A. Eq. (54) straightforwardly
reduces to Eq. (A1), and we get

AM = (1= §(=Dy(1 — g2y (1 — SOy (57)

Thus, A™ — 0 for n — oo and the displacement fields
in the later steps converge to zero as approaching the
estimated Lagrangian position. The second and third-
order kernels are more complicated, but we will see that
we only use a few specific momentum configurations in
the following calculations.

B. Post iterative reconstruction power spectrum

From Egs (31) and (35), we get the reconstructed dis-
placement potential

< 1 1
Bleda =AL 0 — SAT G100 — AL 10004,

(58)

where A{ = 5,0 — AT with 5, = (2m)36%) (ko — k).
The 1-loop power spectrum of the estimator is

(@80) jom) ) = AP A ()



— AL AT ()
(M AT (G by )

AW A (G5 5rh,).  (59)

2|

+
= o] =

We compute Eq. (59) by expanding ¢ with respect to dr,:
b 1 be 1 bed
¢a =L, 6L,b + §La 6L,b5L,c + gLa 5L,b6L706L,da
(60)

where the Lagrangian kernels are written as [26, 49]

1
L’ = —(2m)*6%) (k, — k), (61)
be __ §i (kb X kC)2
TR |kef?k[?
11 [kd . (kb X kc)]2

(21)%6%) (ko — ky — k), (62)

L bcd — —
a 3 k2 [kal?[kp[?[kc|?
2 2
5 1 [ky x (ke + ka)]* (ke x ka) + 2 perms
21 k2 [ky2(ke + ka)?  [ke|?[kql?
% (27T)36](D3) (ka _ kb — kc — kd) (63)

Then the 1LPT auto-power spectrum of ¢>§.§3 and its
cross-power spectrum with §r, are straightforwardly ob-
tained as

P;(L;S’T :A(n)QPq%LPT’ P;LL;EI) :A(n)P(;LPT. (64)

rec

Then the 3LPT postreconstruction power spectrum is
given as follows:

P3LPT — P3LPT PSLPT PSLPT
S o1 T pmis T Egmay (65)

where we defined

PAT A0 PP o
P, (ky) P(kx)
3LPT _ Py (ky) Pu(kx)
P¢>§§322 - /dxd,u 1k
3 2\ A(n n O[(n)2
(et =iHAP W - 55 (60
00 Py (kx)
P(Z'E;IT?) =— A )(,Ig)PL(k)/dxdu yT
ﬁ(") 6 2 ()
—_ 1 _ n
X(m? T a)e ) (68)
where k' = kx is the loop momentum, and p is the

cosine defined for k and the loop momentum, y =

V1 —2xu+ 22, and «, 8 and 7 are given as

o (k, k) = AT (k- K K) /R, (69)
B(n)(k7 K 1) = An) (k, K, —k/)/k4, (70)
Y (i, K 1) = AW (&, —K') /2. (71)

(A2) and (A3) can be reduced to

oD — () _ g(n) (k)a(")

—zp(l — 2p)S™ (k) A (kz) AT (ky)

— w(z — p)(1 = 2p) 8™ (ky) A (k) A™ (ky)

— 2w — p) ST (ka) AT (kx) AT (ky), (72)
gt = g _ g (g) ()

+ 222128 (k) A (k) A™ (k)2

+ 22442 S (k) AT (k) AT (ke )?

— 2zp(1 — 2p) S (k) A™) (k) y ™

— 227 p(a — ) S (k) AU (ear)y ™)

—2z(z — ) (1 — &) S™ (ky) A (kx)y ™)

200 — 1 N2(1 — 142
T @ BT I ) 1) 4 (1) ACD ()2,

Y
(73)
A D) = () G0 () ()

- 2 S (ky) A™ (k) A™ (k)

leu n n n
- ?(x — )8 (kx) A (k) A™ (k)

I:u n n n
— ?(1 — ) S (k) A (k) A™ (k). (74)

Note that Eq. (73) is valid under the premise that we
integrate B(") with p? from p = —1 to 1, and its original
expression was the symmetric version of Eq. (73) with
respect to 4 — —pu. Similarly, we get the 3LPT cross-
power spectrum

; Py 1
SLPT _ 7(n) 1ILPT $13 3LPT
o =A%) [Rﬁ Ty }Jrzg(n)(k)P&;?m'
(75)

To summarize, although we have derived a strenuous
set of equations so far, we have straightforwardly followed
the steps in Sec. IV, expanding the equations up to third
order in the perturbations. Readers who are only inter-
ested in the main result can refer to Eqgs. (65) and (75)
and the associated recurrence relations.

C. Post iterative reconstruction propagator and
cross-correlation coefficient

The propagator is defined as the cross-correlation func-
tion between a late time field X and the linear matter
perturbation 1, normalized by the linear spectrum:

Ps, x
Cx = —==. 76
X =g (76)
While not directly observable in real data, this quantity
is a useful metric for density field reconstruction tech-
niques, since it quantifies how much of the initial linear



perturbation has been recovered from the (measured) late
time density as a function of the scale k. One also uses
the cross-correlation coeflicient

Pxy

Xy = —F7m/—————»
VPxxPyy

to quantify the reconstruction efficiency. The difference
between Eqs (76) and (77) is the normalization, and the
two represent different information as explained below.
Consider X = ¢, and Y = k%¢. The 1-loop cross-
correlation coefficient is

(77)

1
pLPT — Lo + 55013 . (78)
L V/Po11(Pg11 + Py1s + Pyo2)

Then, P¢11 > |P¢13|,P¢22 yields

1P P2, P?

3LPT $22 $22 L 13

T ~1l—= + O , . 79
oukte 2 P¢11 (Pgn P¢2>11 ( )

Thus, Pg13 vanishes at the leading order even if |Ps13| £
Py2o. Hence, the cross-correlation coefficient is a mea-
sure of Pyag, i.e., the mode coupling. In simulations or
observations, noises also appear in the same way. On the
other hand, the propagator is given as

1 P¢13

C3LPT _q | =
k2¢ + 2P¢117

(80)

being a measure of Py3, i.e., the shift. In the follow-
ing section, we will present both the propagator and the
cross-correlation coefficient to quantify how well the LPT
modeling works.

D. Theory perspective of the iterative
reconstruction as a regularization method

As we already mentioned, the prereconstruction 3LPT
is known to suffer the UV mistake when modeling the
nonlinear displacement field. In field theory, we have a
similar situation. We often encounter superficial diver-
gences while actual physical quantities are finite. Such
divergences appear only at intermediate stages of calcu-
lation, which can be canceled after regularization. The
prereconstruction 3LPT loop integral UV sensitivity is a
similar issue, so it is a natural question to ask how we
regularize the loop integral to compute the observable
properly.

Assuming that the iterative reconstruction correctly
returns the true displacement field in the end, we may
think of the procedure as another way of calculating the
displacement field from the density field. The recon-
structed displacement field is not necessarily the same
as the naively defined displacement field in Eq. (2), and
there is no prior reason to believe that the latter is the
correct one as the 3LPT prereconstruction includes the
UV mistake. Indeed, the iterative reconstruction can be
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a more clever alternative to estimate the Lagrangian dis-
placement since we avoid directly computing the nonlin-
earity. That is, we smooth the nonlinear part of dn, step
by step, and at every step, the linear approximation is
quite good for the continuity equation. Therefore, we
may think of the iterative reconstruction to correct the
UV mistake, i.e., it can work as a regularization of the
UV-sensitive loop integral.

On the analogy of field theory, we may regard the dis-
placement field in Eq. (2) as a “bare” quantity, which
can be divergent at the intermediate stage of the calcu-

lation. Then the reconstructed displacement field quQQ
is “physical” because the reconstruction procedures are
based on the observed energy-momentum tensor, i.e., the
mass density. The iterative procedure naturally intro-
duces the counter term as Eq. (65) can be recast into

P3([;1,1)3T _ P(L;LPT _ Pct(n)’ (81)

rec

where we introduced

pet(n) E(QA(n) _ A(n)2)P§LPT . Pj(%)lTs . Pj(l_;‘l?sz
(82)

Below, we will see that P3LET

placement field up to kMpc/h < 0.2; therefore, this is
a physically well-motivated way to introduce a counter
term. As a caveat, a simple sharp cut-off in the integral
(7) violates the momentum space transnational symme-
try and cannot reproduce the true displacement field.
The regularization would work up to some n correspond-
ing to the UV cut-off scale of the theory described by
Eq. (10). In this scheme, we progressively include the
modes from IR to UV and find the scale where the UV
modes are no more reliable. Indeed, the true displace-
ment field has a peak at kMpc/h ~ 0.2 and is quickly
damped for higher &k in Fig. 1. Therefore, the linear dis-
placement is overestimated for kMpc/h > 0.2 in the per-
turbation theory, and so is the loop integral.

agrees with the true dis-

VI. COMPARISON WITH SIMULATIONS

In this section, we compare our LPT modeling with
simulations. Let us first present the simulation results
and see if the iterative procedures are successfully mod-
eled.

A. Simulation of post reconstruction field

We choose the initial (n = 0) smoothing scale of
20Mpc/h to reconstruct L500 and subL500, and we re-
duce the smoothing scale incrementally by € = 1/v/2 un-
til we reach n = 9. In Fig. 3, we reproduced Fig. 5 in
Ref. [1], adding displacement fields. We plot the non-
linear fields and postreconstruction fields normalized by
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FIG. 3. power spectrum divided by its matched no-wiggle one.
The data set is L1500. The no-wiggle spectra are defined for
each simulation and thus any nonlinear and numerical effect
on the broadband shape are removed. 0rec is the standard
reconstruction with R = 20Mpc/h.

the corresponding no-wiggle spectra. The no-wiggle spec-
tra are defined for each simulation, calculated from the
paired no-wiggle simulation in Sec.II, and thus the non-
linear and numerical effect on the broadband shape is
removed. Hence, we can single out the degradation ef-
fect in the BAO. As we see in the plot, the initial density,
nonlinear displacement, and the iterative reconstruction
estimators agree well below kMpc/h < 0.3. We overplot
the standard reconstruction d,e. with the smoothing scale
of 20Mpc/h (blue lines); its reconstructed BAO feature
is less distinct than n > 7 mainly because the smoothing
scale is smaller than the effective smoothing scale of the
iterative reconstructions [60].

To see the rest of the nonlinear effects, we plotted the
nonlinear power spectrum normalized by the linear one in
Fig. 4. Our n = 9 visually agrees with Fig.14 in Ref. [1].
The higher noise in the dny, power spectrum in the figure,
compared to the power spectra of displacement field trac-
ers, reflects its poor cross-correlation with the initial field.
The iterative reconstruction appears to converge to the
displacement field rather than to the linear power spec-
trum as n approaches seven and then approaches closer
to the linear shape as n increases. To better quantify
how close the reconstructed field is to the nonlinear dis-
placement field or to the linear field, we introduce the
error power spectrum of X and Y as

Px_
B(X,Y) = =5 (83)

where Px_y and Py are the auto-power spectrum of
X —Y and Y, respectively. Then we show E(k2¢§gc) k29)
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FIG. 4. Power spectra normalized by the linear matter power
spectrum for L500. One can see the effect of reconstruction
on the full shape.

and E(k%ﬁ,@?, 01,) in Fig. 5. We can see E(k:%bﬁ?c), k2¢) <
E(k%&?c) ,01,), and thus the postreconstruction field is rel-
atively “closer” to the displacement field than the linear
field as iteration increases in terms of the error power
spectrum. Fig. 5 shows that the iterative reconstruc-
tion works as expected, i.e., gradually reduces the error
power spectrum progressively to a smaller scale; most of
the convergence is reached around n = 7, and there is a
slight improvement for n > 7.

Figs 6, 8 and 10 show the power spectrum, the propa-
gator, and the cross-correlation coefficient in each step of
iteration. At n = 6 and 7, we indeed see a slight positive
shift term, similar to that of the displacement (grey), but
such feature is very weak and disappears after n > 7. In
terms of the cross-correlation coefficient, again, the re-
constructed field converges to the displacement field up
to kMpc/h ~ 0.2 for n > 5.

In summary, the iterative reconstruction converges to
the displacement field in mode coupling terms, but it
deviates in terms of the shift term. For the shift term,

the reconstructed field appears to converge to the linear
field (kMpc/h ~ 0.2).

B. LPT modeling and simulations

In this section, we compare our LPT model derived
in Sec. VI with the simulation result and check if the
discrepancy between the iterative reconstruction and the
displacement field can be explained. Using Egs. (65) and
(75) we obtained the solid orange curves in Figs. 6, 8,
and 10. For n < 4, except for the first step, the 1LPT
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FIG. 5. The error power spectrum E(k? 520),1/) for Y =
k%¢ (solid) and Y = 41, (dotted). A lower error power spec-
trum implies a better agreement. The postreconstruction field
is “closer” to the displacement field than the linear field. Iter-
ative reconstruction is convergent around n = 6 and the error
is at most 3% for kMpc/h <0.3.

(dashed orange curves) and 3LPT (solid orange curves)
solutions are very similar, and they reproduce the simula-
tion result (solid blue lines) in Figs. 6, 8, and 10. That is,
the model explains the discrepancy between the postre-
construction field and the displacement field (gray lines)
properly. For higher iterations, LPT predictions begin
to deviate, and only the 3LPT can predict the excess
above the linear power spectrum, which is reasonable as
we are trying to reconstruct smaller scale information
that requires a higher-order description. Nevertheless, we
overall observe that the LPT models do not describe the
numerical results very well. Looking at the propagator
(Fig. 8) and the cross-correlation coefficient (Fig. 10), we
find that the main deviation happens in the propagator,
while the prediction of the cross-correlation coefficient is
in excellent agreement for n < 6 and within less than 1%
at kMpc/h ~ 0.2 even at n = 9.

On the other hand, we find that the 3SLPT up ton =6
is converging to the true displacement obtained in the
simulation. The 3LPT model for n > 6 then deviates
from the true displacement field to the 3LPT model of the
displacement field. This shows that the perturbation the-
ory predicts that the iterative process we adopted should
recover the true displacement field up to kMpc/h < 0.2.
The relatively weak convergence of the simulated post-
iterative reconstruction field to the true nonlinear dis-
placement field after n = 4 implies the iterative recon-
struction simulation includes some unknown numerical
or technical effect that is not described in Sec. IV A and
IV B, particularly in the propagator. Given that the off-
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set between the model and the simulations is similarly
parametrized as Eq. (12), we conduct a quick test of an
EFT model by simply adding a counter term

PICST = PIGYT + 20k P o), (84)
and show the green curves in Figs. 6, 8, and 10. « is the
same as for the displacement field. This test indicates
that the offset between the model and the reconstructed
field in the propagator is less likely mitigated by a simple
counter term, and again the perturbation theory model
expects that the iterative reconstruction converges to the
displacement field in the end.

Another likely source of the discrepancy is the afore-
mentioned numerical noise/artifact. Earlier, we justified
subsampling particles (i.e., L500) by inspecting the con-
vergence of the displacement field measurement on the
L1500 (Sec. II). However, the convergence in the mea-
surements does not necessarily mean convergence in the
process of reconstruction. The UV sensitivity of the loop
integral implies that the displacement field in a simula-
tion is sensitive to the particle resolution/density, and
the effect may have been more complicated /more signifi-
cant in the backward evolution of reconstructing the field
based on the subsampled tracers in the iterative recon-
struction. Our numerical resource is limited conducting
the iterative reconstruction on full.L1500, but we present
the case of 0.15% subsampling (subL500) in Figs. 6, 8,
and 10, as dotted lines to show the greater sensitivity to
the particle subsampling in the process of reconstruction
compared to the displacement field. Including a shot
noise effect in the theoretical model and implementing
a pixel window function de-convolution in the simulated
field will be crucial for further comparison, which we plan
to investigate in a future paper.

To account for the expected breakdown due to vari-
ous missing small-scale physics of our subsampled cat-
alog, we manually impose a minimum smoothing scale
in the reconstruction in an attempt to control such an
effect before reaching this breakdown. Fig. 5 showed
that the reconstruction changes the convergence behav-
ior around n = 6, which is suggestive of the effective
minimum smoothing scale in the simulation and the the-
ory to be the smoothing scale around this step, which is
3.5.Mpc/h. Therefore, instead of Eq. (25), we set

R, =max(e"R, Rin), (85)

with Rpmin = 3.5.Mpc/h and show the results in Figs. 7,
9 and 11. Introducing the minimum smoothing scale de-
rives a convergence at n = 7, as we cannot extract the in-
formation from smaller scales than the smoothing scale.
However, the discrepancy between the theory and the
simulation remains.

Based on the lack of UV modes that we cannot explain,
we introduce a phenomenological ad hoc model that we
call 3LPT*. In this model, we subtract all UV sensitive
integrals from the 3LPT power spectrum and define

P3£L§T* = A(n)2 [P(;LPT + P¢22] + P;i,}?;;, (86)



and we show the red curves in Figs. 6, 8, and 10 and
Figs. 7, 9 and 11. This model takes the propagator of
1LPT, which better describes the observed propagator
of the reconstructed field than 3LPT. As a caveat, there
is no reasonable explanation about this ad hoc trunca-
tion, and this is an inconsistent treatment as either loop
expansion or perturbative expansion. However, we found
the 3LPT* fits the simulated iterative reconstruction at
1% accuracy for n > 6 for both cases with and without
the minimum smoothing scale.

VII. CONCLUSIONS

As a recent study [49] has pointed out, the nonlin-
ear displacement at low redshift maintains a high cross-
correlation with the initial field, contrary to the corre-
sponding nonlinear density field. Thus, if one could mea-
sure the nonlinear displacement field directly in the late
time Universe, the measurement would contain the BAO
feature almost without the nonlinear degradation, and it
could also allow us to consistently use the information
beyond the BAO, i.e., the full clustering shape, based on
nonlinear perturbation theory.

Ref. [1] then developed a non-standard extension to
the density reconstruction technique, which was designed
to reproduce the displacement field from the observed
nonlinear density fluctuations by iteratively moving mass
tracers along the gradient of the progressively smoothed
density field to the Lagrangian positions. This paper in-
vestigated how closely the method returned the nonlin-
ear displacement field, focusing on the BAO and the full
shape. Then, we derived an LPT-based model for the
reconstructed displacement field and tested the model
against the simulated reconstructed displacement field.
We summarize our main results below.

First, we confirmed that the displacement field is
highly correlated with the linear field; the degradation
effect and the phase shift on the BAO are negligible, and
the nonlinear instability is milder than the nonlinear den-
sity field. However, the full shape of the nonlinear dis-
placement field is different from the linear matter power
spectrum on the BAO scale by ~ 8%, and modeling with
a higher-order perturbation theory with a correction term
for the UV sensitive loops, such as the EFT model, is re-
quired for precision cosmology.

We found that the postreconstructed displacement
field approaches closer to the nonlinear displacement field
with increasing iterations but does not perfectly recover
the nonlinear displacement field in the end. There is
an 8% discrepancy between the true displacement field
and the simulated postreconstruction displacement field
at kMpc/h ~ 0.2 due to unknown effects specific to
the iterative process in the simulation. The discrep-
ancy is mainly in the propagator (i.e., the shift term),
while the cross-correlation coefficient (i.e., mode-coupling
term) agrees well. At the final iteration, the postrecon-
struction field tends to converge closer to the linear power
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spectrum.

We built perturbation theory models for the recon-
structed field to understand the difference. In this pro-
cess, we realized that the UV mistake should largely can-
cel for the reconstructed displacement for moderate iter-
ations in the process of estimating the displacement field,
allowing us to avoid introducing the EFT counter term
up to kMpc/h < 0.2 at 2 = 0.6. We, therefore, adopt the
1-loop LPT approach.

We modeled the iterative reconstruction as follows:
firstly, we put forward the nth reconstruction step dis-
placement field ansatz in the most general form, expand-
ing the equations up to third order in the Oth step, i.e.,
the nonlinear displacement field corresponding to the ob-
served nonlinear density. Then we derived the (n + 1)th
step displacement field and obtained the recurrence rela-
tion for the expansion kernels. This allows us to system-
atically compute an arbitrary step’s postreconstruction
1-loop spectrum using the recurrence relation.

Our model predicts that the postreconstruction dis-
placement field should converge to the true displace-
ment field, contrary to what we found in our simula-
tion. The model provides a good description of the cross-
correlation coefficient, while the difference in the propa-
gator is mainly responsible for the discrepancy between
the model and the simulation.

While we could not identify the reason for the discrep-
ancy between the model and the reconstructed field in the
present paper, we suspect this is potentially related to the
subsampling of the tracers. Including such an effect in
the theoretical model and implementing a pixel window
function correction will help identify the discrepancies.
We leave such an extension for future papers.

Our tentative solution to the discrepancy is to drop all
UV-sensitive integrals from the 3LPT spectrum, and the
ad hoc model fits the postreconstruction displacement
field with 1% accuracy for n > 6.

This paper presents the proof of concept on how we can
model the iterative reconstruction steps using the real-
space mass distribution with little shot noise effect. Im-
proving the agreement between the model and the simu-
lation in future papers, we expect it would be straightfor-
ward to generalize our modeling to the redshift space. On
the other hand, an extension to biased tracers would be
nontrivial, based on our investigation in the companion
paper [60]. While the model we built appears quite stren-
uous, we note that all iteration kernels are cosmology-
independent and could be precomputed and interpolated.
A short come is that we find that the speed of 1-loop
calculation is still slow. We confirmed that the prere-
construction 3LPT calculation could be optimized with
FFTlog, using the technique presented in Ref. [61]. How-
ever, we found that the same algorithm does not apply
to the postreconstruction spectrum because of the com-
plex structure of the iteration kernels. Thus, the iterative
reconstruction requires 2D standard quadrature integra-
tion. Speeding up those calculations would be critical for
actual data analysis. Additionally, it would be essential
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FIG. 6. The comparison between the simulated postreconstruction power spectra (blue), simulated true displacement (gray)
and the 3LPT (65), 1LPT (64), 3EFT (84) and 3LPT* (86) models. Solid and doted curves for the simulation are 4% and
0.15% subsampling, respectively. Our 3LPT prediction agrees with the true displacement field rather than the simulated
postreconstruction displacement up to n = 6. 3LPT* is comparable to the simulated post reconstruction displacement field
within 1% accuracy. The EFT slowly converges to the true displacement field.
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FIG. 7. The power spectrum in Fig. 6 for the minimum smoothing scale Rmin = 3.5Mpc/h Plots are the same with Fig. 6 up

to n = 6 and are almost fixed at n = 7.

to extract a more compressed and practical form of the
model that can be more efficiently utilized for data anal-
ysis, which we plan to do to implement the redshift space
distortions and galaxy bias.

Finally, we note that our work is still in an early stage
compared to the modeling of the standard reconstruc-
tion density field using the 1-loop SPT in Ref. [44] and
the Zeldovich approximation in Ref. [45], etc. Moreover,
Ref. [60] implies that the iterative displacement recon-
struction needs to be better optimized in the presence
of high shot noise to take full advantage of it. We nev-
ertheless believe that reconstructing the nonlinear dis-
placement field could be pretty helpful in a deficient shot
noise regime that can be available in future galaxy sur-
veys due to its high correlation with the initial condition
and, therefore, worth further investigation.
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Appendix A: Recurrence relation in the explicit

form

Egs. (54), (55) and (56) are reduced to the following
expressions without index:

AT (k) = AM (ky) — S(k1)A™ (kq) (A1)
A1y Ks) = AT (ko) — S(R)AC (h, K) — 50 (k) BEDKIRD 400 g g
+ (k1k_2k2) [(k k) S (ko) + (k- k1)5<">(k1)} A (k) A™ (ky), (A2)

AT (K ko ks) = AM™ (ky, ko, k) — S™ (k) A™ (ky, ko, ks3)
(k-ki)(k-ko)(k-ks)
2

B S (k) AT (k1) A (k) AT (k)
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where k = k1 + ks + k3, and kij =k; —l-kj.
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