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Light bosonic scalars (e.g. axions) may form clouds around black holes via superradiant instabilities,
or via accretion if they form some component of the dark matter. It has been suggested that their
presence may lead to a distinctive dephasing of the gravitational wave signal when a small compact
object spirals into a larger black hole. Motivated by this, we study numerically the dynamical
friction force on a black hole moving at relativistic velocities in a background scalar field with an
asymptotically homogeneous energy density. We show that the relativistic scaling is analogous to
that found for supersonic collisional fluids, assuming an approximate expression for the pressure
correction which depends on the velocity and scalar mass. While we focus on a complex scalar field,
our results confirm the expectation that real scalars would exert a force which oscillates between
positive and negative values in time with a frequency set by the scalar mass. The complex field
describes the time averaged value of this force, but in a real scalar the rapid force oscillations could
in principle leave an imprint on the trajectory. The approximation we obtain can be used to inform
estimates of dephasing in the final stages of an extreme mass ratio inspiral.

I. INTRODUCTION

Black holes (BHs) provide us with a unique laboratory
to study matter in strong gravity conditions. The inter-
play of new forms of matter with BHs can help us shed
light on the matter composition and properties. Such
investigations are particularly timely given the recent
imaging of a BH at the centre of the galaxy M87 [1],
ongoing detections of gravitational wave (GW) signals
from the collisions of BH binary systems by the Advanced
LIGO/Advanced Virgo/KAGRA network [2-5], and the
promise of future detections by third-generation ground-
based detectors [6—8] and space based-detectors like LISA,
Tiangin and Taiji [9-12].

Light bosonic scalar particles, such as axions, provide
a well-motivated extension of Standard Model physics
[13, 14] (see [15, 16] for reviews). They are a potential
candidate for dark matter (DM) [17-21] (see [22—24] for
reviews), and in such scenarios their accretion onto BHs
may result in the formation of distinctive structures [25—
27]. Furthermore, superradiant instabilities can give rise
to gravitationally bound clouds of axions around spinning
BHs by amplifying small fluctuations in the field [28-33],
in which case they need not be a major component of the
DM (see [34] for a review).

In the case of superradiant clouds, it has been proposed
that the GW signal from a smaller compact object orbiting
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the BH, passing through the bosonic environment, may
carry distinctive signatures of its presence, detectable via
LISA observations of EMRI signals [35-38]. In Ref. [37],
such effects were contrasted with the impact of dark
matter spikes that may cause a similar dephasing [39—
46], and found to be distinguishable. Whilst Ref. [37]
considered dephasing of the orbit due to the gravitational
field of the cloud, dynamical friction should also play an
important role, and potentially enhance the effect of the
cloud on the evolution of the binary. In this article we
seek to expand existing results for dynamical friction in
light scalar DM to the relativistic regime, which would
be relevant for the final stages of inspiral.

Dynamical friction, first studied by Chandrasekhar [47],
is a drag force experienced by an astrophysical object mov-
ing in a fluid or bath of heavy particles. The gravitational
attraction of the larger object creates an overdensity be-
hind it (a “gravitational wake”), resulting in a drag force
with a form that depends on the nature of the fluid and
the perturber. In the nonrelativistic limit the dynamical
friction force scales with velocity as

log(v) (1)

Fd,nonrel ~

This scaling does not hold in the relativistic regime where
v ~ 1. (This scaling also breaks down as v — 0, where
as expected Fy nonre1(v) — 0). The case of a single point
object immersed in scalar matter was studied in the non-
relativistic limit in Ref. [21], where it was shown that
the dynamical friction force is suppressed for light scalar
matter. This happens when their wave-like behaviour
becomes relevant on the scale of the accretion radius
~ GM /v? where M is the mass of the object.

In this work we investigate the corrections to the scaling
of the dynamical friction force with velocity for scalar
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FIG. 1. Image illustrating our numerical setup: the density distribution, p, of the scalar cloud (normalised to the asymptotic
value of the density, pasymptotic) around a BH that is boosted relative to the matter rest frame. The two rows show different
scalar field masses, as = 0.05 and 0.5, from top to bottom, increasing in time from left to right (the full time evolution for
these simulations can be found at https://youtu.be/5ZDfSwWIONHA and https://youtu.be/XUACRBfZX-w for as = 0.05 and 0.5
respectively). This illustrates the known result that for smaller scalar field masses the tail is less dense and dynamical friction is

suppressed.

matter in the relativistic regime, following similar methods
to those used by Petrich et al. [48] for collisional fluids,
where the fluid is numerically evolved to a stationary state
from which the force can be measured.

Our setup is illustrated in Fig. 1, with examples of
the time evolution (increasing from left to right) of the
density patterns around the BH for different scalar masses.
We present two of the cases studied in this work: ag =
0.05 (on the top), which covers the wave-like small mass
regime, and a5 = 0.5 (on the bottom), where the wave-like
effects begin to be suppressed. As in Ref. [21], we can
see that larger scalar masses result in higher densities in
the stationary cloud that forms behind the BH, leading
to a larger dynamical friction force. Unlike Ref. [48], we
carry out our simulations in the rest frame of the scalar
matter, such that it has asymptotically zero momentum
and a constant energy density far from the BH. The BH is
boosted relative to the scalar fluid with relativistic velocity
v ~ 0.3 — 0.8, and we measure the force experienced by
the BH as Fy = dP/dt in that frame, which can be shown
to be equal to the proper force dP/dr measured in the
rest frame of the BH (see Sec. ITA). This facilitates
comparison to known results which tend to be quoted
in the rest frame of the perturber. Fig. 2 illustrates the
time evolution (left to right) of the density profiles that
form behind the BH for two different velocities: v = 0.5
on the top and v = 0.8 on the bottom. One can see that
the overall amplitude of the density and the spread of the
tail is dependent on the velocity, and that the force does

not decrease significantly as one might expect from the
nonrelativistic scaling in Eq. (1). It is in fact larger for
the higher velocity case, where the density has a slightly
larger amplitude in the cloud behind the BH.

For collisional fluids, Refs. [48] and [49] showed that
there is an overall relativistic correction factor related
to the increased effective mass of the perturber at rela-
tivistic velocities, plus an adjustment to account for the
pressure of the fluid, and we find a similar trend. How-
ever, since inhomogeneous scalar dark matter does not
have a well-defined equation of state, we approximate
the relation between density and pressure by assuming
a plane-wave solution, which makes the pressure contri-
bution velocity-dependent, unlike in normal fluids. The
plane wave description holds far from the BH, but as
shown in Fig. 2, the solution close to the BH will be more
complex. Nevertheless, using this approximation, we find
good agreement with an expression of the form

2
_ 2 242 v
Fa = Finonrel X 7 (14 0v7)" x (1 + Hm) ;o (2)

where v = 1/v1 —v? and & = k(as) € (0, 1) characterises
the dependence of the pressure correction on the scalar
mass, with an O(1) value in the limit of small masses.
For larger masses where the wave-like behaviour is no
longer significant on the scale of the BH we expect the
pressure correction to reduce to zero, ie, Kk ~ 0. The &
values obtained in the intermediate mass range studied
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FIG. 2. The time evolution (from left to right) of the density profiles of the cloud (normalised to the asymptotic value of the
density, pasymptotic) for two different velocities, v = 0.5 and 0.8, and the same scalar mass, as = 0.05. This illustrates the
change in the profile from the non relativistic to the relativistic regime. We find that, contrary to the nonrelativistic scaling, the
dynamical friction force does not decrease with velocity, with the density of matter in the cloud slightly higher at v = 0.8 than

v = 0.5.

here can be fit with an approximate linear dependence,
as shown in Fig. 8.

We structure the paper as follows. In Sec. IT we describe
in detail the physical set up, our numerical implemen-
tation, and how the relativistic force is measured. In
Sec. III we summarize previous relevant studies of dynam-
ical friction and use them to justify our approximation. In
Sec. IV we present our simulations, confirming the scaling
of the dynamical friction force for a range of scalar masses.
In Sec. V we discuss our results and propose applications
and areas for further work.

For the remainder of the paper we use geometrical
units in which G = ¢ = 1, with the scalar field mass
parametrized by the inverse length scale p. One can
relate this to the scalar mass m via u = mc/h. We vary
the dimensionless quantity ag = M i, which sets the mass
of the BH if the mass of the particle is specified, and vice
versa. As an example, for the case agy = 1, this could
correspond to a solar mass BH and a scalar with mass
m ~ 10710 eV, or a supermassive BH of M = 10'°M
with a scalar mass m ~ 10720 eV. In all of our simulations
we set M = 1.

II. FRAMEWORK

We work in the decoupling limit in which the back-
reaction of the scalar field onto the metric is neglected,
such that the dynamical friction force is calculated to first
order in the density of the field as the rate of change of

momentum of the BH spacetime F; = 0, PF;.

Therefore our numerical system is composed of a fixed
boosted BH metric, and a complex scalar field that evolves
dynamically on this background according to the relativis-
tic Klein-Gordon equation. We describe these compo-
nents, the force calculation and our numerical implemen-
tation in more detail in this section.

A. Background metric

We choose to work in the rest frame of the scalar
fluid, which allows us to implement spatially homogeneous
boundary conditions at large distance from the BH. In
this frame the BH is moving with velocity v, and has
ADM momentum in the z direction PAPM = vMuv, where
v =1/+v/1 =22 is the usual boost factor.

To obtain the appropriate coordinates we boost the
Schwarzschild metric in isotropic coordinates (¢, 7,7, z)
by a factor of v in the x direction. To make the metric
time-independent (effectively to prevent the BH from
moving across the grid), we add a spatially constant shift
to fix the = coordinate to the centre of the BH. We thus
obtain our simulation coordinates (¢, z,y, z) as

t=(t/y—yz) T=y¢ y=y Z=2. (3)

The 3+1 ADM decomposition of the Schwarzschild metric
in these coordinates is

ds? = —a? dt* + v;;(da’ + Bl dt)(da? + 7 dt),  (4)



where 2’ = x; are the Cartesian coordinates on the grid,
and the lapse, shift and nonzero components of the spatial
metric are, respectively,

, AB

o =

m s Bi = 513:1411, (5>

Yz = '72(3 - A'U2) s Yyy = Vzz = B,

where

1— M/2F\> M\*
A=—1= d B=[1+=—
<1+M/2r> an <+2r> ’

with 72 = v222 + 142 +22. Noting that in these coordinates
0yvij = 0, the extrinsic curvature K;; can be obtained
from its definition, as

200K :Diﬂj + Djﬁi . (6)

Since the BH is not moving in our chosen frame, we find
that it has momentum P* = 0, but P, = yMwv, the latter
quantity reflecting the fact that the normal observers are
in the rest frame of the fluid.

Most of the literature to date calculates the dynamical
friction force in the rest frame of the BH, since this is
analytically more convenient. We therefore need to take
care of the frame dependence of the measured force.

Consider the coordinate transformations in Eq. (3) and
their inverse:

t=~{t+vT) z=Z/y y=9y z2=2. (7)

If an object experiences a change in four-momentum
dPy in the unboosted frame, the transformation to our
frame is:

OzH
Thus
dP, = vdP; (9)

(for small d P, we have dP; ~ 0). The proper time elapsed
during this change is dr = dt = dt/~. Thus

dpP, dP;
dt — dt

(10)

This implies that the result for the (coordinate) time
derivative of the momentum is the same in both frames.

In terms of the proper time derivative (i.e., the acceler-
ation four-vector) we have

dP,  dP;

= 11
dr  dr (11)

as expected (but note that ours is not a simple Lorentz
transformation, differing also by a coordinate shift).

B. Scalar field evolution

We simulate a complex scalar ¢ minimally coupled to
gravity, with action

1 "
5 / de/ g [zgww Voo - V(eh| . (2

where V(||) = $42|¢|>. We solve the second-order Klein-
Gordon equation for the real and imaginary parts of
the complex scalar field by decomposing them into two
coupled first-order equations. The real part and the
imaginary part both then obey

Oy = oIl + B'Oip (13)
Ol = ay7 0,0 + a (KH — 'yijffjakgo — m2g0)
+ 0ip0'a + B1O;1T | (14)

where II is the conjugate momentum density, as defined
by Eq (13), Kz = i (—8,5%3» + Dl/Bj + Djﬁl> is the ex-
trinsic curvature, and K is its trace.

For all simulations, the initial conditions for the scalar
field are set to a constant across the grid as Re[p(t =
0,7)] = o, Im[p(t = 0,7)] = 0, Re[Orp(t = 0,7)] =0
and Im[0pp(t = 0,7)] = upo. The initial amplitude ¢ is
arbitrary since we neglect the backreaction of the matter
on the metric, but we use a value of order unity that can
then be rescaled for different physical densities. Here we
have chosen ¢y = 0.1.

The stress energy tensor for the complex scalar field is

1 " *
T/w = 5 [(V;L(PVVSD + vu@vu@ )

—gu (VeVa9")] = gV (|9l) -
This can be expressed in terms of the energy, momentum

and stress densities measured by the normal observers, as
defined by the decomposition

(15)

TNV = pnyny + SMnV + nMSV + S/J,l/ ) (16)
where
p = nMnVT#V 9 (17)
Si = =Yg, TH (18)
Sij = ’Yiu'YjVTMV . (19)

Since we do not include the backreaction of the scalar
field onto the metric, or self-interactions, the results for a
purely real scalar field can be obtained by simply consid-
ering the contributions of the real part of the field in the
above expressions.

C. Diagnostic quantities

In the Newtonian description, the dynamical friction
force in the i-direction Fj is simply the integral of the



gravitational force from each element of the fluid density
acting on the BH, that is

Mp

Fi =
r2 r

v . (20)

In the regime where the matter reaches a stationary state,
this will equal the net i-momentum flux of the fluid out
of a closed surface around the volume:

F= /ngsj : (21)

In the fully relativistic case the first expression is no longer
valid but the second expression may be, provided that one
adopts a coordinate system that approaches Minkowski
spacetime sufficiently quickly at spatial infinity.! In this
case we are quantifying approximately the change in the
ADM momentum of the spacetime

F; = 9, PAPM < / T7dsS; . (22)

The approximation here comes from the fact that we are
measuring at a large but finite radius (and not at spatial
infinity, where the ADM momentum is actually defined).
We are also neglecting the effect of the metric changing due
to the presence of the fluid. Assuming that the fluid energy
density is O(¢), the corresponding correction in the metric
is 69, ~ O(e), but this backreaction effect will only enter
our force calculation at O(€?), firstly in neglecting the
change in the flux calculated above as a result of dg,,,, and
secondly by not accounting for any momentum loss from
gravitational wave fluxes (which are O(dg?,)). For small
matter energy densities pM? < 1 the fixed background
calculation will therefore be a good approximation. In
superradiant clouds we expect pM? ~ 10~ in the most
optimistic scenarios [51], and even lower densities are
expected for accretion, making the approximation suitable
for the intended applications.

However, as noted above, Eq. (21) can only be applied
once the system has reached a stationary state. Before
such a state is reached the momentum flux feeds both
the momentum of the accumulating cloud, in addition
to exerting a drag on the BH via dg,,. What we are
interested in measuring is only the latter of these two
quantities. For our simulations, we therefore found it
useful to derive a relativistic equivalent to the volume
integral in Eq. (20), since this converged to a constant
value far earlier than the flux integral. Such an expression
can be obtained by considering Gauss’s law in the four-
dimensional volume for the current J# = T}(¥. Here
¢” = ¢;;, must be a Killing vector in the u direction for

1 See Gourgoulhon [50] for the exact requirements on the ADM
quantities. Note that these are satisfied by the boosted isotropic
coordinates we have used, but would not be, for example, in
Cartesian Kerr-Schild coordinates.

the asymptotically flat space far from the BH (see [52]),
then the quantity we want to extract is

S, = / VI TV 00 dx (23)
2

For the spatial direction ¢ we have (¥ = 67 and
_ 4)1v 3
SZ-_/Z Vo T 1Y, dPx (24)
= /Z (—pdicx + S;0:07 + aSk OT7) \Ad®x . (25)

Here we have used the fact that the components of (* are
constant in space, whilst in the second line we express the
integrand in terms of the 3+1 ADM quantities. Whilst
clearly the expression is coordinate-dependent within the
volume, the asymptotic behavior guarantees that the
volume integral is that measured by observers at infinity,
such that the total four-vector F), transforms as expected
under the Poincaré group (although note the comments
in the previous section regarding the effect of our time-
independent coordinate choice).

To account for the presence of a singularity in the
volume we must replace the full three-dimensional volume
Yout With the sum of the volume outside some inner
surface 0%, enclosing the singularity and the flux through
that surface:

.
Yout—Xin

dynamical friction, S;

+ / oT! ds, (26)
0%in
N————

momentum accretion, Fj in

Vg T <4>r;i d*x

Clearly the latter term should be identified with Bondi
accretion of the fluid onto the BH, which also contributes
to the drag force on the BH. We note that in the rela-
tivistic case the division of the force between accretion
and dynamical friction is highly observer-dependent: con-
sider for example an observer at infinity, who will not see
any accretion onto the BH as the fluid will freeze at the
horizon. As a result we measure the sum of both contri-
butions, which is the most physically relevant quantity.
For verification, we also extract the surface integral of the
momentum flux at the boundary of the spatial volume
Fi= aN;T? dS =
O out

Nj(ay’"Sy; — B7S;) dS

8201,(#5
(27)
and the volume integral of the momentum density of the
cloud

Q; = / aT? dV = / S; dV (28)

in order to check that these reconcile with F; in the
expected way, and to demonstrate that the scalar cloud



does at late times settle into a steady state such that the
flux agrees with the volume integral. We describe these
tests in more detail in Appendix A.

D. Numerical methods

We explore a range of four values of the scalar mass,
as = (0.05,0.2,0.5,1.0), and for each measure the force for
a range of velocities v, choosing (without loss of generality)
the velocity to be in the x direction.

We use an adapted version of the open source numerical
relativity code GRCHOMBO [53] to solve Egs. (13) and
(14) on a fixed metric background in the boosted isotropic
coordinates described above. The scalar field is evolved
by the method of lines with fourth-order finite difference
stencils, Runge-Kutta time integration, and a hierarchy
of grids with 2:1 resolution. The value of the metric and
its derivatives are calculated locally from the analytic
expressions at each point.

We choose the size of the simulation domain L such that
the outer radius r over which we integrate the flux will be
larger than the de Broglie wavelength of the field, i.e. such
that por > 1. This corresponds to the regime of validity
for the nonrelativistic analytic results we compare to, and
is most challenging to achieve numerically for cases of
small ag. Therefore for the case of ag = 0.05 we choose
L = 4096 M, for as = 0.2 and ag = 0.5 we use L = 2048 M,
and for as =1, L = 1024M. We use 9 (2 : 1) refinement
levels for ags = 0.05, 8 for ag = 0.2 and oy = 0.5, and
7 for o = 1, with the coarsest level having 128 grid
points, although we exploit the quadrant symmetry of the
problem in Cartesian coordinates to reduce the domain to
642 x 128 points. This ensures that we maintain a spatial
resolution of dr = 0.0625M around the horizon of the
BH, which is at » ~ M/2, in each case.

In order to resolve the temporal oscillations of the field
sufficiently, we use a coarsest time step dtcoarse Such that
we have at least 32 time steps per period of oscillation,
ie. T=27m/p > 32 dtcoarse-

The form of the metric naturally imposes ingoing bound-
ary conditions at the horizon, due to the causal structure
of the BH. We implement nonzero, time oscillating bound-
ary conditions for the scalar field by setting the field to
be spatially constant in the radial direction, extrapolat-
ing from the values within the numerical domain. This
simulates the effects of a roughly constant energy density,
but can introduce unphysical effects in very long simu-
lations. These effects can be easily identified by varying
the domain size, but ultimately limit the time for which
the growth of the cloud can be studied. For all our setups
we perform code validation and convergence tests, the
details of which can be found in Appendix A.

IIT. BACKGROUND ON DYNAMICAL
FRICTION

In this section we summarize previous results in dynam-
ical friction that are relevant to this work, and formulate
the relativistic approximations to which we will fit our
numerical results.

The effect of an object losing momentum due to
the gravitational interaction with the medium it moves
through was first introduced by Chandrasekhar [47]. The
idea was formulated to describe the force exerted on a
nonrelativistic star propagating through a gas of heavy
noninteracting particles (other stars). Since then Chan-
drasekhar’s dynamical friction result has been applied to
many other astrophysical problems, such as a relativistic
projectile moving through a gaseous medium [48, 49, 54—
57], and to scalar dark matter in the nonrelativistic regime
[21, 58-63]. The impact of such environments on the
dynamics of compact objects and the potential for the
resulting dephasing of GW signals to act as a probe of
the matter has been considered in several works [35-46].

The classic Chandrasekhar result for a nonrelativistic
perturber in a collisionless medium [47] is

MN?. [ bmax
FChandra = 47TP (U) In (b - ) ) (29)

where by, ~ M/v2 is the size of the perturber or the
capture impact parameter, and bp.x is the maximum
impact parameter. Relativistic corrections to this re-
sult were found in Ref. [54] for the weak-scattering limit
and in Ref. [48] for a collimated flow, showing that the
Chandrasekhar result was modified by the relativistic
correction

Relativistic correction = 72 (1 4+ v?)?, (30)

as a multiplicative factor to the nonrelativistic Chan-
drasekhar result of Eq. (29). Here the factor of (1 + v?)?
comes from the increase in the deflection angle of the
fluid at relativistic velocities, a = 2M (1 + v2)/bv? (no-
tice that in the limit where v = 1 we recover the factor
1 + v2 = 2 that differentiates the deflection of photons
from non relativistic particles). The factor of 42 accounts
for the relativistic momentum of the fluid as seen in the
frame of the perturber. This is pyv, taking p to be the
asymptotic energy density in the perturber frame. Noting
that p = p/v is the energy density in the rest frame of
the fluid gives the second ~ factor.

In supersonic collisional fluids (with Mach number M =
v/cs > 1, where ¢ is the sound speed of the fluid), a
further correction is required such that the rest mass
density p is replaced by the sum of the density and the
(isotropic) pressure of the fluid p [48, 55-57]. That is, we
introduce another multiplicative factor of

Pressure correction = pPEp (31)

p



to Eq. (29), in addition to the relativistic correction
in Eq. (30). For collisional fluids in the subsonic case,
Ostriker [55] worked out the Newtonian case and Ba-
rausse [49] extended the calculation to the relativistic
case, but these results will not be relevant to the present
study, since we expect to always be in the supersonic
regime, as discussed below. Another interesting correc-
tion comes from finite size effects of the surrounding fluid,
as studied in [62, 64]. These give a nontrivial correction to
the results that assume an infinite homogeneous reservoir,
but such effects are neglected in this work.

The analytic expression for the dynamical friction force
on a point-like object generated by a scalar field cloud,
derived in Ref. [21], relates the force to the relative ve-
locity between the object and the fluid v, the Compton
wavelength of the scalar Ac = 1/u, the BH mass M and
the size of the perturbed region r.2 It has the form

Fanonsa =0 (31 {1n (26r) ~ 1~ Re[ (1 +5)]}

(32)
where k = pv, 8 = ag/v is the ratio between the impact
parameter where deflection becomes significant and accre-
tion dominates (bmin ~ M/v?) and the de Broglie wave-
length of the scalar (Agqg = 1/k), and ¥ is the digamma
function.® Depending on the ratio 3 = as/v this takes
the form

4
Falpso ~ % {1og(2k‘r) — 140577 — 1.20252] , (33)

) 202y 1
Fd|6—>oo’\’? [log( i )_1_1252] ; (34)

where again k = pv, p is the asymptotic value of the
scalar field rest mass density, and r is the size of the
perturbed volume — normally the size of the dark matter
cloud in which the perturber is immersed. (This can now
be identified with the maximum impact parameter in the
standard Chandrasekhar result b.x ~ 27 in the limit of
large g [21].)

These expressions are valid only in the case where r is
larger than the de Broglie wavelength of the field, kr > 1.
For small kr, Ref. [21] provides an alternative expression
which is in principle valid for any radius r but only for
the case of smaller 8, which is

sin (2kr) .
2kr ’
(35)

M 2
Fd|ﬂ<1 =A4mp (’U) [Cin(?kr) +

2 The value of r is dependent on the environment and the past
history of the BH passage through the fluid. The spatial extent
of the surrounding fluid provides an upper limit on r, but in the
case where the BH enters a cloud of fluid and progresses through
it, » will initially be zero and then increase over time as the wake
behind it forms, such that r ~ vt. This time dependence in r was
captured by the dynamical calculations of Ref. [62].

3 https://mathworld.wolfram.com/DigammaFunction.html
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FIG. 3. Analytic approximation for the nonrelativistic case
for a scalar field cloud (dotted line) and with a relativistic
correction term (dashed line) and a further correction for a
pressure-like term, as for supersonic collisional fluids (solid
line).

where Cin(z) = foz(l — cos(t))dt/t is the cosine integral.
In this work we fit the regime described by Eq. (32),
which allows us to cover a wider range of scalar masses.
We leave a full approximation for the small kr regime to
future work.

Note that dynamical friction is distinct from the drag
force created by Bondi accretion [65, 66], i.e. accretion
of the fluid momentum onto the BH as it moves through
the cloud

Fonai = 4nAM?pv(v? + 2)™3/2 (36)

with A an O(1) number. In the small-og regime, Bondi
accretion is negligible in comparison to the effect of dy-
namical friction. This is the case for our results for
as = 0.05. However, we find that for larger masses of the
scalar field its contribution becomes nonnegligible, and
we must include it in order to better fit our simulation
results. Physically, this is because the surface integral
calculated in [21] assumes a point mass perturber. This
neglects several finite size effects, one of which is accretion.
In the low-mass scalar case that was considered there, the
impact of accretion is small because the incoming waves
are mostly scattered rather than absorbed. In the particle
regime, and at lower velocities where deflection is more
significant, accretion can no longer be neglected.

To apply this to our relativistic scenario, we start with
the nonrelativistic result of Eq. (32), and take as an ansatz
the relativistic correction required for collisional fluids as
above,

Relativistic correction = 72 (1 4 v?)?, (37)

assuming as before that it enters as a multiplicative fac-
tor. We also assume that the rest-mass density p will be
replaced with the sum of the density and pressure p + p.
Whilst an inhomogeneous scalar field does not have a
well defined equation of state, we can consider a plane
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FIG. 4. The diagram shows schematically the regime covered by our simulations in the as = puM - velocity plane. We consider
a range of intermediate masses which cover the wave regime of as = 0.05 up to as = 1, where wave effects begin to turn
off on the scale of the BH horizon and accretion onto the BH becomes non negligible. We study velocities 0.2 < v < 0.8 at
which relativistic corrections become significant. The expression for F,; describes the dynamical friction, with the as-dependent
parameter k describing pressure effects fitted to our numerical results. See the main text for further details.

wave solution, which is what the BH will “see” in the
asymptotically flat region, in its rest frame,

(p(l’,t) = o ei(wt—kx) , (38)

where w? = p? + k? and k = pv. We can then obtain
approximate expressions for p and p from the stress-energy
tensor as

1., 1 N
P =599 5(3#3# )+ V =Pl (1+0%), (39)
1. ., 1 N
Pz = E‘PSO + 5(89090890()0 ) -V = v2“2|§0|2 . (40)
1., 1 ; 1
p=599T - 6(@‘@@‘@ )=V = §U2M2|<P|2' (41)

Note that since the fluid is no longer isotropic, we could
consider the pressure correction as either p 4+ p, where p
is the averaged pressure in all three spatial directions, or
as p + pz, where p, is the pressure in the direction of the
BH motion. Either choice will be an approximation, but
we find the latter to be a better fit and more physically
intuitive — the pressure in the x direction is what plays
the greatest role in resisting the BH motion.*

4 In particular, we find that the value of the parameter x that we
introduce below, tends to a value ~ 1 with this choice at lower
scalar masses, which is the expected behavior.

Using this, we estimate the pressure correction as

2
TPy V)

Pressure correction = P B}
p (1+0?)

Note that this also justifies the assumption that for our
setup we are always in the supersonic regime, since we
have cs ~ v? and thus a Mach number M ~ 1/v greater
than 1.

The expected effect of such relativistic corrections on
the result of [21] is illustrated in Fig. 3. The final expres-
sion that we use to fit our results has the form

2
v
Fa = Finonrel X Y2(1 +07)? x <1+n1+v2> , (43)

where k is a factor we add to control the strength of
the pressure-like correction. We include this factor as we
expect this correction to become weaker (or completely
turn off) as we increase the mass of the scalar field, where
it would start to behave more like a particle than a wave.
As we will show, this approximation turns out to be a
very good fit to our results for all values of the mass, with
the lower masses corresponding to k ~ 1.

A diagram illustrating schematically the different scalar
mass and velocity regimes, and placing our simulations
within them, is given in Fig. 4.
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FIG. 5. Dynamical friction force as a function of time extracted
from one of our simulations. Top panel: contribution to
the total force coming only from the “dynamical friction”
term S, in Eq. (26). This is calculated excising a volume of
three different radii ri, around the BH: r;, = 1 (green solid
line), rin = 3 (blue dashed line) and rin = 5 (black dotted
line). Bottom panel: total force F in Eq. (26), including the
contribution F,, in from the flux through the inner surface i,
containing the BH. Including both terms, the total force is
independent of the value of riy,.

IV. RESULTS

In this section we present the results we obtain for
the dynamical friction force and its scaling with velocity
derived from our simulations. We compare these results
to the expected analytic expression, as detailed in Sec. I1I,
and fit the value of k(ay) for each value of ay.

As explained in Sec. II D above, we consider four differ-
ent values of ag, and for each case calculate the force for
velocities in the range v € (0.3,0.9), except in the case of
as = 1, where we add an extra point at v = 0.2 to better
explore the effect of Bondi accretion.

The different scalar masses we choose, ag =
(0.05,0.2,0.5, 1), probe the two different regimes of valid-
ity of the expression in Eq. (32). In particular, as detailed
in Appendix B, the smallest mass we consider (a5 = 0.05)
is consistent with the expression in Eq. (33), valid for
B < 1. The cases of ag = 0.5 and 1 probe the large-3
regime of Eq. (34). We also chose a point from the an
intermediate mass range (a5 = 0.2), where neither of the
approximations is valid and one needs to consider the
exact expression in Eq. (32).

As outlined in Sec. I1C, we extract the quantities in
Eq. (26). For the radius r of the volume X.,; we take

Qg Tin Tout L Thnal

0.05 5 900 4096 2 5000
0.2 5 700 2048 2> 2500
0.5 5 600 2048 22000
1 10 300 1024 2 1000

TABLE I. Parameters that vary in our simulations depending
on the parameter as, which compares the Compton wavelength
of the scalar to the BH size. In the first two columns are the
the inner and outer extraction radii for the force, ri, and rous,
followed by the simulation box size, L, and the final time
(at which we extract the diagnostic quantities) Thna1. These
are all in units of the BH mass M, which we set to 1 in our
simulations.

an outer extraction radius r = 7o, large enough for the
analytic approximation that we want to compare with
[Eq. (32)] to be valid: rou > 1/(pv). Therefore roy
varies depending on the value of as.> We choose the
inner extraction radius such that the the BH horizon
is fully enclosed in this region, 7, 2 Thor (in isotropic
Schwarzschild coordinates, rhor = 0.5). In principle we
could use the same value for all our simulations, but we
found that the flux is noisy when 7, is chosen to be
too close to the horizon, and we require larger radii for
the larger as. Recall that the inner radius is used to
measure the flux F, in, which we can identify with the
Bondi accretion contribution to the drag force.

For the cases where the flux is nonnegligible compared
to S, the choice of 7j, determines the split between
Bondi accretion drag and dynamical friction. Such a
split is inherently gauge dependent, and so we measure
the sum of the dynamical friction and accretion forces,
which does not vary according to the choice of ry,. We
demonstrate this in Fig. 5, where we see that although
the “dynamical friction” term S, in Eq. (26) can differ
significantly depending on the choice of 7, (this is shown
on the top panel), once we add the contribution F, i,
from the flux through the inner surface the total force is
the same regardless of the choice of ry,.

In Table I we give the different extraction radii we have
used to obtain our results from the simulations for the four
different mass cases. We also show the box size L for each
of these cases and the approximate time Txy,; at which we
extract the diagnostic quantities. The larger simulation
times and box sizes for the smaller velocities come from the
fact that a scalar field with a longer wavelength compared
to the BH light-crossing time will take longer (in units of
M) to settle into a stationary profile.

The time evolution for the force is shown in Fig 6. The

5 Note that at larger radii the field takes longer to settle into a
stationary profile and the force takes much longer to reach a
constant value. The competition between this timescale and the
accumulation of noise from the outer boundaries puts an upper
limit on the outer extraction radius, rout at which we can extract
the force.



10

v=0.3 -==- v=05 —— =07
v=204 ---- v=0.6 —— =028
0.025 A
RV S N
ANDNTIVTNNVp A AN LAY Vo D DS
I VAN AN LAV 0.4 - -
J pE
0.020 A .
0.015 4
0.0109 -
0.005 T T T T 0.1 T T T T
0 1000 2000 3000 4000 00 0 500 1000 1500 2000 2500
8
& 97 DV
./.*.N ‘.‘ .....
8 1 e
~/~
71 7
J e T A\ y
61 s T
5_
4 /r I
I/I Qg = 1.
: : : 34—dal : . :
0 500 1000 1500 2000 0 200 400 600 800 1000

t/M

FIG. 6. Time evolution of the total force F, extracted from the simulations [Eq. (26)]. The four blocks show the the different
scalar field masses we consider: as = 0.05 (top left), as = 0.2 (top right), as = 0.5 (bottom left) and s = 1 (bottom right). For
each case we plot the evolution of the field for the range of velocities v = 0.3 — 0.8. In lighter and darker solid blue are v = 0.3
and 0.4, dashed red (light to dark) — v = 0.5 and 0.6 and dash-dotted green (light to dark) are v = 0.7 and 0.8.

four panels present the four different scalar mass cases,
and for each case we show the evolution for the range of
velocities we consider. We find that in all cases the force
grows initially and settles into a roughly constant value
after some time, with some remaining oscillations, which
tend to be larger for smaller velocities. As the velocity
decreases the overall amplitude of the force gets smaller
in the regime v ~ 0.3 — 0.5, after which this pattern shifts
and the force starts to grow again quite rapidly. Note
that the time scale for the four different plots is different,
since the higher the mass of the field, the faster it settles

into a stationary profile and a constant value for the force.

The approximate simulation times for each case are given
in the Thpa column of Table I. However, note that due
to the field taking longer to settle in the lower-velocity
cases (both into a constant value and a lower amplitude
of oscillation), we needed to run some cases longer before
extracting a final value for the force. Values on the y axis
are also not shown since they are different for all four
cases and vary depending on the radius of the sphere we
are considering; what is important is the overall trend in

each case. Our goal is not to obtain a specific value for
the force in each case, but rather to fit the dependence
on v in our expression, which can then be applied at all
radii r, provided that r > (1/uv). Note that we have
confirmed that different radii give consistent results for
the scaling of the force with velocity.

Fig. 7 illustrates the scaling of the force with velocity for
each of the scalar masses, as. The dashed lines represent
the analytic expression for the dynamical friction force Fy,
and the dotted lines represent the total force on the BH
due to the combined effect of dynamical fiction and Bondi
accretion, F' = Fy+ Fgonai- The error bars are the force F,
that we extract from our simulations. We estimate the size
of the error bars from the amplitude of the field oscillations
at the time of extraction, plus the errors coming from
finite resolution as identified by our convergence tests
(discussed in more detail in Appendix A).

We find that Eq. (43) gives a good fit to the results
in each case (dashed line in the plots on Fig. 7). As
expected, we find that low-mass cases fit well with the
pre-factor for the pressure-like correction k ~ 1, and for
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FIG. 7. Scaling of the total force, F', on the BH due to the scalar field with relative velocity v. The four blocks again represent
this result for the four mass cases we consider. The dashed lines in these plots show the analytic expression for the dynamical
friction force Fy including the relativistic corrections, Eq. (43); the dotted lines show the analytic approximation of the total
force on the BH, including both the contributions from dynamical friction and Bondi accretion, Fgongi- We include a range of
values for the order one parameter A in Eq. (36). The error bars (solid black) represent the total force we extract from the
simulations, F, [Eq. (26)], with the size of the error bars coming mainly from the amplitude of the oscillations of the force, as

seen in Fig 6. Further details are given in Appendix A.

higher masses x starts to decrease. The values of x that
give us the best fit to our results (with their estimated
errors) for the different scalar mass cases, as well as an
approximate linear fit for these is shown in Fig. 8. As
the field gets heavier, it starts to behave less like a wave
and more like a particle, so it is not surprising that in
the critical mass regime (where the wavelength of the
field becomes comparable to the size of the BH, ay ~ 1),
this pressure-like correction derived from a plane-wave
solution would weaken, and the field will start to behave
more like a pressureless fluid. We find that x decreases
from k ~ 1 for ag ~ 0.05 to K ~ 0.5 for o ~ 1.0 and
can expect that for even larger field masses, this pressure
correction will fully disappear.

As discussed above, for all masses except for ag = 0.05,
the momentum accretion onto the BH starts to have a
significant contribution the total force that we measure.
This can be associated with Bondi accretion, discussed
in Sec. 11T [Eq.(36)], and so we cannot assume that its

effect is negligible compared to dynamical friction. The
dotted lines in Fig. 7 represent the expected total force
onto the black hole, including this contribution, so that
F = F4 + FBonai- In the case of o = 0.2 (top right)
accretion is negligible, and this line fully overlaps with the
dashed black line showing Fy alone. However in the cases
of oy = 0.5 and a5 = 1 (bottom left and right) we find
that the effect is significant at lower velocities. For ag = 1,
especially by taking the additional point at v = 0.2, where
the difference between the two lines becomes larger, we
can show that the line including Bondi accretion (with
A ~ 0.5) is most consistent with our results.

V. DISCUSSION

In this paper we have numerically studied the dynamical
friction force Fq on a BH immersed in a uniform-density
region of scalar fluid of extent r as a function of the
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FIG. 8. This plot shows the scaling of the pressure correction
factor k with scalar mass, as. The error bars are derived from
our simulations (see Fig. 7). We fit a straight line though
these, with equation x = 1.14 — 0.53as (dashed line). Note
that this expression is only valid in the range of scalar masses
we consider, as € (0.05,1). We would expect that x has a
value ~ 1 for smaller as and tends to zero for higher as, and
we see that this is consistent with our result.

relativistic boost velocity v. We have demonstrated that
the scaling of the total drag force experienced by the BH
goes as

F :Fd + FBondi

2
— 2 22 v
7Fd,n0nr01 Xy (]_ “+ v ) X (1 + kK 1—|—1}2) (44)

+ 4T AM? po(v? + 2)73/2

where we find x = rk(ag) € (0,1), A € (0,1) and
cs = kv?/(1 +v?).5 This is consistent with the case
of a supersonic collisional fluid, combining a relativistic
correction of 72 (1 + v?)? with the assumption that the
(now velocity-dependent) pressure correction of the scalar
is well described by the approximate relation

’U2

We find that the constant x depends on the scalar mass,
decreasing from k ~ 1 for ag ~ 0.05 to Kk ~ 0.5 for ag ~
1.0. We expect it to approach zero in the limit of large
as, thus recovering a result consistent with collisionless
particles. An approximate linear fit for the intermediate
mass regime that we study is provided in Fig. 8.

Our result can be applied to studies of EMRI dephasing
in the final orbits around a SMBH with a superradiant
or accretion-driven cloud. However, some care will need

6 Note that our results are not sensitive to the exact value of ¢s in
the expression for the Bondi accretion, and we find consistency for
any cs € (0,0.5). The exact form we quote here is simply taken
to match the form of p;/p in the dynamical friction expression.
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to be given to the value of r that is chosen to represent
the size of the cloud that influences the BH. As we have
shown, the cloud takes time to develop dynamically, and
therefore at each point in the orbit, the size of the cloud
will depend on both the local extent of the scalar density,
and also on the inspiral history. As shown in Ref. [62]
in the nonrelativistic case, this can change the result
significantly compared to the naive picture of an infinite
uniform density environment. In addition, the effective
pressure of the scalar fluid depends on the scalar mass, and
this will determine the extent to which the cloud recovers
to its original configuration over successive orbits - that
is, one should consider whether the cloud is significantly
depleted by the Bondi accretion, or alternatively whether
its local density is enhanced on subsequent orbits. The
full problem of simulating a relativistic BH orbiting a
larger one immersed in a superradiant scalar cloud profile
remains open, with the main challenge being the difference
in the timescales involved.

The results in this work are derived for the case of a
complex scalar field in order to avoid having to deal with
the high frequency amplitude oscillations expected for a
real scalar field. Nevertheless, we confirm for a few of
the cases that the real field oscillates with the expected
frequency of w = 2ag, and the average value of these
oscillations is consistent with the result we obtain for
the complex field. We provide more detail on this in
Appendix C. Whilst the average effect over time for a
real scalar would be consistent with the complex case, in
principle the impact of the higher frequency oscillations
on the trajectory of the perturber is another distinctive
signature of this type of scalar matter.

In addition to providing specific results for scalar dark
matter, the framework that we have described and vali-
dated provides the groundwork for the study of a wider
range of bosonic candidates, and could be simply ex-
tended to include nontrivial self-interactions such as those
of axions (as in [67]) or dark photons through the imple-
mentation of a massive vector (Proca) field. One could
also study the impact of adding spin to the BH perturber,
or a curved trajectory in an asymptotically curved space-
time (as in [49]), by updating the metric background
used.
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Appendix A: Code validation

In this Appendix we discuss how we validate our code
results, and provide some additional details on the fixed
metric background used.

1. Code validation and coordinate choice

As discussed in the main text, we evolve the field
on a fixed background metric in boosted isotropic
Schwarzschild coordinates.

The metric is validated by checking that the nu-
merically calculated Hamiltonian and momentum con-
straints converge to zero with increasing resolution, as
do the time derivatives of the metric components, i.e.
Ovij = 0uK;j = 0 (calculated using the ADM expres-
sions). This ensures that (ignoring the backreaction) the
metric that is implemented is indeed stationary in the
chosen gauge, consistent with it being fixed over the field
evolution.

The advantage of using isotropic coordinates is that
the asymptotic behavior is appropriate for measuring an
approximate ADM momentum for the system at large
r, due to the rate at which the quantities approach flat
Minkowski spacetime asymptotically. The downside is
that since the time coordinate corresponds to that of the
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FIG. 9. Agreement between the time-integrated quantities
defined in Eq. (A2). The grey and blue dashed lines show
the momentum flux through the inner and outer extraction
surfaces, respectively, the green dash-dotted line is the “source’
within the volume between those two surfaces, the red solid
line is the momentum density in the z-direction and the black
dotted line is the RHS of Eq. (A2). We see that the momentum
of the cloud settles into a roughly stationary value at around
t ~ 5000 and that there is good agreement between the surface
flux and volume integrals.

)

asymptotic observers, the lapse goes to zero and time
freezes around the horizon.” This means that any ingoing
waves tend to “bunch up” there. Given sufficient resolu-
tion outside the outer horizon, the ingoing nature of the
metric prevents the errors this introduces from propagat-
ing into the region far from the BH, and unresolved waves
are effectively damped away by grid precision close to
the horizon. Provided we are not interested in extracting
quantities very close to the horizon, these coordinates
work in practice, as shown below by the conservation of
the flux and volume integrals shown in Fig. 9, where we
confirm the expected relation (see [52])

O (/ >y Qi) = —/ z/o F;
= 0% out

+/ d*z\/o ]-"i+/ By Si,
0Xin >
(A2)

(A1)

where we define 0%, to be the 2D surface cutting out
the three-dimensional volume around the BH ¥y, (at 7y,),
0Yout — the 2D surface enclosing the volume of influence
on the BH Yoyt (at 7out), and ¥ = Xy — Bin. The
“charge” Q; is the momentum density in the ¢ direction
defined by the coordinate basis vector ¢* = 6!, i.e.,

Q; =n, ('TF = —aT? = -S; (A3)

7 The implementation of these coordinates is improved by the use
of an analytic continuation of the lapse in which its value becomes
negative within the horizon, as described in [27].
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FIG. 10. Top panel: evolution of the force extracted from
the simulations for ¢ = 0.05 and v = 0.3 at three different
resolutions. We show the the high resolution case (N, =
256, solid green line), the medium resolution used for our
results (N, = 128, dashed blue line), and low resolution case
(N = 64, dotted black). The grey dash-dotted lines show
how we extract the error bars (in Fig. 7) from this simulation.
Bottom panel: relative difference between the solutions at the
high/low resolutions and the medium one in solid green and
dashed blue, respectively. We also show the difference in the
solutions between the low and medium resolutions divided by
a convergence factor of 2% (black dotted line), showing that
we achieve fourth-order convergence.

the “flux” F is the i-stress in the normal direction (aka
the i-momentum flux out of the closed surface %)

Fi = aN;J! = aN;T? = Nj(ay’*Sy, — §7S;), (A4)
and the reconcilling “source” term S is

Si = T}V, = aT) Ty, (A5)

= —pdia+ ;0,87 + aSF BT . (A6)

Here N; is defined to be in the direction of the covec-
tor s; = O;r (so s; = 2'/r in Cartesian coordinates)
and it is normalized such that 'yijNiNj = 1, whilst
n, = (—,0,0,0) is the normal to the ADM spatial hy-
persurfaces.

2. Convergence testing and error estimation

We have performed convergence tests for each of the
masses considered at v = 0.3 and v = 0.8. For each of
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FIG. 11. Top panel: evolution of the force extracted from the
simulations for 4 = 1 and v = 0.8 at four different resolutions,
where the green solid line shows the high-resolution case (N, =
256), the dashed blue line corresponds to N, = 192 and the
black dotted line corresponds to the resolution used in all of
our simulations (N, = 128). Bottom panel: relative differences
in the force between the A1 and Az resolutions (solid green
line) and between the Ay and Ags resolutions (dashed blue
line). The dotted black line is the difference in the solution
between Az and Ajs resolutions divided by the convergence
factor ¢(t), as calculated by Eq. (A9), showing fourth-order
convergence.

these we have computed our results at three resolutions,
A1, As and Ajz. For the cases u = 0.05, 0.2 and 0.5,
the high resolution, A; is for N, = 256, the medium
resolution Az (that we run all our simulations at) corre-
sponds to N, = 128, and the low resolution corresponds
to N, = 64. On the top of Fig. 10 we show as an example
the evolution of the force for the three resolutions from
one of our simulations. The low resolution case is slightly
more noisy than the medium and high resolution cases,
but they are consistent and the difference is well within
our error bars, the measurement of which is illustrated
with the grey dash-dotted lines. These error bars from the
oscillation of the force are the ones presented in Sec. IV.

The convergence factor is defined as the ratio of the
relative differences between the solution at the medium
and the low/high resolutions,

_ 1Fay = Fal

c(t) = : (A7)
||FA2 - FAB H

In the case where the three resolutions we have consid-

ered have number of grid points N, = (64, 128,256) (so

that A;/As = Ay/Az = 2), in the limit A — 0 the



convergence factor is expected to behave as,

lim c(t) =27,

A—0 (A8)

where n is the order of the finite difference scheme used
to evolve our initial configuration. We have n = 4, so that
the expected convergence factor is c(t) = 2*. We show the
results of this test in the bottom panel of Fig. 10, where
the green solid line shows the difference in the solutions
for the high and medium resolution cases, and the blue
dashed line is the difference between the low and medium
resolution values of the force. The black dotted line is the
the difference between the high and medium resolution
cases divided by the expected convergence factor for this
case, 2%, lies on top of the solid green line, showing that

indeed we get fourth-order convergence for the simulation.

The case of (u =1, v = 0.8) was the most challenging
from the set of simulations presented. The evolution of
the force, F), extracted from this simulation is shown on
the top panel of Fig. 11. In this case the low resolution,
N, = 64, was found to be outside of the convergence
regime, so instead we calculated the force at resolutions
N, = (128,196, 256). For this set of resolutions we no
longer have A;/Ay = Ay/Az = 2 and the convergence
factor in the continuum limit is given by
N
Ay — AR
for N, = 128,196,256 and L = 1024, so that A; = 0.25,
Ay = 0.1875 and Az = 0.125, and n = 4. The bottom
panel of Fig. 11 shows that in this case we still achieve
fourth-order convergence, with the low resolution now
being N, = 128.

Although we confirm that the results are converging
with resolution in the expected way, the resolution errors

lim ¢(t) =

Jim 2.7, (A9)

are comparable with those computed from the oscillations.

We can estimate the error on the solution at the highest
resolution grid using the relation

~ ;(
A A -1

We apply this error to the highest resolution result. Note
that if we were to use the lowest resolution for our results
(N, = 128) the error would have been larger, ea, ~ 0.7
(around 9%). Similarly we have checked the error on the
results at N, = 128 for v = 0.7 (as that is expected to be
lower) and we find that to be around 5%. We also use this
error as a conservative estimate of the resolution error in
the extracted force from the simulations of v = 0.5, 0.6,
as = 1, using it to increase the error bars presented. In
a few other cases, we also identify and add convergence
errors to the error bars in a similar way, but these are
much less significant.

Fa, — Fa,) ~0.08.  (A10)

Appendix B: Large and small g approximations

As discussed in Sec. I11, the analytic approximation for
the dynamical friction force on a BH from a scalar cloud

— Fy(¥) -—=- Fylg=o

as = 0.05 as =02

Iy

_———

FIG. 12. The expressions in Egs. (32)—(34) as a function of
the relative velocity v of the BH with respect to the scalar
field, for the four values of as that we simulate. The solid
green lines show the exact expression in terms of the digamma
function, while the dashed and dotted black lines correspond
to the small-5 and large-8 approximations, respectively.

(for a BH moving at nonrelativistic velocities), given in
Eq. (32), depends on the digamma function ¥(1 + if).
Although ¥ can be evaluated and plotted with many
computational packages such as Mathematica or Python,
its shape is not immediately obvious, so it is useful to
look at its approximate form in terms of S = a5 /v. This
can be done in the two regimes, where [ is either very
small or very large:

Re[¥(1448)] ~ —0.577 +1.2023% (B —0), (Bl)
Re[¥(1 +if)] ~1Inf — 7152 (B — o0), (B2)

which leads to the approximate expressions in Egs. (33)
and (34).

To illustrate the range of validity of these approximate
expressions, in Fig. 12 we plot the scaling of the force Fy
with velocity, given the exact expression containing the
digamma function and the two approximations for small
and large 8. As expected for the case of as = 0.05 (top
left) the valid expression is the 8 — 0 approximation. At
large masses of the scalar, g = 0.5 and 1, the solutions
for B — oo match the exact solution very well. In the
intermediate-mass case (as = 0.2), both expression match
the exact solution in the range v ~ 0.4 — 0.5, but the
small-8 approximation fails at small velocities and the
large-3 approximation is inaccurate at large v.

Appendix C: Real scalar field

A uniform real scalar field has a density that oscillates
with a frequency related to its mass. This gives rise to a
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FIG. 13. Time evolution of the force in the case of a real
(solid green lines) and complex (dashed black lines) scalar
field. The top panel shows the force as extracted from the
simulation, whereas in the bottom panel we have removed
the high-frequency oscillations, so as to see more clearly the
agreement between the two cases.
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dynamical friction force that oscillates between positive
and negative values over time. This can make the results
more difficult to interpret and lead to large error bars
on the numerical results. To avoid this issue we have
performed all our simulations for a complex scalar field
instead, as this can provide an asymptotically constant
density that is twice the average of the real field density.
To confirm that this is indeed the case, we evolve the real
scalar field in the case of oy = 0.05 and show that the
force in the complex field case is twice the average of that
for the real field, as expected.

Fig. 13 shows the evolution of the force as a function of
time for ag = 0.05 and v = 0.5 in the case of a real scalar
field (solid green lines) and the complex one (dashed black
lines). In the top panel, the real field force is as extracted
from the simulations. As expected for the real field, the
force oscillates with very high frequency and amplitude.
We confirm that the frequency of the oscillations is related
to the mass of the field as w = 2a. To confirm that the
complex field gives the average of the oscillations in the
real case we have removed the high-frequency oscillations
using a filtered Fourier transform of the signal, as shown
in the bottom panel of Fig. 13.

We observe that in the case of a purely real field, the
dynamical friction force oscillates rapidly in time. Whilst
the average effect over time would be consistent with the
complex case, it should in principle be possible to observe
the impact of the higher frequency oscillations on the
trajectory of the perturber.
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