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Ultralight axion-like particles are well-motivated dark matter candidates that are the target of
numerous direct detection efforts. In the vicinity of the Solar System, such particles can be treated
as oscillating scalar fields. The velocity dispersion of the Milky Way determines a coherence time
of about 106 oscillations, beyond which the amplitude of the axion field fluctuates stochastically.
Any analysis of data from an axion direct detection experiment must carefully account for this
stochastic behavior to properly interpret the results. This is especially true for experiments sensitive
to the gradient of the axion field that are unable to collect data for many coherence times. Indeed,
the direction, in addition to the amplitude, of the axion field gradient fluctuates stochastically.
We present the first complete stochastic treatment for the gradient of the axion field, including
multiple computationally efficient methods for performing likelihood-based data analysis, which can
be applied to any axion signal, regardless of coherence time. Additionally, we demonstrate that
ignoring the stochastic behavior of the gradient of the axion field can potentially result in failure to
discover a true axion signal.

I. INTRODUCTION

If dark matter (DM) consists primarily of bosons with
mass ma � eV, then the DM density near the Sun
guarantees that the number density of particles is large
enough to be treated as an oscillating classical field. The
wavelike nature of such ultralight scalar fields—often re-
ferred to as axions—can lead to distinctive signatures
that impact experimental searches. In particular, inter-
ference among these waves results in a locally stochastic
field that can potentially enhance or suppress the signal
recorded by a laboratory experiment [1, 2]. In this work,
we present a complete treatment of the stochastic prop-
erties of the gradient of the axion field, and explore its
experimental consequences.

Axions are common in many extensions of the Stan-
dard Model, and correspond to Goldstone bosons that
are produced when a global symmetry is broken. The
QCD axion remains one of the most compelling exam-
ples as it both provides a plausible DM candidate and
resolves the strong CP problem [3–13]. For the case of
the QCD axion, there is a direct relationship between
its mass and the symmetry-breaking scale in the theory.
More generally, axion-like particles (ALPs) can exist with
a mass that is not set entirely by the symmetry-breaking
scale. Such ALPs can be copiously produced in string
theories, for example [14]. Throughout this paper, we
will use the word ‘axion’ to refer to any ultralight scalar
boson that couples to the axial current.

Axions can couple to the Standard Model, opening
the possibility of discovering them in the laboratory
or beyond. The axion coupling to fermions takes the
form of a derivative term in the Lagrangian of the form
L ∝ gaff∂µaf̄γ

5γµf , which in the non-relativistic limit
becomes L ∝ gaff∇a · Sf with Sf being the fermion
spin. Searches for these gradient interactions typically
rely on sophisticated atomic-molecular-optical (AMO) or
nuclear magnetic resonance (NMR) techniques, which are
sensitive to small changes in, e.g., neutron spins [15–
19]. DM searches for the axion-fermion couplings have

been performed using data from neutron electric dipole
moment (nEDM) experiments [20], Penning-trap sys-
tems [21], CASPEr [22, 23], the Eöt-Wash spin-polarized
torsion balance [24], and various atomic magnetome-
ters [25–28], including the NASDUCK experiment [29].
Additional laboratory constraints come from searches
for new long-range forces [30, 31] and invisible meson
decays [32]. The strongest constraints on the axion-
fermion couplings are astrophysical, coming from axions
produced in the Sun [33], as well as neutron star [34],
supernova [35], and white dwarf [36] cooling. These as-
trophysical constraints may however be subject to large
uncertainties (see, e.g., Ref. [37]).

The pseudoscalar axion can also couple to photons

through the Lagrangian operator L ∝ 1
4gaγγaF F̃ , which

in the non-relativistic limit reduces to L ∝ gaγγaE · B.
This coupling has been the target of axion DM searches
with experiments such as ADMX [38–40], HAYSTAC [41,
42], ABRACADABRA [43–45], and SHAFT [46]. Addi-
tional constraints on gaγγ that do not rely on the local ax-
ion DM density come from direct laboratory searches [47–
49], axion helioscopes such as CAST [50], and other in-
direct astrophysical searches [51–55].

Any experiment searching for axion DM must contend
with the unique phenomenology that arises from its wave-
like behavior. At a fixed position in space, the axion field
oscillates with frequency ω ≈ ma+ 1

2mav
2, where v is the

DM velocity. If the DM is virialized in the Milky Way
with a velocity dispersion σv ∼ 10−3, the observable clas-
sical field will be the superposition of many oscillating
fields with a frequency dispersion ∆ω ∼ 1

2maσ
2
v. The

effect of this frequency dispersion is to introduce a co-
herence timescale, τc ∼ 1/maσ

2
v, to the oscillations. On

timescales τ � τc, the DM classical field is well-described
by oscillations at the Compton frequency ma with a sin-
gle amplitude and phase; however, on timescales τ & τc,
interference effects between the different frequency modes
cause the amplitude and phase of oscillations to vary
stochastically. One consequence of this is the presence
of localized regions where total destructive interference
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FIG. 1. Left: A schematic illustration of the orientation of the laboratory measurement axis m, which we assume has a fixed
orientation relative to the surface of the Earth at some latitude and longitude, and our Galactic-frame basis {ex, ey, ez}. As
the Earth rotates about its axis relative to the inertial Galactic frame, the Galactic-frame components of the measurement axis
m oscillate with period of 1 day, thereby inducing daily modulation into the signal ∇a ·m. Note that the daily modulation of
∇a ·m is periodic but not necessarily sinusoidal and that its exact form is stochastic, since it depends on the instantaneous
direction of the axion gradient. Right: A single randomly generated time series for an axion gradient signal ∇a ·m with mass
ma/2π = 0.01 Hz over the course of 3 years. On the smallest timescales, the signal undergoes rapid coherent oscillations with
period 2π/ma = 100 s. The amplitude of these oscillations modulates with period of 1 day due to the rotation of the Earth,
and evolves randomly on long timescales due to the coherence time τc ∼ 6 months.

drives the axion field to zero, resulting in vortices [56].
For experiments sensitive to the gradient of the axion

field, there is an additional source of time dependence.
This arises because such experiments do not measure the
entire vector ∇a, but the projection onto a sensitive
axis, which is fixed in the laboratory frame.1 Because
the direction of ∇a is uniquely determined in the Galac-
tic frame, this introduces an additional modulation of
the signal due to the rotation of the Earth, as illustrated
in the far left of Fig. 1. From an experimental perspec-
tive, this daily modulation is particularly useful when the
Compton period is longer than 1 day, as it up-modulates
the signal to a manageable frequency.

An axion gradient signal is therefore characterized by
three timescales: the Compton period, 2π/ma; the coher-
ence time, τc ∼ 106/ma; and the period of the Earth’s
rotation, 1 day. The relative size of these timescales and
the length of experimental observation can dramatically
affect the phenomenology of the signal. Fig. 1 provides a
visualization of each of these timescales for an experiment
that is sensitive to the axion field gradient. The figure
shows the measured time series over the span of 3 years
for an axion of mass ma/2π = 0.01 Hz. For the particu-
lar axion mass shown in the figure, the three timescales
obey the following hierarchy: 2π/ma � 1 day � τc. On
very short timescales (right panel), the signal oscillates
coherently with frequency ma. The amplitude of these
coherent oscillations undergoes daily modulations with a

1 It is possible for an experiment to have multiple sensitive axes.
Although we do not consider this case specifically in this paper,
the procedure outlined here is straightforward to generalize. See
Ref. [29] for an example.

period of 1 day (middle panel). On very long timescales
(left panel), the signal decoheres and the overall ampli-
tude fluctuates stochastically.

The stochastic nature of the axion field can have a pro-
found effect on experimental observations—potentially
leading to a suppression or enhancement in the signal,
depending on the nature of the interference and its time
dependence. These effects must be properly accounted
for in a complete data analysis to obtain reliable limits
or properly recover a signal. Although many experimen-
tal analyses have simply ignored the stochastic nature
of the axion field, such effects have been well understood
for experiments that are sensitive to the amplitude of the
axion field itself [1, 2, 57]. However, these results do not
immediately generalize to the case of the gradient of the
axion field, where the direction and not just the ampli-
tude of the axion field fluctuates stochastically. Although
there have been some attempts in recent literature to ad-
dress the stochastic nature of the gradient of the axion
field [28, 57], they have relied on inadequate assumptions
that do not capture the parametric freedom of an axion
gradient signal.

In this paper, we present a general stochastic descrip-
tion for the gradient of the axion field as well as provide
a likelihood formalism for the statistical analysis of ex-
perimental data. This stochastic formalism can be used
to analyze axion signals of any frequency, regardless of
the coherence time. We demonstrate, contrary to the as-
sumptions of Ref. [57], that the gradient of the axion field
has both a random amplitude and direction, and that
an analysis that ignores this effect has a non-negligible
chance of failing to correctly identify an axion signal.
Sec. II introduces the basic formalism we use to model
the superposition of axion states. Then, in Sec. III, we
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demonstrate how to perform an analysis for data taken
in the time domain. Sec. IV specializes to the specific
case of a coherent axion signal and summarizes the main
conclusions of our work using some examples on mock
data. We conclude in Sec. V. Three appendices are also
included, which discuss how to derive the Central Limit
Theorem (Appendix A), how to estimate uncertainties
using Ordinary Least Squares (Appendix B), and how
to evaluate the two-point correlation functions presented
in the main text for the case of a Maxwellian velocity
distribution (Appendix C).

II. SUPERPOSITION OF AXION WAVES

This section presents the basic formalism for axion
wave superposition. We generalize the treatment of the
axion field presented in Ref. [2] to the case of the ax-
ion field gradient. The formalism introduced here will be
applied in Sec. III to construct a likelihood to analyze
time-domain data.

In general, due to the time-dependent motion of the
terrestrial laboratory relative to the Galactic frame, it is
best to work with Galactic-frame velocities, w, rather
than laboratory-frame velocities, v, as the underlying
state variables. This transformation is given by the
Galilean boost v(t) = w + vobs(t), where

vobs(t) = v� + v⊕(t) + vlab(t) (1)

is the velocity of the terrestrial laboratory relative to the
Galactic frame, which depends on the Sun’s velocity rel-
ative to the Galactic Center, v�, the Earth’s velocity
relative to the Sun, v⊕(t), and the experiment’s velocity
relative to the Earth’s center, vlab(t).

We treat the axion as a classical field of mass ma con-
sisting of a very large number of states, Na � 1, and
assume that the local axion density, ρa, comprises the
entirety of the local DM. The field contribution from an
individual state with Galactic-frame velocity wλ is there-
fore

aλ(x, t) =

√
2ρa/Na
ma

cos (Eλ(t)t+ kλ(t) · x + φλ) ,(2)

where λ ∈ 1, 2, ..., Na is an index that runs over all
states, Eλ(t) ≈ ma + 1

2mavλ(t)2 is the energy of the
state, kλ(t) ≈ mavλ(t) is the momentum of the state,
vλ(t) = wλ + vobs(t) is the laboratory-frame velocity of
the state, and φλ ∈ [0, 2π) is the phase of the state. The
factor of 1/

√
Na in the amplitude ensures that the total

axion field, which is the superposition of all states, has
root mean square density ρa.

The gradient of an individual axion state at a fixed
point in space is therefore

∇aλ(t) =

√
2ρa
Na

(wλ + vobs(t)) cos (Eλ(t)t+ φλ) . (3)

Moving forward, the spatial dependence will be ignored
because we only consider experiments at a fixed spatial
location.

The total gradient of the axion field is obtained by
summing Eq. (3) over all individual states

∇a(t) =
∑
λ

√
2ρa
Na

(wλ + vobs(t)) cos (Eλ(t)t+ φλ) ,

(4)

where each φλ is independent and identically distributed
(IID) from the uniform distribution on the interval [0, 2π)
and each wλ is IID from the Galactic-frame velocity dis-
tribution f(w).2

Because the number of terms in the summation of
Eq. (4) is very large, and each term is an IID random vari-
able, the Central Limit Theorem guarantees that ∇a(t)
is a Gaussian process. That is, ∇a(t) is a normally dis-
tributed random vector at any particular time with a
random time evolution obeying a particular two-point
correlation function (see Appendix A).

Experiments that are sensitive to the gradient of the
axion field typically have a single axis of sensitivity. That
is, they do not measure the vector field ∇a(t) but rather
its projection onto some measurement axis, m(t). We
assume that this axis is fixed in the laboratory frame,
and therefore that it is time-dependent in the Galactic
frame due to the rotation of the Earth about its axis, as
illustrated in Fig. 1. Because the direction of the vector
field ∇a(t) is determined by the velocity of the axion
particles, which are inertial in the Galactic frame, this
projection causes the signal to undergo daily modula-
tion with frequency ω⊕ = 2π/ (sidereal day). The signal
∇a(t) ·m(t) can be decomposed in the Galactic frame
by writing

∇a(t) ·m(t) =
∑

i=x,y,z

[∇a(t) · ei]mi(t) , (5)

where {ex, ey, ez} are an arbitrary set of orthonormal ba-
sis vectors fixed in the Galactic frame. The components
of m(t) in this basis, mi(t) = ei · m(t), undergo daily
modulation due to the rotation of the Earth. For an axis
that is fixed in the laboratory frame, this modulation can
be parametrized as

mi(t) = Ci cos (ω⊕t) +Di sin (ω⊕t) + Ei , (6)

for i = x, y, z. Here, Ci, Di, Ei are constants that de-
pend on the position and orientation of m relative to
the Earth’s rotational axis. For concreteness in the rest
of this paper, we take m(t) to be the upward direction
at 40◦ N latitude and 75◦ W longitude, and we always
measure time from J2000.

2 Note that this construction assumes that the Galactic-frame DM
velocity distribution is time-independent. If not, then Eq. (4)
would no longer be valid for all times, but only at a particular
moment of time. Fortunately, the dynamical timescale for the
Milky Way is ∼ 300 Myr, which is much longer than the obser-
vation time of any human-timescale experiment, and the time
dependence of the Galactic-frame velocity distribution function
can be safely ignored.
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III. ANALYSIS STRATEGY

Next, we present a procedure for analyzing an observ-
able signal in the time domain, using the construction
of the axion field gradient in Eq. (4). We begin with a
description of the likelihood formalism in Sec. III A be-
fore working through the general time-binned stochastic
analysis in Sec. III B.

A. Likelihood Formalism

Consider a time series of N data points D =
{D(tn) | n ∈ 1, ..., N}, where each observation is the
sum of a signal and background contribution. To write
down a likelihood function for the observed data set, we
must understand the probability distributions for both
the signal and the background, which are assumed to be
independent of each other.

The signal is related to the gradient of the axion field,

S(tn) = geff∇a(tn) ·m(tn) , (7)

where geff is the effective axion coupling constant that is
proportional to gaff , but depends on the particular ex-
periment at hand. For example, for a Helium-Potassium
comagnetometer and an axion that couples only to neu-
trons, the observable can be taken to have dimensions of
magnetic field with geff = gaNN/γn, where γn is the gyro-
magnetic ratio of the neutron [28]. As discussed in Sec. II,
the Central Limit Theorem guarantees that the compo-
nents of ∇a(t) are jointly-distributed Gaussian random
variables and thus, from Eq. (7), that S(tn) forms a Gaus-
sian process. The uniform random phases guarantee that
the mean of this process is always zero. Therefore, the
likelihood of the signal (ignoring background) is an N -
dimensional zero-mean Gaussian function.

Throughout this work, the background is modeled
by stationary Gaussian white noise with zero mean, al-
though the generalization to other background probabil-
ity distributions is straightforward. Taking this together
with the signal model, the total likelihood is

L (D |θsig,θbkg) =
1√

(2π)6NdetΣ
e−

1
2D

ᵀΣ−1D , (8)

where Σ = Σsig(θsig) + Σbkg(θbkg) is the combined co-
variance matrix for the signal and background and θsig

and θbkg are the signal and background model parame-
ters, respectively. For the white noise scenario, the back-
ground covariance matrix is proportional to the identity
matrix, Σbkg = σ2

bkgI, where σbkg is the root-mean-

square (RMS) noise. The signal model parameters are
the axion mass, ma, and the coupling constant, geff .

The final ingredient for defining the likelihood function
is the covariance matrix, or two-point correlator, of the
signal:

Σsig,nm = 〈S(tn)S(tm)〉 . (9)

Although in principle it is possible to compute this ob-
ject, the result is not particularly useful because the
N × N covariance matrix is unwieldy with N typically
being extremely large. However, we will show below that
the effective size of the data set can be significantly re-
duced and that a computationally feasible analysis in the
time domain is always possible.

The analysis could also be done in the frequency do-
main, which may be more efficient if a Fast Fourier Trans-
form can be performed on the data and the integration
time is much longer than the coherence time, Texp � τc.
However, the daily modulation of the axion gradient sig-
nal, which leads to three peaks in frequency space at ma

and ma±ω⊕, adds significant complication to a frequency
domain analysis compared to an analysis of a signal pro-
portional to the scalar axion field [2]. We will present an
example of a full frequency domain analysis in upcoming
work (see also Ref. [29]).

B. Time-Binned Stochastic Analysis

Next, we discuss an efficient manner of performing a
time-binned analysis for an axion signal with a relatively
short coherence time compared to the experimental in-
tegration time, τc . Texp. In this regime, the signal is
not coherent over the lifetime of the experiment and it
is necessary to fully characterize the stochastic effects of
the axion field. To begin, the expression for the signal
in Eq. (7) is rewritten to separate out the deterministic
and stochastic time dependencies. Specifically,

S(t) =
∑

i=x,y,z

[Ai(t) cos(mat)−Bi(t) sin(mat)]mi(t) ,

(10)

where

Ai(t) = geff

√
2ρa
Na

∑
λ

vλ,i(t) cos

(
1

2
mavλ(t)2t+ φλ

)

Bi(t) = geff

√
2ρa
Na

∑
λ

vλ,i(t) sin

(
1

2
mavλ(t)2t+ φλ

)
(11)

and vλ,i(t) is the ei component of the vector vλ(t) =
wλ + vobs(t). The utility of this decomposition is im-
mediately apparent. The signal manifestly oscillates at
the Compton frequency ma, with daily modulations at
frequency ω⊕ due to the mi(t) terms. The Ai(t) and
Bi(t) coefficients, which vary on the coherence timescale,
are Gaussian random variables that encode the stochastic
behavior of the axion field.

We now consider the behavior of the signal on small
timescales. We divide the time series S = {S(tn) | n ∈
1, ..., N} into P bins of size ∆t � 2π/ω⊕, τc centered at
times tp. Within each bin, the daily modulations and
stochastic fluctuations can be neglected, so the signal in
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the pth bin can be written as a coherent oscillation

Sp(t) = Ãp cos(mat)− B̃p sin(mat) , (12)

where

Ãp =
∑

i=x,y,z

mi(tp)Ai(tp)

B̃p =
∑

i=x,y,z

mi(tp)Bi(tp) (13)

are constant within each bin and vary smoothly (and
stochastically) in time from bin to bin.

Because τc ∼ 106/ma and we need only consider
ma � ω⊕,3 it is always possible to choose the bin size
∆t such that there are many coherent oscillations within
each bin. As a result, the coefficients Ãp and B̃p can be
measured by fitting the data within each bin to the form
of Eq. (12) with, e.g., an ordinary least squares proce-
dure. This motivates an analysis strategy where the 2P
coefficients Ãp and B̃p are analyzed instead of the full
time series. Because there are many coherent oscillations
within each bin, this method achieves a significant reduc-
tion in the effective size of the data set.4

We now consider the statistical analysis of such a com-
pressed data set consisting of P measurements of the
two coefficients {Ã(tp), B̃(tp)} at the binned times tp for
p = 1, . . . , P . Eq. (11) and the Central Limit Theorem
guarantee that the time series of these coefficients form
joint stationary Gaussian processes. Assuming Gaussian
white noise, the uncertainty on the recovered ordinary
least squares coefficients is also Gaussian distributed, but
with uncertainty σ̃ ≈ σbkg

√
2P/N (see Appendix B

for further details). Therefore, a likelihood of the form
in Eq. (8) is still valid, and we need only compute the
two-point correlation functions in order to construct the
covariance matrix:

〈Ã(t)Ã(t′)〉 =
∑
i,j

mi(t)mj(t
′)〈Ai(t)Aj(t′)〉

〈B̃(t)B̃(t′)〉 =
∑
i,j

mi(t)mj(t
′)〈Bi(t)Bj(t′)〉

〈Ã(t)B̃(t′)〉 =
∑
i,j

mi(t)mj(t
′)〈Ai(t)Bj(t′)〉 . (14)

The expectation values in Eq. (14) can be evaluated us-
ing Eq. (A3), which, after integrating over the random

phases, gives

〈Ai(t)Aj(t′)〉 = g2
effρa

∫
d3w vi(t)vj(t

′)f(w) cos (∆$)

〈Ai(t)Bj(t′)〉 = g2
effρa

∫
d3w vi(t)vj(t

′)f(w) sin (∆$)

〈Aj(t)Aj(t′)〉 = 〈Bj(t)Bj(t′)〉 , (15)

where ∆$ = 1
2ma

(
v2(t′)t′ − v2(t)t

)
and v(t) = w +

vobs(t). This is the most general solution for the co-
variance matrix, and can be computed for any velocity
distribution of the axion DM.

While the discussion until now has remained general, it
is useful to consider the specific case where the Galactic-
frame DM velocity distribution is Maxwellian,

f(w) =
1

(2πσ2
v)

3/2
e−w

2/2σ2
v , (16)

with velocity dispersion σv ≈ 155 km/s [58–60]. Note
that to compute the integrals in Eq. (15) analytically, we
do not introduce a cutoff of the distribution at the escape
velocity.

Additionally, we make the simplifying assumption that
vobs(t) ≈ v�, ignoring the (comparatively small) time-
dependent contributions of the Earth’s velocity around
the Sun, and the laboratory’s velocity around the Earth’s
center. We take v� = (11, 232, 7) km/s in the standard
Galactic (U, V,W ) coordinate basis5 [61]. This assump-
tion allows the integrals in Eq. (15) to be computed ana-
lytically via a change of variables from w→ v = w+v�.
We find that the two-point correlation functions evalu-
ated using this approximation differ from the full solution
by less than 10%.

Because f(w) is an isotropic function and v� is con-
stant, it is useful to align our otherwise arbitrary basis
vectors {ex, ey, ez} with the unique direction v�. Specif-
ically, we choose ez ‖ v�. This guarantees that all two-
point correlation functions are proportional to δij , i.e.,
the x, y, and z components are statistically independent
of one another, and that there is an x ↔ y symmetry.
Substituting Eq. (16) into Eq. (15), we find that

〈Az(t)Az(t′)〉 = A‖(ξ) cos Ψ‖(ξ)

〈Az(t)Bz(t′)〉 = A‖(ξ) sin Ψ‖(ξ)

〈Ax(t)Ax(t′)〉 = A⊥(ξ) cos Ψ⊥(ξ)

〈Ax(t)Bx(t′)〉 = A⊥(ξ) sin Ψ⊥(ξ) , (17)

where we have defined ξ ≡ maσ
2
v(t′ − t) and the ampli-

tudes and phases are:

3 In this subsection, we assume that the coherence time is relatively
short, τc . Texp. Assuming a human-timescale experiment with
Texp . 10 yr, this implies that ma & 40 ω⊕. When this is not
satisfied, the analysis in Sec. IV can be used.

4 The coefficients Ãp and B̃p, and indeed the bin sizes themselves,
have to be recomputed for each axion mass ma; however, so does
the inverse and determinant of the covariance matrix. Since the
bandwidth of any experiment is not larger than O(N) frequency

points, it will always be more efficient to recompute the ordinary
least squares coefficients Ãp and B̃p than to work with the full
N ×N covariance matrix.

5 The (U, V,W ) coordinate basis is aligned such that eU is the
direction from the Solar System barycenter towards the Galactic
center, eV is the direction of the local Milky Way disk rotation,
and eW points towards the Galactic North Pole.
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FIG. 2. Left: Signal injection plot using mock data to validate the analysis procedure outlined in Sec. III B. The mock
data were generated with a sampling rate of 50 Hz for 10 days with stationary Gaussian white noise background with standard
deviation σbkg = 10−8√ρav� GeV−1. The signal was generated with an axion mass of ma/2π = 10 Hz for 20 different couplings
geff , shown on the horizontal axis. For each value of injected coupling, we simulate 100 random mock data sets, and analyze
each data set using the Gaussian likelihood procedure described in the text. The black (purple) points indicate the median
best-fit (95% upper limit) couplings over the 100 mock data sets as a function of the injected signal strength. The horizontal
band indicates the 95% upper limit with zero injected signal. Right: The median discovery test statistic, TSmax, obtained in
the analysis of the mock data as a function of the injected signal strength. The horizontal lines indicate 1-, 3-, and 5-σ local
significance. In both panels, the error bars indicate the 5th and 95th percentiles of the best-fit coupling, recovered limit, or
test statistic. The couplings are reported as a dimensionless signal-to-noise ratio geff

√
ρav�

√
N/σbkg, where σbkg/

√
N is the

relative scaling of the background for an infinitely coherent signal.

A‖(ξ) =
g2

effρa
(1 + ξ2)7/4

exp

[
−
v2
�

2σ2
v

ξ2

(1 + ξ2)

]√
(σ2

v + v2
�)2 + σ4

vξ
2

Ψ‖(ξ) =
v2
�

2σ2
v

ξ

(1 + ξ2)
+

7

2
arctan(ξ)− arctan

(
σ2

vξ

σ2
v + v2

�

) A⊥(ξ) =
g2

effρaσ
2
v

(1 + ξ2)5/4
exp

[
−
v2
�

2σ2
v

ξ2

(1 + ξ2)

]
Ψ⊥(ξ) =

v2
�

2σ2
v

ξ

(1 + ξ2)
+

5

2
arctan(ξ) .

(18)

Further details on the evaluation of these correlation
functions are provided in Appendix C.

We validate this likelihood and analysis procedure by
generating 10 days of mock data sampled at 50 Hz with
Gaussian white noise and injected signal with an axion
mass of ma/2π = 10 Hz and 20 different values of the
coupling geff . We repeat this for 100 different random
iterations of noise and axion signal. For each mock data
set, we bin the data in bins of length ∆t = 105/ma

6 and

obtain the Ã and B̃ coefficients in each bin from ordinary
least squares fitting.

For the likelihood procedure, we use a multivariate
Gaussian likelihood of the form in Eq. (8), but with
the covariance matrix given by the two-point correlation
functions in Eq. (14), which are computed using Eq. (17).

The uncertainty of the Ã and B̃ coefficients, σ̃, is treated

6 Recall that, in general, the bin size must satisfy ∆t� τc, 1 day.
In practice, we find that choosing ∆t = min(105/ma, 2.4 hr) is
enough to ensure that the essential features appear in Fig. 2.

as a nuisance parameter and accounted for using the pro-
file likelihood method [62, 63]. The best-fit coupling for
a given axion mass, gbest, is obtained by maximizing the
likelihood L (D |ma, geff) for data set D. The test statis-
tic is defined as

TS ≡ 2 [logL (D |ma, gbest)− logL (D |ma, geff)] ,
(19)

from which it follows that the 95% upper confidence limit
on the coupling corresponds to the value of geff where
TS = 2.71. To characterize the significance of a potential
discovery of an axion with gbest, we use TSmax, defined
as in Eq. (19), but where the maximized likelihood is
compared to the null hypothesis with geff = 0.

The results of our mock analysis are displayed in Fig. 2,
and serve as a validation for the analysis procedure. The
value of the true injected axion coupling is shown on the
horizontal axis of both panels. In the left panel, the
black (purple) points indicate the median best-fit (95%
upper limit) couplings recovered over the 100 random
mock datasets for each value of injected coupling. The
right panel shows the median discovery test-statistic ob-
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tained for each value of injected coupling. At small in-
jected couplings, the discovery significance is low and the
95% upper limit couplings asymptote to a constant value,
as expected. At large injected couplings, the discovery
significance increases dramatically, the best-fit coupling
becomes centered on the true injected value, and the er-
ror bars decrease, as expected in the regime where the
signal-to-noise ratio is large. In this regime, the 95% up-
per limit is always above the best-fit coupling and above
the true injected coupling 95% of the time.

IV. THE COHERENT LIMIT

This section focuses on the limit of very long axion co-
herence times, τc � Texp, where the signal can be treated
as coherent for the entire runtime of the experiment. For
simplicity, we continue to assume a Maxwellian veloc-
ity distribution function and take vobs ≈ v�. As seen in
Eqs. (17) and (18), there is an analytic expression for the
two-point correlations in this limit. In this case, ξ → 0
and we have A‖ = g2

effρa
(
σ2

v + v2
�
)
, A⊥ = g2

effρaσ
2
v, and

Ψ‖ = Ψ⊥ = 0. Therefore, all cross-correlations vanish
and each auto-correlation matrix becomes singular. This
is because, in the limit of long coherence times, each co-
efficient Az(t), Bz(t), ... does not vary over the course of
the experiment and can be treated as a single Gaussian
random variable, rather than a Gaussian process. This is
consistent with our intuition that the coefficients should
only vary on timescales of order the coherence time, and
can be treated as constants on much shorter timescales.
Taking these six Gaussian random variables that fully
specify the signal and rescaling them so that they obey
a standard normal distribution, we obtain the compact
expression:

S(t) = geff

√
ρa
(
σ2

v + v2
�
)
αz cos(mat+ φz)mz(t)

+geff

√
ρaσ2

vαy cos(mat+ φy)my(t)

+geff

√
ρaσ2

vαx cos(mat+ φx)mx(t) , (20)

where αi are three Rayleigh-distributed amplitudes, and
φi are three uniformly-distributed random phases.7 We
stress that this result is only valid for τc � Texp in
a coordinate system defined such that ez ‖ v� and
for the Maxwellian velocity distribution. Importantly,
Eq. (20) contains contributions from the overlap of all
three Galactic basis vectors with the sensitive axis m,
and each component in the Galactic basis has an inde-
pendent random amplitude and phase.

To analyze a data set in the coherent limit, we can
simply fit the data to the form of Eq. (20), rather than
constructing a multivariate Gaussian likelihood function

7 If X and Y are standard normal random variables, then√
X2 + Y 2 follows a Rayleigh distribution, and arctan(Y/X) fol-

lows a uniform distribution.

with a covariance matrix that encapsulates the stochas-
tic fluctuations in the signal. Although the amplitudes
and phases in Eq. (20) are random variables, they can
be treated as nuisance model parameters. The true
likelihood would then be obtained in the usual way by
marginalizing over the nuisance parameters. Unfortu-
nately, with six nuisance parameters, the marginalization
integrals quickly become analytically intractable and nu-
merically cumbersome, especially for relatively large data
sets. Fortunately, we can again take advantage of ordi-
nary least squares fitting to dramatically reduce the ef-
fective size of the data set, thereby enabling a modified
likelihood function to be used.

Eq. (20) is equivalent to an ordinary least squares prob-
lem of the form

S(t) =
∑

i=x,y,z

[Ai cos(mat)−Bi sin(mat)]mi(t) , (21)

and the data set can be reduced from a time series
of size N to the six measured least-squares coefficients
{(Ai, Bi) | i = x, y, z}. Each measured coefficient comes
with an associated uncertainty from the fitting proce-
dure. For Gaussian white noise with scale σbkg, the
resulting uncertainty on the coefficients is also Gaus-
sian. Unlike in Sec. III B, however, this uncertainty is
different for each coefficient. By symmetry, the uncer-
tainty on each Ai and Bi should be the same, which
we will denote σ̃i, with each uncertainty scaling roughly
as σ̃i ∼ σbkg/

√
N , but with the exact form given by

Eq. (B5). Since each Ai and Bi are independent Gaus-
sian random variables, the total likelihood is the product
of the individual probabilities of observing the given co-
efficients, marginalized over the underlying probability
distributions. Because the underlying noise distribution
is Gaussian as well, the result is a Gaussian likelihood

L(Ai, Bi, σ̃i|geff) =
∏

i=x,y,z

e−(A2
i +B2

i )/2σ2
i (geff ,σ̃i)

2πσ2
i (geff , σ̃i)

,(22)

where

σ2
x(geff , σ̃x) = g2

effρaσ
2
v + σ̃2

x

σ2
y(geff , σ̃y) = g2

effρaσ
2
v + σ̃2

y

σ2
z(geff , σ̃z) = g2

effρa(σ2
v + v2

�) + σ̃2
z . (23)

Note that there is a near-degeneracy between geff and
σbkg (through each of the σ̃i). In Sec. III B, we treated
σbkg as unknown and marginalized over σ̃ as a nuisance
parameter. However, due to the degeneracy between
geff and σbkg in Eq. (22), we cannot repeat the same
procedure and must assume that σbkg is measured in-
dependently. For example, σbkg can be determined via

σbkg ≈
√

SSR/N , where SSR is the minimum sum of the
squares of the residuals obtained in the fitting procedure.
We will therefore assume that σbkg and the fit coefficient
uncertainties, σ̃i, are known.

We validate this likelihood and analysis procedure by
generating 10 days of mock data sampled at 10 mHz with
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FIG. 3. Signal injection plots using mock data to test the benchmark analysis procedures considered in Sec. IV. Each column
is analogous to Fig. 2 but for the 3D Stochastic (Left), 1D Stochastic (Center), and 1D Deterministic (Right) models. The
same mock data were used for all three analyses. The mock data were generated with a sampling rate of 1 mHz for 10 days
with Gaussian white noise background with standard deviation σB = 10−8√ρav� GeV−1. The signal was generated with an
axion mass of ma/2π = 1 mHz for 20 different couplings geff . For each value of injected coupling, we simulate 10,000 random
mock data sets, and analyze each data set using the corresponding procedure, as described in the text. The 1D Stochastic and
1D Deterministic models set an incorrect 95% upper limit on geff and exhibit more variability in their TSmax, as compared to
the 3D Stochastic model. Additionally, for large injected coupling, the 95% upper limit for the 1D Deterministic model falls
below the true value about 50% time, when this should only occur about 5% of the time for a correct model.

Gaussian white noise and injected signal with an axion
frequency of ma/2π = 1 mHz and 20 different values of
the coupling geff . We repeat this for 104 different random
iterations of noise and axion signal. For each mock data
set, we obtain the six Ai and Bi coefficients as well as
the uncertainty estimates σ̃i via ordinary least squares
fitting. We then compute the best-fit coupling gbest, the
discovery test statistic TSmax, and the 95% upper limit
using the likelihood in Eq. (22), following the same pro-
cedure discussed in Sec. III B.

The results of the mock analysis are displayed in the
left column of Fig. 3, which is analogous to Fig. 2, but
for the coherent analysis discussed above. The discovery
significance and 95% upper limit couplings behave as de-
sired across all injected couplings. However, it is worth
noting that the error bars on the recovered couplings and
TSmax do not decrease in the limit of large injected cou-
pling; this is expected behavior because, with much less
than one coherence time of data, the stochastic fluctua-
tions do not “average out.”

Next, we compare the data model and analysis proce-
dure outlined in this section against two benchmark mod-
els that do not fully encapsulate the behavior of Eq. (20).
Our goal is to motivate the use of the full stochastic axion
model presented in this paper and show that certain sim-

plifying assumptions that have previously been made in
the literature can fail to capture the crucial phenomenol-
ogy of a true underlying axion signal. This can result
in unreliable upper limits from experimental data and,
more dramatically, missed discoveries of axion signals.

The first benchmark model we consider is purely de-
terministic and equivalent to the full stochastic model
in Eq. (20) in the limit of zero velocity dispersion. In
this case, the direction of ∇a is the same as the average
DM velocity vobs(t) ≈ v�, and therefore, the signal is
proportional to v� ·m(t) = v�mz(t):

S1D,det.(t) = geff

√
2ρav2

� cos(mat+ φ)mz(t) . (24)

Here, φ is a random phase, but note that the amplitude of
oscillations is determined solely by the axion coupling geff

and astrophysical parameters. The factor of
√

2 in the
amplitude ensures that the signal has the same RMS as
Eq. (20) in the limit of zero velocity dispersion. We refer
to this model as the 1D Deterministic model because it
assumes that the axion gradient is always in one direction
and is fully deterministic.

The second benchmark model is inspired by the treat-
ment of the gradient of the axion field in Ref. [57]. This
model again assumes that the direction of ∇a is deter-
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FIG. 4. Left: Randomly generated time series for an axion gradient signal ∇a ·m in the coherent limit. The data were
generated with an axion mass of ma/2π = 10−3 Hz (τc ∼ 5 yr) for 5 days. The data include Gaussian white noise with
standard deviation σbkg = 10−2√ρav�. The purple curve is a random realization of a true axion signal, the 3D Stochastic
model, given by Eq. (20) with a set of randomly generated amplitudes αi and phases φi. The orange curve is a realization of the
1D Stochastic model given in Eq. (25) with the same amplitude and phase in the ez component as in the realization of the 3D
model, but no contribution from the ex or ey components. The 1D model is an insufficient approximation of the full 3D model.
Note, in particular, that the amplitude modulation in the orange curve is determined entirely by mz(t), while in the purple
curve it is determined by a random linear combination of mx(t), my(t), and mz(t), giving the purple curve parametrically more
freedom than the orange curve. Right: The distribution of the reduced chi-squared statistic for the correct 3D Stochastic model
and the 1D Stochastic model over many random iterations of the same time series. For each model, the best-fit amplitudes
and phases are obtained by fitting the mock data to either Eq. (20) or Eq. (25). The reduced chi-squared statistic is defined

as χ̃2 =
∑
n
S(tn)−Dn

νσbkg
, where S(tn) is the predicted signal for the model given the least-squares amplitudes and phases and ν

is the number of degrees of freedom equal to N minus the number of fit parameters. The reduced chi-squared statistic serves
as a measure of goodness-of-fit for the models, with χ̃2 ≈ 1 indicating a good fit, as is the case for the 3D model, and χ̃2 � 1
indicating a poor fit, as is the case for the 1D model.

mined solely by v�, so that the signal is still proportional
to v�mz(t); however, this model includes an additional
random amplitude to account for stochastic interference
effects:

S1D,stoch.(t) = geff

√
ρav2
�α cos(mat+ φ)mz(t) . (25)

Here, α is a Rayleigh-distributed random amplitude, and
φ is a uniformly-distributed random phase. We refer to
this model as the 1D Stochastic model.8 For the sake
of comparison, we refer to the correct model given in
Eq. (20) as the 3D Stochastic model, since it does not
fix the direction of ∇a, but assigns a random amplitude
and phase independently to each of the three components
of ∇a, effectively giving the axion gradient a random
direction as well as a random amplitude.

The 1D Stochastic model is motivated by previous
studies, such as Refs. [57] and [28], that have incorrectly
assumed that the axion signal contains a single ampli-
tude and phase coming from the overlap of the sensi-
tive axis with the direction of the average DM velocity,

8 Note that the 1D Stochastic model lacks self-consistency because
there are no stochastic amplitude fluctuations in the limit of zero
velocity dispersion.

ez. As illustrated in Fig. 4, this incorrect assumption
implies a dramatic difference in the behavior of the sig-
nal time series. In the left panel of Fig. 4, the purple
curve shows a randomly generated time series for an ax-
ion mass of ma/2π = 10−3 Hz (τc ∼ 5 yr) for 5 days, in-
cluding Gaussian white noise with σbkg = 10−2/

√
ρav�.

This should be compared to the orange curve, which has
the same amplitude and phase in the ez direction, but
does not include the ex and ey components as in the 1D
Stochastic model of Eq. (25). There are clear differences
in the time evolution of the axion signal in the 1D and
3D Stochastic cases. Thus, it is not surprising that at-
tempting to fit a real axion signal using the 1D Stochastic
model assumption results in an extremely poor goodness-
of-fit as quantified by the reduced chi-squared statistic in
the right panel of the figure.

Both the 1D Deterministic and 1D Stochastic models
contain no notion of a two-point correlation function. It
is therefore not immediately clear how to apply these
models to a more general scenario as we considered in
Sec. III B. Although this point alone provides a strong
motivation for the use of the full axion model, in the
limit of long coherence times, the signal can be treated
as coherent and these models can be directly compared
to the correct model given by Eq. (20).
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FIG. 5. The probability that an axion signal fluctuates
such that the full 3D Stochastic analysis yields a local sig-
nificance

√
TSmax > 5σ and the 1D Stochastic (orange) or

1D Deterministic (green) analyses yield a local significance√
TSmax < 3σ. This corresponds to the probability that a 5σ

discovery, which could have been made using the 3D Stochas-
tic analysis, would be “missed” in either of the other two
benchmark analyses. This probability is plotted as a func-
tion of injected signal for the same mock data used in Fig. 3.
For injected signals with signal-to-noise ratios of ∼ 1–10, the
probability of a missed discovery is & 10% for both the 1D
Stochastic and 1D Deterministic analyses. This occurs be-
cause the 1D models do not sufficiently capture the time evo-
lution of the axion signal. In particular, the daily modulation
of a real axion signal need not follow the form of mz(t), as
shown in Fig. 4.

We use the 1D Deterministic and 1D Stochastic mod-
els to analyze the same mock data that was used to val-
idate the 3D Stochastic model. For the 1D Stochastic
model, the data analysis procedure is exactly analogous
to the 3D Stochastic model, except only the i = z parts of
Eq. (21) and Eq. (22) are used. For the 1D Deterministic
model, the likelihood is different, because the signal am-
plitude is uniquely determined given the model parame-
ters. In this case, the correct probability distribution for
the observed amplitude is a Rice distribution. Changing
variables from the observed amplitude and phase to the
measured coefficients, Az and Bz, the normalized likeli-
hood is

L1D,det.(Az, Bz, σ̃z|geff) (26)

=
e−(R2

z+2g2effρav
2
�)/2σ̃2

z

2πσ̃2
z

I0

Rzgeff

√
2ρav2

�

σ̃2
z

 ,

where we have introduced the shorthand for the mea-
sured amplitude Rz =

√
A2
z +B2

z , and I0(z) is the modi-
fied Bessel function of the first kind with order zero. With
this likelihood, the data analysis for the 1D Determinis-
tic model proceeds analogously to the 1D Stochastic and
3D Stochastic model.

We compare the results of the mock data analysis us-
ing the three benchmark models in Fig. 3. In particular,
we find that neither the 1D Stochastic nor the 1D De-
terministic models set the correct 95% upper limit on
geff . Additionally, in the limit of large injected coupling,
the 95% upper limit set by the 1D Deterministic analysis
is below the true injected value about 50% of the time,
while the expected frequency of this occurrence is 5% for
a correct model. More concerning is the different level
of local statistical significance as measured by TSmax for
the three models. The lower panels in Fig. 3 show that
there is considerable more variability in the TSmax in the
1D Stochastic and 1D Deterministic models than in the
3D Stochastic model.

We find that there can be considerable difference in
TSmax across the three models for a given set of mock
data. As shown in Fig. 5, for certain signal-to-noise ra-
tios, both the 1D Deterministic and 1D Stochastic mod-
els have a ∼10% chance of finding a test statistic with
significance of less than 3σ on the same mock data set
where the full analysis finds a significance of at least 5σ.
Furthermore, even when the signal-to-noise ratio is large
enough that 1D Deterministic and 1D Stochastic mod-
els would claim a significant detection based on the test
statistic, these models would fit the data very poorly, as
shown in the right panel of Fig. 4, and such a detection
could easily be discarded as spurious.

Thus, using the 1D Stochastic or 1D Deterministic
models to analyze a real data set incurs a risk of fail-
ing to discover a real axion signal. This occurs because
the 1D models do not fully describe the time evolution
of the axion signal. In particular, the daily modulation
of a real axion signal need not follow the form of mz(t),
as shown in the left panel of Fig. 4. The risk of failing to
discover a real axion signal is ameliorated by using the 3D
Stochastic model, or the more general model discussed in
Sec. III.

V. CONCLUSIONS

Ultralight axion-like particles are well-motivated DM
candidates, and their phenomenology in terrestrial di-
rect detection experiments is stochastic. Any analysis
of data from an axion DM direct detection experiment
must carefully account for the stochasticity of the axion
signal in order to properly interpret the results. We have
shown that, contrary to previous assumptions in the lit-
erature, the signal in experiments sensitive to the gradi-
ent of the axion field does not always follow the average
DM velocity and can be described as a Gaussian ran-
dom vector field. We have provided a general framework
in which to calculate the two-point correlation functions
necessary to fully specify the likelihood for such an axion
signal, and we have offered two computationally efficient
methods for analyzing a real experimental data set in the
time domain, which can be chosen based on the coher-
ence of the axion signal over the lifetime of the exper-
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iment. We illustrate that the analysis procedures that
have been used in previous literature can fail dramati-
cally on real data. Indeed, failing to properly account for
the stochastic nature of the axion gradient signal when
developing experimental, data acquisition, and data anal-
ysis procedures can potentially remove a real signal from
the data or else fail to correctly identify a signal from
background noise. As a resource to the interested reader,
we have provided an open-source software package at
https://github.com/mtmoschella/axionpy with some
features for generating mock axion gradient signals and
performing the analysis techniques described in this pa-
per.
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APPENDIX

Appendix A: The Central Limit Theorem

Statement:
Let {xn |n = 1, ..., N} be a set of N independent

and identically distributed random samples from the k-
dimensional probability density function (PDF) P(x).
Then, in the limit N →∞, the vector sum

S =
1√
N

N∑
n=1

xn ∼ N
(√

Nµ,Σ
)

(A1)

is normally distributed with mean
√
Nµ and covariance

matrix Σ, where

µi = E [xi] =

∫
dkx xi P(x) (A2)

and

Σij = E [(xi − µi)(xj − µj)]

=

∫
dkx (xi − µi)(xj − µj)P(x) . (A3)

Proof:
Consider the random variable

S̃ ≡ S −
√
Nµ

=
1√
N

N∑
n=1

(xn − µ) , (A4)

which is equivalent to S, but shifted by a constant. The

characteristic function of S̃, ΦS̃(t), which is defined in
terms of the k-dimensional Fourier parameter t, is

ΦS̃(t) ≡ E
[
exp

(
it · S̃

)]
=

(
E

[
exp

(
it · (x− µ)√

N

)])N
, (A5)

where we have used Eq. (A4) and the fact that the xn
random variables are independent and identically dis-
tributed. Now we expand the exponential in a multi-
variate Taylor series to leading order in large N , i.e., the
small parameter 1/

√
N , giving

ΦS̃(t) =

1− 1

2

k∑
i=1

k∑
j=1

E [(xi − µi) (xj − µj)] titj
N

N

=

(
1− 1

2N
tᵀΣt

)N
. (A6)

Note that the first-order term in the Taylor series van-
ishes due to the fact that µi = E[xi]. As N → ∞,
Eq. (A6) becomes

ΦS̃(t) = exp

[
−1

2
tᵀΣt

]
. (A7)

Computing the Fourier inversion, we have the PDF for

S̃,

fS̃(x) =
1

(2π)k

∫
dkt e−it·xΦS̃(t)

=
1√

(2π)k det Σ
e−

1
2x

ᵀ(Σ)−1x , (A8)

which is the PDF for a multivariate normal distribution
with zero mean. That is,

S̃ ∼ N (0,Σ) . (A9)

Switching back from S̃ to S by a constant additive trans-
formation, we see that

S ∼ N
(√

Nµ,Σ
)
, (A10)

as required.

https://github.com/mtmoschella/axionpy
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Appendix B: Uncertainties from Ordinary Least
Squares

In ordinary least squares (OLS), we fit a K-vector of
observations y to a linear function of the form

y = Xβ , (B1)

where β is an M -vector of coefficients, and X is a K×M
matrix. In particular, X can be thought of as M different
K-vectors xm that are determined by the basis functions
that are being fit to. For example, suppose we want to
fit a time series

y(tk) = A cos(ωtk) +B sin(ωtk) , (B2)

where ω is known and the coefficients A,B are con-
stant with time. Then, the basis functions are x1(tk) =
cos(ωtk) and x2(tk) = sin(ωtk) and the OLS coefficients
are β1 = A, β2 = B. The least squares solution to this
problem is the set of parameters β∗ that minimize the
sum of the squares of the residuals,

SSR(β) =

K∑
k=1

(
y(tk)−

∑
m

βmxm(tk)

)2

. (B3)

The solution β∗ has the following closed-form expression:

β∗ = (XᵀX)
−1

Xᵀy , (B4)

where the M × K matrix X+ ≡ (XᵀX)
−1

Xᵀ is the
Moore-Penrose pseudoinverse of X.

Our primary goal is to understand the uncertainty on
the parameter estimate β∗, assuming that y has an inde-
pendent identical Gaussian uncertainty δy on each mea-
surement. Assuming δy is small enough to propagate
errors in the usual way, we see that the uncertainty on
the mth estimated parameter, δβ∗m, is given by

(δβ∗m)
2

=
∑
k

(
X+
mk δy

)2
. (B5)

To understand the matrix X+, let us first consider the
M ×M matrix XᵀX, which has elements

(XᵀX)m,m′ =
∑
k

xm(tk)xm′(tk) ≈ K〈xmxm′〉 ,(B6)

where we have assumed that the sampling rate is rapid
enough and the integration time is long enough to average
over the entire domain of the basis functions. If the basis
functions xm satisfy the useful orthogonality property

〈xmxm′〉 = 〈x2
m〉δm,m′ , (B7)

then XᵀX is approximately diagonal and the inverse ma-
trix (XᵀX)−1 is trivial to compute. The pseudoinverse
matrix is therefore

X+
mk =

∑
m′

(XᵀX)−1
m,m′xm′(tk) ≈ xm(tk)

K〈x2
m〉

(B8)

and so the uncertainties on the least-squares parameters
are given by

(δβ∗m)
2 ≈

∑
k

x2
m(t) δy2

K2〈x2
m〉2

≈ δy2

K〈x2
m〉

. (B9)

Solving for δβ∗m explicitly, we obtain

δβ∗m ≈
δy√
K〈x2

m〉
. (B10)

Appendix C: Evaluating Maxwellian Integrals

This Appendix demonstrates how to compute integrals
of the form in Eq. (15) for the specific case of the velocity
distribution function in Eq. (16) and under the assump-
tion vobs(t) ≈ v�. Changing variables of integration
from w→ v = w + v�, we obtain

〈Ai(t)Aj(t′)〉 = g2
effρa

∫
d3v vivj

e−(v−v�)2/2σ2
v

(2πσ2
v)

3/2
cos (∆$)

〈Ai(t)Bj(t′)〉 = g2
effρa

∫
d3v vivj

e−(v−v�)2/2σ2
v

(2πσ2
v)

3/2
sin (∆$)

(C1)

where ∆$ = 1
2mav

2(t′ − t) and the indices i, j = x, y, z.
Choosing to evaluate the integral in spherical coordi-

nates (v, θ, ϕ) with polar axis ez, the volume element
becomes d3v = v2dv d cos θ dϕ, and the components of
v are expressed as

vx = v sin θ cosϕ

vy = v sin θ sinϕ

vz = v cos θ . (C2)

Additionally, (v− v�)
2

= v2 + v2
� − 2vv� cos θ because

ez is chosen to be parallel to v�.
Examining the dϕ integrals, it is clear that unless i = j,

the integral vanishes, and that the i = j = x integrals are
equivalent to i = j = y. This leaves four unique non-zero
integrals to compute:

〈Az(t)Az(t′)〉 = g2
effρa

∫ ∞
0

dv v4f̃‖(v) cos (∆$)

〈Az(t)Bz(t′)〉 = g2
effρa

∫ ∞
0

dv v4f̃‖(v) sin (∆$)

〈Ax(t)Ax(t′)〉 = g2
effρa

∫ ∞
0

dv v4f̃⊥(v) cos (∆$)

〈Ax(t)Bx(t′)〉 = g2
effρa

∫ ∞
0

dv v4f̃⊥(v) sin (∆$) ,

(C3)

where we have ignored the escape velocity in order to
carry out the dv integrals from 0 to ∞. The dϕ and
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d cos θ integrals are encapsulated in the effective speed
distributions:

f̃‖(v) ≡
∫ 1

−1

d cos θ

∫ 2π

0

dϕ cos2 θ
e−(v2+v2�−2vv� cos θ)/2σ2

v

(2πσ2
v)

3/2

f̃⊥(v) ≡
∫ 1

−1

d cos θ

∫ 2π

0

dϕ sin2 θ cos2 ϕ

×e
−(v2+v2�−2vv� cos θ)/2σ2

v

(2πσ2
v)

3/2

(C4)

Evaluating these integrals, we obtain the effective speed
distributions

f̃‖(v) ≡
√

2e−(v2+v2�)/2σ2
v

√
πσ3

v

(2 + η2) sinh η − 2η cosh η

η3

f̃⊥(v) ≡
√

2e−(v2+v2�)/2σ2
v

√
πσ3

v

η cosh η − sinh η

η3
,

(C5)

where η ≡ vv�/σ2
v.

Using the results of Eq. (C5) and rewriting the trigono-
metric functions in Eq. (C3) as complex exponentials, we
obtain

〈Az(t)Az(t′)〉 = Re
{
Z‖
}

〈Az(t)Bz(t′)〉 = Im
{
Z‖
}

〈Ax(t)Ax(t′)〉 = Re {Z⊥}
〈Ax(t)Bx(t′)〉 = Im {Z⊥} ,

(C6)

where we have defined the following complex variables

Z‖ ≡
√

2

π

g2
effρaσ

3
v

v3
�

e−v
2
�/2σ

2
v

(
2I1 − 2

v�
σ2

v

I2 +
v2
�
σ4

v

I3

)
Z⊥ ≡

√
2

π

g2
effρaσ

3
v

v3
�

e−v
2
�/2σ

2
v

(
v�
σ2

v

I2 − I1

)
.

(C7)

The complex Gaussian integrals are defined as:

I1 =

∫ ∞
0

dv v sinh(vv�/σ
2
v) exp

[
− v2

2σ2
v

ζ

]
I2 =

∫ ∞
0

dv v2 cosh(vv�/σ
2
v) exp

[
− v2

2σ2
v

ζ

]
I3 =

∫ ∞
0

dv v3 sinh(vv�/σ
2
v) exp

[
− v2

2σ2
v

ζ

]
,

(C8)

with ζ ≡ 1 − iξ and ξ ≡ maσ
2
v(t′ − t). Evaluating the

Gaussian integrals, we find that

I1 =

√
π

2
σvv� ζ

−3/2ev
2
�/2σ

2
vζ

I2 =

√
π

2
σvv

2
�

(
ζ−5/2 +

σ2
v

v2
�
ζ−3/2

)
ev

2
�/2σ

2
vζ

I3 =

√
π

2
σvv

3
�

(
ζ−7/2 + 3

σ2
v

v2
�
ζ−5/2

)
ev

2
�/2σ

2
vζ

(C9)

and therefore

Z‖ = g2
effρa

ζσ2
v + v2

�
ζ7/2

exp

[
−
v2
�

2σ2
v

(
1− 1

ζ

)]
Z⊥ = g2

effρa
σ2

v

ζ5/2
exp

[
−
v2
�

2σ2
v

(
1− 1

ζ

)]
.

(C10)

Writing the complex variables as a single amplitude and
phase, we have

Z‖ = A‖eiΨ‖

Z⊥ = A⊥eiΨ⊥ ,
(C11)

where the amplitudes are given by

A‖ = g2
effρa

√
(v2
� + σ2

v)2 + σ4
vξ

2

(1 + ξ2)
7/4

exp

[
−
v2
�

2σ2
v

ξ2

1 + ξ2

]
A⊥ = g2

effρa
σ2

v

(1 + ξ2)
5/4

exp

[
−
v2
�

2σ2
v

ξ2

1 + ξ2

]
,

(C12)

and the phases are given by

Ψ‖ =
v2
�

2σ2
v

ξ

1 + ξ2
+

7

2
arctan ξ − arctan

(
ξσ2

v

σ2
v + v2

�

)
Ψ⊥ =

v2
�

2σ2
v

ξ

1 + ξ2
+

5

2
arctan ξ .

(C13)

Taking the real and imaginary parts according to
Eq. (C6), we obtain

〈Az(t)Az(t′)〉 = A‖(ξ) cos Ψ‖(ξ)

〈Az(t)Bz(t′)〉 = A‖(ξ) sin Ψ‖(ξ)

〈Ax(t)Ax(t′)〉 = A⊥(ξ) cos Ψ⊥(ξ)

〈Ax(t)Bx(t′)〉 = A⊥(ξ) sin Ψ⊥(ξ) ,

(C14)

consistent with Eq. (17).
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