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We present bajes, a parallel and lightweight framework for Bayesian inference of multimessen-
ger transients. bajes is a Python modular package with minimal dependencies on external li-
braries adaptable to the majority of the Bayesian models and to various sampling methods. We
describe the general workflow and the parameter estimation pipeline for compact-binary-coalescence
gravitational-wave transients. The latter is validated against injections of binary black hole and bi-
nary neutron star waveforms, including confidence interval tests that demonstrates the inference is
well-calibrated. Binary neutron star postmerger injections are also studied using a network of five de-
tectors made of LIGO, Virgo, KAGRA and Einstein Telescope. Postmerger signals will be detectable
for sources at .80 Mpc, with Einstein Telescope contributing over 90% of the total signal-to-noise
ratio. As a full scale application, we re-analyze the GWTC-1 black hole transients using the effective-
one-body TEOBResumS approximant, and reproduce selected results with other approximants. bajes

inferences are consistent with previous results; the direct comparison of bajes and bilby analyses of
GW150914 shows a maximum Jensen-Shannon divergence of 5.2×10−4. GW170817 is re-analyzed
using TaylorF2 with 5.5PN point-mass and 7.5PN tides, TEOBResumSPA, and IMRPhenomPv2 NRTidal

with different cutoff-frequencies of 1024 Hz and 2048 Hz. We find that the former choice minimizes
systematics on the reduced tidal parameter, while a larger amount of tidal information is gained
with the latter choice. bajes can perform these analyses in about 1 day using 128 CPUs.

I. INTRODUCTION

Bayesian inference has become a standard method for
the analysis of astrophysical and cosmological events,
e.g. [1–5], since it offers a generic statistical frame-
work to rigorously test hypothesis against observational
information. Given a set of parametric models (hy-
pothesis) and assumptions on the parameters (prior),
Bayesian inference allows one to infer the parameters
in terms of probability distributions, and also to select
the best-fitting model among competing hypotheses. In
particular, Bayesian methods are central tools used in
gravitational-wave (GW) astronomy to determine the
source properties of an observed signal [6–8] and the re-
lated applications. Some examples are tests of General
Relativity [9, 10], astrophysical population studies [11],
inferences of the neutron star matter properties [12] and
cosmology [13, 14]. Furthermore, Bayesian inference of-
fers the optimal framework to combine different observa-
tional datasets from multimessenger astronomical obser-
vations, like GW170817 and the electromagnetic (EM)
counterparts [15–22]. Multimessenger inference of astro-
physical phenomena such as binary neutron star mergers
(BNS) is a fundamental resource to clarify the mecha-
nism at the origin of the radiation, to obtain accurate
inferences on the properties of the source, and to im-
prove theoretical models gaining information from obser-
vational data [e.g. 23–25].

In the last years, many efforts have been made by the
scientific community in the development of sophisticated
parameter inference tools for astronomical observations.
In the context of GW data analysis, LALSuite [26] is
the official software provided by the LIGO-Virgo collab-
oration [27, 28] and it offers a variegated framework for

generic analysis of GW data. Other mature software for
parameter estimation of GW transients are also avail-
able; some example are the semi-analytical integrator
RIFT [29, 30], the user-friendly library bilby [31] and the
inference module of the pycbc package [32]. Bayesian
software for parameter inference of other astrophysical
transients have also been developed, such as tools for
high-energy photons from compact objects and galaxy
clusters [33–35]; neutrino radiation [36]; supernovae
transients [37–39]; pulsar arrival timings [40–42]; and for
cosmological inferences [43–46]. Current pipelines for the
analysis of astrophysical and cosmological observations
are targeted to specific applications. However, within a
multi-messenger framework, it is essential to develop a
flexible pipeline capable of combining different datasets
and physical models. This issue can be tackled allowing
the infrastructure to merge different Bayesian models,
extending the considered parameter space and generaliz-
ing the definition of the likelihood function. This implies
the use of large amounts of data and computationally
expensive models. It follows that efficient parallelization
techniques and well-calibrated proposal methods are nec-
essary to optimize the performances of such a flexible
pipeline.

In this work, we present bajes [baIEs], a Python
package for Bayesian inference developed at Friedrich-
Schiller-Universtät Jena. Our goal is to provide a sim-
ple, complete and reliable implementation capable to ro-
bustly perform Bayesian inference on arbitrary sets of
data, with specific functionalities for multimessenger as-
trophysics. The software is designed to be state-of-art,
simple-to-use and light-weighted with minimal dependen-
cies on external libraries. The paper is structured as fol-
lows. In Sec. II, we recall the basic concepts of Bayesian
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theory of probability. In Sec. III, we describe the design
and the workflow of the bajes software. Sec. IV describes
the tools and the methods implemented in bajes for the
analysis of GW transients, including the available tem-
plates. In Sec. V, we describe the GW pipeline and the
Bayesian framework of the GW model. In Sec. VI, we
present a survey of injection studies and validation tests
performed with artificial binary merger signals. Sec. VII
shows the results of the bajes pipeline on the GW events
observed by the LIGO-Virgo interferometers [1, 47]. Fi-
nally, we conclude in Sec. VIII. The paper concludes with
Appendices on the implemented sampling methods, the
proposal methods and a simple use example.

II. BAYESIAN INFERENCE

The task of a Bayesian inference is the formulation and
the computation of conditional probabilities. It is possi-
ble to classify this topic in two main problems: parameter
estimation (PE) and model selection (MS). With PE we
mean the evaluation of the characteristic distribution for
the parameters that define the model of interest. On
the other hand, with MS we refer to the discrimination
between competing models in light of the data, compar-
ing the suitability of different assumptions directly on
the observation. In order to discuss how these tasks are
achieved, in the following sections we recall the basic con-
cepts of Bayesian theory of probability. By convention,
we label the natural logarithm as log throughout all the
paper.

A. Bayes’ theorem

Given a set of observed data d and a set of parameters
θ, that characterizes our model within some background
hypothesis H, it is possible to estimate the posterior dis-
tribution for θ using the Bayes’ theorem [48–50],

p(θ|d, H) =
p(d|θ, H) p(θ|H)

p(d|H)
, (1)

where p(d|θ, H) is the likelihood function, p(θ|H) is the
prior distribution and p(d|H) is the evidence. The likeli-
hood function describes the probability of observing the
data d given θ and assuming that the hypothesis H is
true. Therefore, it encodes the observational informa-
tion and it predicts the agreement between the observed
data d and the expected outcome for every given sample
θ of the parameter space. The prior distribution p(θ|H)
depicts the knowledge on the parameters before perform-
ing the estimation. Usually, the functional form of this
term is chosen in accordance with geometrical and/or
physically-motivated argumentation. The term p(d|H)
is labeled as evidence and it represents the probability
of observing the data d given the hypothesis H. The
evidence is also called marginalized likelihood since, ac-
cording to the marginalization rule, it can be expressed

as

p(d|H) =

∫

Θ

p(d|θ, H) p(θ|H) dθ , (2)

where the integral is extended over the entire param-
eter space Θ. Subsequently, the posterior distribution
p(θ|d, H) represents the probability of the parameters θ
in light of the data overhauled by our a priori informa-
tion. The knowledge of p(θ|d, H) allows us to compute
the expectation of the statistical quantities of interest.
For example, the mean values E[θ] can be estimated as

E[θ] =

∫

Θ

θ p(θ|d, H) dθ , (3)

and, analogously, it is possible to infer the expectation of
a generic function of the parameters θ,

E [f(θ)] =

∫

Θ

f(θ) p(θ|d, H) dθ . (4)

From this argumentation it follows that, in order to per-
form PE, we have to introduce a prior distribution p(θ|H)
and a likelihood function p(d|θ, H); then, the properties
of the model are encoded in the posterior distribution
p(θ|d, H) that can be computed imposing Eq. (1).

B. Model selection

In Eq. (1), for a fixed set of assumptions H, the ev-
idence acts like a normalization constant; however, this
quantity plays a crucial role in the context of MS. If we
are interested in comparing two competing hypotheses,
HA and HB , quantifying which one is better explaining
the data, in the Bayesian framework it is natural to in-
troduce the odds ratio,

OBA =
p(HB |d)

p(HA|d)
=
p(HB)

p(HA)

p(d|HB)

p(d|HA)
. (5)

The term p(Hi|d) represents the posterior probability for
the i-th hypothesis given the observed data and the ratio
OBA encodes the will of the data in favoring one model
over another. Assuming that the two hypotheses are
equiprobable p(HB) = p(HA), it is possible to reduce the
computation to the ratio of the evidences, also known as
Bayes’ factor,

BBA =
p(d|HB)

p(d|HA)
. (6)

If BBA < 1 then the hypothesis A is preferred by the data,
otherwise B is favored if BBA > 1. However, this rule
is not always straightforward since the estimation of the
Bayes’ factor might suffer of uncertainties [51, 52]. Then,
in a realistic scenario, more stringent bounds are required
in order to prefer a hypothesis [53].
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C. Joint distributions

Let us assume that we performed two independent ob-
servations, d1 and d2, and each of them can be modeled
using two sets of parameters, respectively θ1 and θ2. In
general, it is possible to apply Bayes’ theorem, Eq. (1),
separately to every set of measurements. However, if the
two events are not independent (e.g. the same physical
process observed by two different observatories), the joint
posterior distribution can be written as

p(θ1,θ2|d1,d2, H) =
p(d1,d2|θ1,θ2, H) p(θ1,θ2|H)

p(d1,d2|H)
,

(7)
where p(d1,d2|θ1,θ2, H) is the joint likelihood function
and p(θ1,θ2|H) is the joint prior distribution. If the
employed set of parameters θ1 and θ2 are independent,
the joint probabilities simply correspond to the product
of the single probability terms. However, if θ1 and θ2

correlate, the problem could easily become non-trivial;
e.g. the intersection between the two parameter spaces
Θ1∩Θ2 could be not empty, or the value of the two sets of
parameters could be related with each other θi ≡ θi(θj),
or unexpected correlations might appear introducing a
larger parameter space.

D. Samplers

In a realistic scenario, the form of the likelihood func-
tion is not always analytically determinable and the pa-
rameter space has usually a large number of dimensions.
For these reasons, the evaluation of the posterior distri-
bution and the estimation of its integral are performed
with stochastic techniques. In particular, sampling meth-
ods have proven to be reliable and generic tools for the
analysis of non-analytical forms and multi-dimensional
parameter spaces [7, 46, 54, 55], capable to give robust
and stable results.

Markov-chain Monte Carlo (MCMC) methods are suit-
able tools to perform PE, exploring the parameter space
through random-walks and collecting samples along the
evolution. Subsequently, the posterior distribution is es-
timated using the set of independent samples of the pa-
rameter space. Nevertheless, the nested sampling [56] is
an advanced algorithm capable to extract posterior sam-
ples and perform accurate estimation of the evidence,
which is the key quantity for MS. In order to solve this
task, each sample is assumed to be the representative of
a isoprobability contour. Then, the evidence is computed
as the sum of the likelihood values weighted on the re-
spective prior volume, estimated resorting to Bayesian
calculations. The details of the sampling methods are
discussed in App. A and App. B.

III. DESIGN OF THE CODE

bajes is a pure Python software that aims to provide
a versatile and robust framework for generic Bayesian
inference within a simple and clear approach. In order
to achieve this task, the software relies on a modular
and composed architecture and it implements logically
specialized objects. Furthermore, we decide to keep a
light-weight setup with minimal dependencies on exter-
nal libraries. These properties make bajes a simple and
general tool with a wide range of applicability. The body
of the bajes software is constituted by two components:
the inf module, that represents an implementation of
the Bayesian logic, and the obs module, that contains
the tools to manage and process physical data.

The inf module is the Bayesian skeleton of the soft-
ware and contains the methods required to instantiate
the model to be inferred. Sec. III A describes the tools
implemented in bajes.inf and the general workflow of
the module. The Bayesian approach is constituted by
three fundamental stages [57]: formulating a model, com-
paring the model with the data and inferring the prop-
erties of the model. The goal of the inf module is to
provide a flexible and general interface capable to adapt
itself to a broad variety of problems. This structure pro-
motes usability and applicability, supplying a compre-
hensive and unique architecture that allows the user to
tackle specific problems. In order to enforce these con-
cepts, the software is developed promoting an intuitive
manageability and the simplicity of use: providing the
necessary basic information, the user can easily set up a
full Bayesian analysis. App. D shows an example of a
practical PE analysis with bajes tools.

In the context of data analysis, the statistical infras-
tructure has to be flanked by the physical characteriza-
tion of the experimental data with the purpose of defining
a full Bayesian model. This is necessary in order to con-
nect the statistical properties with the actual observable
quantities. Obviously, the specific physical model to be
used depends on the nature of the analyzed data, on the
assumptions made to build the model, and, in general,
different physical events will require tailored treatments
and specialized tools. To address this, bajes provides
the obs module, which is a container of methods needed
to characterize and handle specific physical observations.
This module is designed aiming to the analysis of GWs
and EM counterparts. Currently, bajes.obs includes
two sub-modules: gw and kn. The gw module contains
the tools necessary to deal with GW analysis and it is
described in Sec. IV. The kn module supplies a frame-
work for the analysis of kilonovae light curves generated
by BNS collisions, following our early work [25]. The
implementation of the kn module is inspired by the ap-
proach presented in Ref. [25, 58] and it will be detailed
in a followup work.



4

A. Workflow

In order to fulfill the generic tasks of Bayesian infer-
ence, bajes provides the tools necessary to instantiate a
Bayesian model [59] and to extract the statistical quanti-
ties of interest, such as posterior distribution or evidence.

The bajes.inf module supplies a Prior and a
Likelihood objects, and their combination defines the
Bayesian model. The Prior provides the implementation
of a generic prior distribution: this object can be instan-
tiated with list of Parameter, that are going to define the
parameter space of the model. It is also possible to intro-
duce constant and variable quantities to be carried along
the sampling. Subsequently, it is possible to introduce
a likelihood function customizing the specific log like
method of a Likelihood object. Furthermore, bajes im-
plements a JointPrior and a JointLikelihood objects
in order to handle joint posterior distributions. Addition-
ally, planned extensions include hierarchical models [e.g.
38, 60] and Bayesian methods to deal with error propa-
gation.

Once the Bayesian model is defined, it is possible to
fit the model to the data estimating its properties. The
inf module provides a Sampler method that wraps the
provided model and initializes the requested sampling al-
gorithm. As mentioned in Sec. II D, the sampler explores
the parameter space aiming to reconstruct the posterior
distribution. In order to conduct an accurate analysis,
the Sampler objects rely on auxiliary functions such as
the proposal methods described in App. C: these are sta-
tistical techniques that aim to extract independent sam-
ples and to conduct the sampler towards more likely re-
gions of the parameter space. (see App. A and App. B).

When the Sampler completes the analysis, the algo-
rithm returns the conditioned probability of interest and
the properties of the model can be inferred. This infor-
mation allows us to to compute the statistical quantities
that characterize the model and make it possible to test
competing hypotheses and verify different assumptions.
Moreover, from these results it is possible to understand
the limits of the involved description; then, in general, the
model can be improved and the workflow can be iterated
with the reviewed model, improving the understanding
and the modeling of the observed event. Figure 1 shows
a schematic representation of the described workflow.

B. Parallelisation

By default, bajes analyses can be performed tak-
ing advantage of the parallel-threading multiprocess
Python library. However, with this method the number
of available processes is strictly limited by the size of the
single machine and for non-trivial problems this could
be a strong limitation. For this reason, the bajes soft-
ware implements a customized method for multi-nodes
communication based on the message passing interface
(MPI) protocol.

For ideal scaling, the execution-time of a machine com-
putation is inversely proportional to the number of cen-
tral processing units (CPUs), that leads to a linearly in-
crease of the speedup. However, in a realistic scenario,
the scaling performances of sampling techniques are af-
fected by unavoidable computational steps serially per-
formed (e.g. temperature swapping in parallel chains and
live points collection of nested sampling) and by the con-
tinuous exchange of information between different pro-
cesses, required to adapt the evolution of the algorithm.

MCMC and nested sampling algorithms require sepa-
rate treatments. The performances of MCMC sampling
are typically quantified in terms of proposal acceptance
and correlation length of the chains [7, 61–65], and gen-
erally the overall execution-time is determined by sev-
eral contributions, such as the total number of chains,
the complexity of the parameter space and the employed
proposal techniques. Estimations of MCMC execution-
times [66–68] have shown that the efficiency drastically
decreases for an increasing number of parallel chains. On
the other hand, the parallelization performances of the
nested sampling are well studied [46, 69–72] and the the-
oretical speedup factor SNS of this algorithm is expressed
as a sub-linear scaling,

SNS(nlive, ncpu) = nlive · log

(
1 +

ncpu

nlive

)
. (8)

For nlive � ncpu, the values predicted by Eq. (8) are
comparable with a linear trend.

Figure 2 shows the measured speedup factors in the
execution-time as a function of the number of CPUs
for different samplers and different parallelization meth-
ods. The speedup factors are computed with respect
to the execution-time measured from the serial job.
The execution-times are estimated from the bajes GW
pipeline (see Sec. V) using GW150914 [73] as target sig-
nal (see Sec. VII A). Moreover, Figure 2 shows the re-
spective efficiency rates, that encode the deviation from
the ideal linear scaling. The efficiency is computed as the
percentage ratio between the measure speedup factor and
the number of employed CPUs. Ideal linear scaling has
an efficiency of 100%.

For the parallel-tempered MCMC (PTMCMC) algo-
rithm implemented in bajes, we estimate the speedup
performing 103 iterations with 128× 4 tempered chains,
while, for nested sampling, we employ the dynesty soft-
ware with 1024 live points and tolerance equal to 0.1.
The PTMCMC is not optimal in terms of execution-time
scaling, mainly due to the serial swapping routine. How-
ever, it gives acceptable scaling performances with effi-
ciency & 40% up to ncpu ' 16 using multi-threading
methods. The results with MPI are worst compared to
multi-threading due to the data communication.

Regarding the nested sampling, for a very small num-
ber of processes, roughly ncpu . 2, the multi-threading
method gives more efficient results, since the MPI proto-
col requires additional time for data communication. For
an increasing number of CPUs, roughly ncpu & 6, the two
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FIG. 1. Schematic representation of the workflow described in Sec. III A. The scheme highlights the three stages of the
Bayesian formalism: formulation of the model, fitting the model to the data and inference of the model properties. The
gray box constituted by likelihood function and prior assumptions represents the Bayesian model to be inferred. The dashed
back-propagating line refer to the case in which the analysis is iterated with an improved description.

parallelization methods give comparable results. How-
ever, the strength of MPI parallelization is the capability
of accessing multiple CPUs located in different physical
machines: the MPI interface implemented in bajes gives
an efficiency greater than 70% up to ncpu ' 100, that is
the typical size of standard PE job.

C. Dependencies

The bajes software is compatible with Python 3.7
or higher versions, and it can be easily installed using
the standard Python setup tools. It relies on essential
modules, preferring those that can be easily installed via
pip. The bajes software mandatory requires the fol-
lowing libraries: numpy [74] for algebraic computations
and array managing, scipy [75] for advanced mathemat-
ical tools, and astropy [76] is invoked for astrometric
computations. However, in order to execute the pipeline
supplied with bajes (see Sec. V), other libraries might
be required: gwpy [77, 78] is used to access the GWOSC
archive [47, 79, 80], matplotlib [81] and corner [82] are
employed for plotting. Moreover, if the MPI paralleli-
sation is requested, the software need the installation of
the mpi4py library [83–85].

In order to perform the sampling, bajes implements a
PTMCMC algorithm based on ptemcee [65] or can use
additional external packages. In particular, we interface
the MCMC emcee [63] and the nested sampling algo-
rithms of cpnest [86] and dynesty [87].

IV. GRAVITATIONAL-WAVES

The bajes.obs.gw module contains the functions and
the tools needed to deal with gravitational-wave (GW)
transients, that are mainly provided by signal processing
and matched-filtered techniques [8].

Ground-based GW detectors measure the local pertur-
bations of the spacetime as time series. Then, if we can
believe that a physical GW transient is recorded in the
data, the detector output d(t) is assumed to be the sum

of the noise contribution n(t) and the GW strain s(t),
such as

d(t) = n(t) + s(t) . (9)

If n(t) respects the conditions of Gaussianity and sta-
tionarity and if we dispose of a template h(t) able to
reproduce the real signal s(t), then it is possible to fil-
ter out the noise contribution revealing the presence of a
signal in the observed data. It is useful to introduce the
inner product between two time-domain series, a(t) and
b(t), as

(a|b) = 4<
∫ ∞

0

a∗(f) b(f)

Sn(f)
df , (10)

where a(f) is the Fourier transform of the time series
a(t),

a(f) =

∫ +∞

−∞
a(t) e−2πift dt , (11)

and analogously for b(f), while Sn(f) is the power spec-
tral density (PSD) of the noise n(t).

In order to perform inference on GW data, it is nec-
essary to provide an infrastructure capable to process
data segments, characterize the noise contamination, lo-
calize sources and detectors and to generate waveform
templates. In the following sections, we discuss how these
tasks are achieved by the obs.gw module.

A. Time and frequency series

A realistic portion of data measured by an interferom-
eter is a time series with constant sampling rate Fs and
finite duration T . The restriction to a finite domain leads
to approximate Eq. (10) and Eq. (11) numerically, tak-
ing the advantage of the fast Fourier transform (FFT)
algorithm [88]. Within this framework, the time step
∆t = 1/Fs and the duration T of the time-domain series
are reflected in the spacing ∆f = 1/T of the frequency
bins and in the maximum frequency accessible from the
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FIG. 2. Scaling plot for the bajes pipeline (see Sec. V). Top
panel: The square markers are the measured speedup fac-
tors with respect to the serial execution-time. The execution-
times for the PTMCMC (orange squares) algorithm are esti-
mated performing 103 iterations with 128×4 tempered chains.
The nested sampling execution-times (pink squares for multi-
threading and green squares for MPI) are computed employ-
ing the dynesty software with 1024 live points and tolerance
equal to 0.1. The blue solid line is the ideal linear scaling
and the yellow solid line is the theoretical scaling of nested
sampling. Bottom panel: Same quantities discussed in the
previous panel expressed in terms of efficiency.

data fNyq = Fs/2, known as Nyquist’s frequency. Then,
we can approximate Eq. (10) as

(a|b) ≈ 4

T
<
∑

i

a∗(fi) b(fi)
Sn(fi)

, (12)

where fi = i·∆f and the index i takes integer values from
0 to FsT/2. Generally, this summation is performed on
a restricted frequency band, identified by a lower and an
upper cutoff-frequencies, respectively fmin and fmax, in
order to neglect irrelevant portion of the spectrum. From
Eq. (10), or its approximation Eq. (12), it is possible to
introduce the signal-to-noise ratio (SNR) as

ρ =
(d|h)√
(h|h)

, (13)

that estimates the power of the signal h(t) enfolded in
the data d(t) weighted on the variance of the background
noise.

bajes implements a Series object designed to manage
time-domain and frequency-domain series. This instance
stores the input series and it computes the FFT (or the
inverse-FFT) of the given data, in order to provide both
representations of the series. The Series object supplies
also an interface capable to to perform tapering, filtering
and padding of the input series: we make use of the Tukey
window for the tapering, while the filtering is performed
using a Butterworth filter. Furthermore, the Series ob-
ject implements a summation and a product between ob-
jects of the same type, defined in the frequency-domain,
and contains methods to compute inner products and
SNRs.

B. Noise characterisation

As shown in Eq. (9), the measured data d(t) are in-
trinsically related with the noise fluctuations n(t). The
noise of a GW detector is represented by stochastic fluc-
tuations [8] that propagate to the output. The primary
noise sources in a ground-based interferometer are grav-
ity gradients and seismic motions [89–91], thermal agi-
tation [92, 93], quantum perturbations [94, 95], and in-
ternal optomechanical resonances [96, 97]. Moreover, the
time series recorded by a GW detector are also affected
by external non-gravitational signals [98], such as the AC
power grid transmission responsible for the 60 Hz peak of
LIGOs and the 50 Hz one of Virgo. The noise fluctuations
are assumed to be Gaussian distributed and stationary
on a relatively large time-scale [8]. Then, the PSD shows
the distribution of the noise power for every frequency
component and it can be computed as

E
[
|n(f)|2

]
=
T

2
Sn(f) , (14)

where the expectation is computed with the temporal av-
erage over a period T . In other words, the PSD charac-
terizes the uncertainty of the observed data in frequency-
domain as the variance of the associated noise spectrum.
The amplitude spectral density (ASD) is usually defined

as the square root of the PSD,
√
Sn(f).

The PSD is a key quantity in order to estimate the
product Eq. (10), since it describes the weight of each
frequency component. It follows that a full characteriza-
tion of the noise sources and a proper estimation of its
contribution are essential in order to perform accurate
measurements of GW transients. A general tool for es-
timating PSD is the Welch’s method [99], consisting in
the average of the spectral densities computed on chunks
of the full noise segment. However, this is not the only
technique suitable for this task [100, 101].

Aiming to data analysis purposes, bajes implements
a Noise object. This component is capable to estimate
the PSD of a given noise time-domain series using the
Welch’s method, generate an artificial segments of sta-
tionary and Gaussian noise from a given PSD, and it dis-
poses of methods for PSD interpolation. Figure 3 shows
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FIG. 3. Top left panel: Comparison of artificial noise
segment produced using bajes (blue) and pycbc (orange).
The segments are computed using LIGO design sensitivity
P1200087 [105] with a lower cutoff-frequency at 20 Hz and
a sampling rate of 4096 Hz. The panel shows a 2 s segment
extracted from a segment with total duration of T = 1024 s.
Top right panel: Histograms of the time-domain samples com-
puted using the whole artificial segment of length T = 1024 s.
Bottom panel: ASDs reconstructed from the artificial noise
segments using the Welch’s method. The spectra are com-
puted using the whole segments with a chuck length of 4 s
and an overlap fraction of 99%. The black dashed line repre-
sents the original ASD.

a comparison of artificial noise segments generated with
bajes and with the pycbc routines [32, 102–104], where
the total length of the artificial segment is 1024 s. The
histograms and the PSDs show that the generated noise
fluctuations respect the conditions of Gaussianity and
stationarity with a frequency spectrum described by the
requested PSD.

C. Ground-based interferometers

The current ground-based observatories for GW detec-
tion are L-shaped Michelson interferometers with Fabry-
Perot cavities [106, 107]. Each arm has a length of
L ≈ 3−4 km, depending on the actual detector [27, 28],
and it is constituted of two mirrors acting like test-
masses. The detector performs measurements of the
gravitational strain as a difference in length of the or-
thogonal arms,

d(t) =
∆L(t)

L
, (15)

where ∆L = ∆Lx − ∆Ly is the difference between the
displacements along the two orthogonal arms. The pro-
jection of the signal on the detector can be computed

from the GW polarization components h+,× as

h(t) = Dijhij(t) = F+h+(t) + F×h×(t) , (16)

where Dij is labeled as detector tensor and it depends
on the geometry of the interferometer, while F+,× are
the antenna pattern functions for each polarization. The
antenna patterns F+,× characterize the detector sensi-
tivity in the different regions of the sky for every given
time [108].

Generally, in standard observing conditions, the obser-
vations of GW transients are performed simultaneously
by a worldwide network of ground-based interferome-
ters. Thanks to this, it is possible to correlate strains
observed independently in different locations, improving
the estimation of the the astrophysical origin of the tran-
sients [109, 110].

The necessity to localize a GW observatory in a fixed
frame arises, in order to project the expected signal
on the detector and to estimate the light travel time
from each detector in the network. For these tasks,
bajes disposes of a Detector class able to characterize
a ground-based interferometer. This object is identified
with the coordinates of the site of the interferometer (lat-
itude, longitude and altitude) and the angles of the two
arms (azimuth and tilt). It is also possible to initialize
the Detector object to precomputed detector configura-
tions using the two-digits string identifying a ground-
based interferometer, e.g. H1 for LIGO-Hanford [27],
L1 for LIGO-Livingston [27], V1 for Virgo [28], G1 for
GEO600 [106, 111], K1 for KAGRA [112, 113] and ET for
Einstein Telescope (configuration D) [114, 115].

D. Waveform templates

The last ingredient necessary to complete the frame-
work is a waveform template, i.e. a model able to com-
pute the expected representation of the signal h(t,θ)
(or h(f,θ)) for every given set of parameters θ. The
Waveform object is a class that access the methods dis-
posable in the bajes.obs.gw.approx sub-module, and
computes the expected GW polarization components for
every given set of parameters. The frequency-domain
waveform in Eq. (16) can be written in terms of the am-
plitude A(f) and the phase φ(f),

h(f) = A(f) e−i
[
φ0+2πt0f+φ(f)

]
, (17)

where φ0 and t0 are respectively phase and time refer-
ences.

bajes directly implements and interfaces with all the
most advanced GW templates for quasi-circular compact
binary mergers, and includes state-of-art templates for
eccentric and hyperbolic binary black hole (BBH) merg-
ers [116, 117] as well as for BNS postmerger [118]. In
particular:
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• TaylorF2: The post-Newtonian (PN) framework
[119–124] represents a milestone for the descrip-
tion of the two-body problem. This approach
solves the dynamical evolution of a compact bi-
nary with a perturbative method assuming low ve-
locities and weak field approximations, which are
reflected in the condition v = (πGMf)1/3 � c,
where v is the characteristic velocity in the bi-
nary, M = m1 + m2 is the total mass and f is
the GW frequency. The exact analytic solution
of the gravitational radiation emitted by a point-
particle compact binary is known up to the 3.5PN
order. bajes also implements a pseudo-5.5PN ac-
curate description of the point mass baseline, as
derived in Ref. [125]. Pure tidal corrections are im-
plemented up to 7.5PN [126, 127] and include the
recently computed tail terms (6.5, 7.5 PN) of [128],
whereas spin-quadrupole terms are included up to
3.5PN [129].

• TEOBResumS: The effective-one-body (EOB) for-
malism [130–138] is an Hamiltonian approach that
reduces the two-body problem to a single orbiting
object in an effective potential. TEOBResumS [139]
is an EOB approximant for spinning coalescing
compact binaries [140, 141] (black holes or neu-
tron stars) inspiralling along generic orbits. It
includes tidal effects [142–144] and subdominant
modes [145, 146] up to ` = 5, as well as a de-
scription of precession-induced modulations up to
merger [147]. When considering systems evolv-
ing along quasi-circular orbits, the computational
performance of the model is enhanced by means
of a post-adiabatic description of the early inspi-
ral [148]. Moreover, the model includes the imple-
mentations of hyperbolic encounters [117], eccen-
tric mergers [116] and a frequency domain approx-
imation valid for quasi-circular BNS coalescences,
labeled as TEOBResumSPA [149]. The model is pub-
licly available at [150] and used in bajes from the
provided Python interface.

• NRPM: BNS merger remnants are expected to be
loud sources of GWs [151–153], that convey unique
information on the equation of state of hot mat-
ter at extreme densities [12, 154, 155]. NRPM [118]
is a analytical model based on numerical relativ-
ity BNS simulations. The model is tuned on a
set of simulations covering the range q ≤ 1.5 and
Λ1,2 & 400. For smaller values of the tidal pa-
rameters, the model is identically zero since it is
not expected to have a post-merger signal in these
cases, due to prompt black-hole formation [156–
158]. NRPM is directly implemented in bajes and
it can be attached to the TEOBResumS pre-merger
template, obtaining a complete model for the gravi-
tational radiation expected from BNS coalescences.

• MLGW: Machine learning tools can be employed to
construct accurate representations of GW signals.

The mlgw package [159, 160] takes advantage of
these methods to generate fast and reliable GW
templates for BBH coalescences. The model is
composed by contributions extracted with princi-
pal component analysis and a linear combination of
regression models, which maps the orbital param-
eters of the black holes to the reduced representa-
tion of the wave. A complete model includes two
principal component models, for both phase and
amplitude of the wave, and a mixture of regression
models for each of the principal components con-
sidered. The algorithm is trained on time-domain
models and tested only for aligned spin BBHs. Cur-
rently, the released software provides the represen-
tations of EOB templates, TEOBResumS [139] and
SEOBNRv4 [161].

• GWSurrogate: The templates provided by the
gwsurrogate package [162] implements fast wave-
forms based on reduced-order models [163]
trained on numerical relativity simulations. The
NRSur7dq4 model [164] is a precessing extension of
the model presented in Ref. [165] trained on a set
of simulations with q ≤ 4 and χ1, χ2 ≤ 0.8 that
contains all higher-order modes with ` ≤ 4. On
the other hand, NRHybSur3dq8 [166] and its tidal
version [167] are calibrated using hybridized wave-
forms in order to increase the number of orbits of
the training templates, improving the quality of the
approximation. This model is tuned in a wider
range in the mass ratio, q ≤ 8, but it does not
include precession contributions.

• LALSimulation: The LIGO Algorithm Library
LALSuite [26] is the official LIGO-Virgo Collab-
oration software and it provides the largest vari-
ety of waveform template models. bajes imple-
ments the waveform generator of LALSimulation,
a module of LALSuite. For the results of this pa-
per, we make use of this implementation in order to
employ IMRPhenomPv2 approximant [168, 169] and
its tidal extension, IMRPhenomPv2 NRTidal [170].
A list of all the approximants available through
LALSimulation can be found at [171]

V. PIPELINE

bajes provides a customized and automatized pipeline
for the analysis of GW transients and EM counterparts.
In this section, we discuss the model implemented to per-
form PE analysis on GW transients with bajes.

In the context of GW data analysis, we introduce the
working hypotheses that are going to define the employed
Bayesian model. We call the assumption that the data
contains a non-vanishing GW transient signal hypothe-
sis HS i.e. d(t) = n(t) + s(t) with s(t) 6= 0. On the
other hand, the noise hypothesis HN is the condition for
which the recorded data corresponds only to pure noise
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realization, i.e. d(t) = n(t). Then, in the signal hypoth-
esis condition, a GW signal emitted by a quasi-circular
compact binary coalescence (CBC) can be fully charac-
terized with a set of 17 parameters according to General
Relativity. Precisely,

θcbc = {m1,m2,χ1,χ2,Λ1,Λ2, DL, ι, α, δ, ψ, t0, φ0}
(18)

where:

• m1,2 refer to the detector-frame masses of the two
objects, taken with the convention m1≥m2;

• χ1,2 are the dimensionless spin vectors,

χi =
cSi
Gm2

i

, i = 1, 2 , (19)

where S1,2 are the spins of the two objects, c is the
speed of light and G is the gravitational constant.

• Λ1,2 are the dimensionless tidal polarizability pa-
rameters that encode the quadrupolar deformabil-
ity of the i-th object under the effect of an external
force,

Λi =
2

3
k2,i

(
c2Ri
Gmi

)5

, i = 1, 2 , (20)

where k2,i and Ri are respectively the second Love
number and the radius of the i-th object (k2 is iden-
tically zero for black holes).

• DL is the luminosity distance of the source from
the observer;

• ι is the angle between the line of sight and the total
angular momentum of the system and it takes value
in the range [0, π],

• {α, δ} are respectively right ascension and decli-
nation angles that identify the sky position of the
source;

• ψ is the polarisation angle and it takes value in the
range [0, π];

• {t0, φ0} are respectively reference time and refer-
ence phase.

The sampling is performed promoting the chirp massM
and the mass ratio q,

M =
(m1m2)3/5

(m1 +m2)1/5
, q =

m1

m2
≥ 1 , (21)

over the single mass components, since they appear to be
less correlated for this type of signals [6, 7]. For spinning
binary mergers, we define the effective spin parameter
χeff as

χeff =
m1χ1,z +m2χ2,z

m1 +m2
, (22)

that encodes the aligned-spin contribution and it can lead
to narrower uncertainties than the single spin compo-
nents [172]. Furthermore, in the context of BNS mergers,

it is useful to introduce the reduced tidal parameter Λ̃,

Λ̃ =
16

13

[
(m1 + 12m2)m4

1Λ1

M5
+ (1↔ 2)

]
(23)

and the asymmetric tidal parameter δΛ̃,

δΛ̃ =

[
1− 7996

1319

m2

m1
− 11005

1319

(
m2

m1

)2
]
m6

1Λ1

M6
− (1↔ 2) ,

(24)

where M = m1 + m2. The tidal parameters Λ̃ and δΛ̃
are respectively proportional to the leading order and the
next-to-leading order tidal contributions according with
PN expansion.

Generally, concerning GW analysis, it is common to
label θint = {m1,m2,χ1,χ2,Λ1,Λ2} as intrinsic pa-
rameters, since they affect the physical dynamics of
the system; while, the extrinsic parameters θext =
{DL, ι, α, δ, ψ, t0, φ0} are related with the observed sig-
nal by trivial geometrical argumentation. Moreover, it
is possible to include in the pipeline further parameters
in order to take into account the calibration of the input
quantities, such as calibration envelopes and PSD uncer-
tainties. For a detailed discussion about these topics, see
Sec. V D.

In the following sections, we present the implementa-
tions available in the bajes GW pipeline.

A. Data segments

The default GW routine implemented in bajes is de-
signed for binary mergers analyses. In general, the
pipeline is able to access to the open-source database
of GWOSC [47, 79, 80], to all the data released with
GWTC-1 [1] and to the expected PSD curves for current
and next-generation detectors [114, 115].

The input data to be analyzed by the pipeline can
be gathered in different ways. The GW pipeline pro-
vides a customized injection generator capable to pro-
duce artificial data given a prescribed set of parameters
and the detector sensitivity curves. Moreover, the bajes
pipeline allows to access the observational data recorded
by the LIGO-Virgo interferometers [27, 28, 105] from the
GWOSC, specifying the central value of the GPS time
and the duration of the segment.

When the data information is gathered, the pipeline
initializes the Likelihood function and the Prior with
the requested parameters belonging to the set θcbc, and
it passes these arguments to the requested sampler which
performs the Bayesian inference.
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B. Prior distributions

The prior distribution for the masses is chosen flat in
the components {m1,m2}, that can be written in terms
of {M, q} as

p(M, q|HS) =
M

ΠMΠq

(
1 + q

q3

)2/5

, (25)

where ΠM and Πq are the prior volumes limited by the
bounds [Mmin,Mmax] in chirp mass and [1, qmax] in mass
ratio,

ΠM =
1

2

(
M2

max −M2
min

)
,

Πq = 5

[
22/5
√
π Γ
(

4
5

)

Γ
(

3
10

) − 2F1

(
− 2

5 ,− 1
5 ,

4
5 ,−qmax

)

q
1/5
max

]
,

(26)

where 2F1(a, b, c; z) is the hypergeometric function and
Γ(x) is the Euler function.

The spin vectors can be written in the polar frame
of the binary as χi = {χi, ϑi, ϕi}, where χi is the spin
magnitude, ϑi is the tilt angle and ϕi is the complimen-
tary azimuthal angle between χi and the orbital angular
momentum L of the binary. The prior distribution for
these quantities is specified by the maximum value of
spin magnitude χmax ≥ 0 and it can be chosen between
the following:

• Isotropic prior with precessing spins: the prior on
the angular components {ϑi, ϕi} is isotropic over
the solid angle, while the spin magnitude is uni-
formly distributed in the range [0, χmax],

p(χi, ϑi, ϕi|HS) =
sinϑi

4πχmax
. (27)

• Isotropic prior with aligned spins: this case is iden-
tical to the isotropic one except for the assumption
of aligned spins, ϑi = 0, π. The xy components
of the spin vectors are marginalized, obtaining the
form [30]

p(χi,z|HS) =
1

2χmax
log

∣∣∣∣
χmax

χi,z

∣∣∣∣ . (28)

• Volumetric prior with precessing spins: the distri-
bution is taken uniform in all Cartesian compo-
nents, i.e. flat over the sphere with radius χmax.
This prior can be written as

p(χi, ϑi, ϕi|HS) =
3

4π

χ2
i sinϑi
χ3

max

. (29)

• Volumetric prior with aligned spins: the same
of volumetric case with aligned components; the
marginalization over the xy components leads to
the form

p(χi,z|HS) =
9

16π

χ2
max − χ2

i,z

χ3
max

. (30)

The prior distribution for the sky position parameters
{α, δ} is taken isotropic over the entire solid angle, such
that α ∈ [0, 2π] and δ ∈ [−π/2,+π/2],

p(α, δ|HS) =
cos δ

4π
, (31)

and analogously for the inclination ι in the range [0, π],

p(ι|HS) =
sin ι

2
. (32)

Regarding the luminosity distance the bounds are spec-
ified by the lower and the upper bounds [Dmin, Dmax],
and the analytic form of the prior can be chosen between
the followings:

• Volumetric prior: general analysis assumes that the
source is uniformly distributed over the sphere cen-
tred around the detectors, then

p(DL|HS) =
3D2

L

D3
max −D3

min

. (33)

• Comoving-volumetric prior: in order to take into
account the cosmological expansion of the Universe,
a prior uniformly distributed over the comoving
volume VC is a more suitable physically-motivated
choice. Within this assumption, the prior on the
luminosity distance can be written as

p(DL|HS) ∝ dVC
dDL

. (34)

The luminosity distance DL and the comoving vol-
ume VC are related through the redshift z for a fixed
cosmological model; by default, bajes acquires the
values of the cosmological constants from Ref. [173].

• Source-frame prior: as shown in Ref. [4, 14],
Eq. (34) does not take into account contributions
due to time dilatation. Then, we can introduce
a prior distribution uniformly distributed in the
source-frame volume as

p(DL|HS) ∝ 1

1 + z
· dVC

dDL
, (35)

where the factor (1+z)−1 converts the merger rate
from the source frame to the detector frame.

• Log-uniform prior: it could be useful to introduce
a uniform prior in logDL, then

p(DL|HS) =
D−1
L

log (Dmax/Dmin)
. (36)

For the remaining parameters, i.e. {ψ, t0, φ0} and
{Λ1,Λ2} (if required), their prior distributions are taken
uniform within the provided bounds. Then, the overall
prior is the product of the priors of the single parameters.
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C. Likelihood function

The key ingredient of the inference is the likelihood
function, that encodes the capability of a given model
h(t,θcbc) to match the observed data d(t). For Gaussian
and stationary noise n(t), we expect the mean of the noise
fluctuations to be centered around zero with a variance
described by the PSD in the frequency-domain, i.e.

p(n|HN) ∝ e− 1
2 (n|n) . (37)

It follows that, within the signal hypothesis HS and sup-
posing that we dispose of a template h(t,θcbc) capable to
reproduce the real signal s(t) for a given set of θcbc, the
log-likelihood function can be written as the frequency-

domain residuals between the recorded data and the tem-
plate with the product defined in Eq. (10),

p(d|θcbc, HS) =
1

N e−
1
2 (d−h|d−h) . (38)

where N is the normalisation constant, that can be ex-
pressed in terms of the PSD using the numerical approx-
imation Eq. (12),

N ≈
∏

i

√
π T Sn(fi)

2
. (39)

Then, the Bayes’s factor of the signal hypothesis against
the noise assumption can be computed as

BS
N =

p(d|HS)

p(d|HN)
=

∫

Θ

exp

[(
d
∣∣h(θcbc)

)
− 1

2

(
h(θcbc)

∣∣h(θcbc)
)]

p(θcbc|HS) dθcbc . (40)

Combining Eq. (38) with Eq. (17), it is possible to
write the explicit dependency of the likelihood with re-
spect to the reference parameters {φ0, t0}, since these
values have no physical relevance, we marginalize the
posterior distribution with respect to {φ0, t0} in order
to increase the efficiency of the sampling. The marginal-
ization over φ0 can be computed analytically and the
solution can be written in terms of the modified Bessel
function of the first kind [174]. For the time-shift t0,
the computation is semi-analytical since the values of the
likelihood are evaluated on a equally-spaced grid resort-
ing on the FFT computation [175].

D. Additional implementations

In order to perform accurate and reliable inferences
of GW transients, the pipeline requires refinements and
auxiliary control systems. In this section we discuss some
of the additional tools implemented in the GW pipeline
supplied with bajes.

1. Calibration envelopes

The necessity of calibration envelopes [176] arises due
to imperfect knowledge of the interferometer response to
differential arm length changes [177–179], which affects
the transfer functions of the detector components intro-
ducing systematic errors that propagate to the recorded
data. These uncertainties are estimated by inspecting
the detector control systems and propagating the mea-
surements into a frequency-dependent probability distri-
bution. Subsequently, the information on calibration
errors must be taken into account when inferring the

astrophysical parameters of GW signals. In order to
achieve this task, it is useful to introduce two auxiliary
functions δA(f) and δφ(f) that characterise respectively
the amplitude and the phase uncertainties of the mea-
sured data segments. Then, the calibration envelopes
{δA(f), δφ(f)} can be taken into account in the Bayesian
model as

h(f)→
[
1 + δA(f)

]
eiδφ(f) h(f) . (41)

This procedure is accomplished specifying the values
of the calibration envelopes at predefined logarithmic-
spaced frequency nodes fj and linearly interpolated over
the interested frequency axis. The calibration parame-
ters {δA(fj), δφ(fj)} are introduced in the sampling and
estimated along with the signal parameters. The prior
for calibration envelopes {δA(fj), δφ(fj)} is a multivari-
ate normal distribution with variance specified by the
measured calibration errors.

2. PSD uncertainties

The usage of a fixed estimated PSD might generate bi-
ases due to non-stationary effects and unaccounted slow
variations in the noise spectrum. Then, it arises the ne-
cessity to take into account the uncertainty of the PSD
estimate during the inference of the properties of a GW
signal. For this reason, the pipeline allows the possibility
to include PSD uncertainty weights ηj [7]: the Fourier
domain is dived in predefined logarithmic-spaced bins
[fj , fj+1] and the weights are included such that

Sn(f)→ ηj Sn(f) , for fj ≤ f < fj+1 , (42)

where ηj is taken constant in respective frequency bin.
The full set of {ηj} parameters, one for every frequency
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bin, is introduced in the sampling and they are estimated
during the exploration with the signal parameters. The
prior distribution for the PSD uncertainty ηj is take nor-
mal with mean zero and variance 1/Nj , where Nj is the
number of data sample enclosed in the bin [fj , fj+1]. This
scheme has shown to improve the robustness of the GW
inference [180] and it offers a flexible model capable to
quantify the differences between the estimated PSD and
the spectrum of the analyzed data.

VI. INJECTION STUDIES

In this section, we show the results coming from a set
of injection studies performed with the bajes pipeline,
in order to test the sampling routines with the GW in-
frastructure. An injection is a simulated GW signal that
has been added into a time-domain segment. For our
studies, we generate artificial noise segments according
with a prescribed PSD assuming Gaussian and station-
ary fluctuations, as discussed in Sec. IV B. Subsequently,
the artificial signal h(t) is simulated according with the
input parameters θcbc, projected on the requested de-
tectors and included in the data segment. Finally, the
data are analyzed by the bajes pipeline resorting to the
framework described above. The sensitivity curves em-
ployed for these studies correspond to the noise spec-
tra expected at design sensitivity for current ground-
based detector [27, 28, 105, 107, 112, 181] and for next-
generation interferometers [114, 115]. The properties of
the injected signals are described in the following para-
graphs depending on the particular kind of source.

1. Binary black holes

The first example corresponds to an aligned-spinning
BBH coalescence with intrinsic parameters {M =
30 M�, q = 2, χ1,z = 0.3, χ2,z = 0.} located at a lu-
minosity distance DL = 3 Gpc with inclination angle
ι = 0. The signal is injected such that the merger oc-
curs at GPS time 1126259462.0 with a sampling rate of
4096 Hz and a signal length of 16 s. The data are ana-
lyzed using two detectors, H1 and L1, with LIGO design
sensitivity P1200087 [27, 105, 181]. The sky location of
the source corresponds to the position of maximum sen-
sitivity for the detector H1, {α = 0.372, δ = 0.811}. The
injected signal is generated with TEOBResumS waveform
model (employing only the dominant mode) with a net-
work SNR of 14, corresponding to 11 in H1 and 9 in L1.

The recovery of the posterior distribution is performed
with PTMCMC sampling with 8 tempered ensembles and
128 chains per ensemble. Moreover, we requested 8×103

burn-in iterations. The injected strain is analyzed in
the frequency domain from 20 Hz to 1 kHz employing
three different templates: TEOBResumS, IMRPhenomPv2
and NRSur7dq4. The likelihood is marginalized over ref-
erence time and phase. We set the chirp mass prior in
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FIG. 4. Sampler acceptances during the BBH injection study
performed with TEOBResumS described in Sec. VI 1. The blue
line is the proposal acceptance of the untempered ensemble
averaged over the chains, the yellow and the green lines are
respectively the proposal and the swapping acceptances of
whole sampler averaged over all the tempered ensembles. The
solid lines represent the median values and the shadowed areas
are the 90% credible regions. The vertical black line is the
requested last burn-in iteration.

[23, 37] M� and the mass ratio in [1, 8]. The spins are kept
aligned with an isotropic prior in the range [−0.9,+0.9]
for every component. We employ volumetric prior for the
luminosity distance in the support [100 Mpc, 5 Gpc] and
the prior distributions for the remaining parameters are
chosen according with Sec. V B.

Figure 4 shows the acceptance fractions for the analysis
performed with TEOBResumS waveform model. The infer-
ences performed with other approximants shown similar
behaviours. The untempered ensemble required less then
104 iterations to converged to the maximum-posterior
value. After the requested burn-in, the untempered en-
semble shown an average acceptance of 15% and, aver-
aging over all the tempered ensembles, the sampler ad-
vanced with a global proposal acceptance of ∼45% and
with a global swapping acceptance of ∼50%. The final
autocorrelation length (ACL) of the untempered ensem-
ble corresponds to a lag of 70 iterations and the sampler
collected a final amount of 1.5×104 independent poste-
rior samples.

Table I shows the recovered mean values and Figure 5
shows the recovered marginalized posterior distribution
for some exemplary parameters. The marginalized poste-
rior distributions enclose the injected values within 90%
credible intervals for all the waveform approximants. The
estimated evidences slightly prefer TEOBResumS wave-
form, accordingly with the injected template. However,
these values lie in the same range for all the analyses,
leading to a not fully resolved model selection. This is
due to the large uncertainties associated to the evidence
estimation of the PTMCMC and with the relatively low
SNR of the injected signal. For the latter reason, it is
also not possible to reveal systematic differences between
the different approximants [182], and the results of the
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TABLE I. Recovered parameters during the BBH injections studies. The signal has been injected in H1+L1 using design
sensitivity curves, with an overall network SNR of 14. The data has been analyzed with the bajes PTMCMC sampling. The
reported values correspond to the medians with the 90% credible regions. The last column reports the estimated logarithmic
Bayes’ factor and the associated standard deviation.

Approximant M q χ1,z χ2,z χeff DL ι α δ logBS
N

[M�] [Gpc] [rad] [rad] [rad]

Injected 30.0 2.0 0.3 0.0 0.2 3.0 0.0 0.372 0.811 –

TEOBResumS 30.63+1.84
−1.64 1.56+0.78

−0.49 0.24+0.36
−0.41 0.17+0.59

−0.63 0.23+0.14
−0.15 2.49+1.29

−1.17 0.82+2.05
−0.63 2.17+4.05

−2.13 0.21+1.10
−1.09 73.29+2.64

−2.64

IMRPhenomPv2 30.34+1.77
−1.69 1.50+0.83

−0.46 0.17+0.43
−0.43 0.17+0.57

−0.60 0.19+0.14
−0.16 2.47+1.30

−1.22 0.80+2.06
−0.62 2.34+3.88

−2.31 0.17+1.13
−1.05 73.16+2.66

−2.66

NRSur7dq4 30.35+1.75
−1.60 1.56+0.82

−0.53 0.18+0.37
−0.39 0.17+0.59

−0.63 0.19+0.56
−0.63 2.49+1.25

−1.23 0.84+2.02
−0.64 2.11+4.12

−2.07 0.21+1.10
−1.09 73.11+2.72

−2.72

employed templates are largely consistent between each
other.

2. Binary neutron stars inspiral

In this section we analyse an inspiralling nonspin-
ning BNS merger with intrinsic parameters are {M =
1.188 M�, q = 1, Λ1 = Λ2 = 600}. The source is located
at a luminosity distance DL = 120 Mpc with inclination
angle ι = 0. The signal is injected such that the merger
occurs at GPS time 1126259462.0 with a sampling rate
of 4096 Hz and a signal length of 128 s. The data are an-
alyzed using two detectors, H1 and L1, with LIGO design
sensitivity P1200087 [27, 105, 181]. The sky location of
the source corresponds to the position of maximum sen-
sitivity for the detector H1, {α = 0.372, δ = 0.811}. The
injected signal is generated with TEOBResumS waveform
model with a network SNR of 20, corresponding to 15 in
H1 and 13 in L1.

The recovery of the posterior distribution is performed
employing nested sampling algorithm with 1024 live
point and tolerance equal to 0.1. Furthermore, we set
respectively the minimum and the maximum number of
iterations for every MCMC sub-chain to 32 and 4×103.
The injected strain is analyzed in the frequency do-
main from 20 Hz to 1 kHz employing three different
templates: TEOBResumSPA, IMRPhenomPv2 NRTidal and
TaylorF2 including 5.5PN point-mass corrections and
6PN tidal contributions. We set the chirp mass prior in
[0.8, 2] M� and the mass ratio in [1, 4]. The spins are kept
aligned with an isotropic prior in the range [−0.9,+0.9]
for every component. The tidal parameters are extracted
in the range [0, 5000]. We employ volumetric prior for the
luminosity distance in the support [10, 400] Mpc and the
prior distributions for the remaining parameters are cho-
sen according with Sec. V B.

Figure 6 shows the number of iterations of the MCMC
sub-chains employed to propose a new point as a func-
tion of the prior mass X (see App. B for the definition).
The actual values extracted from the sampler have been
smoothed with a Savitzky-Golay filter for visualisation
purposes. The shadowed region shows the difference be-
tween the actual MCMC-chain lengths and the filtered

estimation. Large values of MCMC-chain length (say
& 250) characterize the more expensive steps, where the
proposal method requires more iterations in order to pro-
pose a new samples and estimate the boundaries of the
current contour. During the initial stages (X≈1), the
boundaries defined by the current live points were com-
parable with the prior and the sampler required many it-
erations in order to propose new samples. Subsequently,
for logX . 104, the sampler identified the region that
encloses the majority of the posterior volume and the al-
gorithm advanced spending ∼100 iterations to propose a
new sample. The length of the MCMC-chain slightly in-
creases again during the latest stages, since the sampler
has to reach the bulk of the posterior distribution restrict-
ing the boundaries to a neighborhood of the maximum-
likelihood values.

Table II shows the recovered median values and Fig-
ure 7 shows the marginalized posterior distribution for
some exemplary parameters. The recovered values are in
agreement with the properties of the injected signal: the
posterior distribution encloses the injected sample for all
the parameter in the 50% credible region, with a small
bias in the in the maximum-posterior value for the re-
duced tidal parameter Λ̃, corresponding to roughly ∼150.
However, this behavior is expected [184–188] considering
that we employed an upper cutoff-frequency of 1 kHz 1

combined with the large aligned-spin prior 2. The esti-
mated evidences slightly prefer TEOBResumSPA approxi-
mant, accordingly with the injected model; however, due
to the low SNR, they do not show any strong preference.

3. Binary neutron stars postmerger

We perform a set of BNS postmerger injections us-
ing a five-detector network which includes: H1 and L1
with LIGO design sensitivity P1200087 [27, 105, 181],
V1 with Virgo design sensitivity P1200087 [28], K1 with

1 For typical BNS, the information on the tidal parameters is gath-
ered in frequency range above 800 Hz [127, 188].

2 Large spin effects can mitigate the tidal contributions, leading
to an underestimate the tidal parameters [187].
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FIG. 5. Posterior distributions for {q, χeff} and {DL, ι} recovered from the injection studies performed on a BBH signal with two
inteferometers (H1+L1) at design sensitivities with network SNR of 14. The artificial signal has been generated with TEOBResumS

model and the injected parameters are marked with black lines and squares. The contours represent the 50% (thick) and the
90% (thin) credible regions. The recovery has been performed with four different approximants analysing the frequency range
from 20 Hz to 1 kHz. The estimation of the luminosity distance is affected by the degeneracy with the inclination angle [183],
due to the correlations in the strain amplitude for aligned-spin sources.

TABLE II. Recovered parameters during the inpiralling BNS injections studies. The signal has been injected in H1+L1 using
design sensitivity curves, with an overall network SNR of 20. The data has been analyzed with the nested sampling provided by
dynesty. The reported values correspond to the medians with the 90% credible regions. The last column reports the estimated
logarithmic Bayes’ factor and the associated standard deviation.

Approximant M q χeff Λ̃ DL ι α δ logBS
N

[M�] [Mpc] [rad] [rad] [rad]

Injected 1.188 1.00 0.00 600 120 0.00 0.372 0.811 –

TEOBResumSPA 1.1880+0.0002
−0.0002 1.20+0.42

−0.17 0.01+0.05
−0.01 435+305

−248 113+19
−38 0.60+1.98

−0.42 0.48+0.26
−0.12 0.86+0.20

−0.21 564.6+0.3
−0.3

TaylorF2 1.1880+0.0005
−0.0001 1.28+1.16

−0.25 0.01+0.10
−0.01 392+415

−260 106+26
−38 0.82+1.91

−0.56 0.75+3.51
−0.33 0.81+0.28

−1.56 564.3+0.3
−0.3

IMRPhenomPv2NRT 1.1880+0.0002
−0.0001 1.25+0.36

−0.21 0.01+0.02
−0.01 316+304

−215 111+20
−50 0.76+1.98

−0.55 0.63+3.54
−0.21 0.79+0.24

−1.49 563.9+0.3
−0.3

KAGRA design sensitivity T1600593 [107, 112] and
the third-generation interferometer ET (configuration D)
P1600143 [114, 115]. The injected signals are gener-
ated with NRPM and correspond to the postmerger ra-
diations of non-spinning BNSs with intrinsic parameters
{M = 1.188 M�, q = 1, Λ1 = Λ2 = 600}. The sig-
nal is injected such that the merger occurs at GPS time
1126259462.0 with a sampling rate of 8192 Hz and a sig-
nal length of 4 s. The sky location of the source cor-
responds to the position of maximum sensitivity for the
detector ET, {α = 2.640, δ = 0.762}. The signals are
injected at different luminosity distances in order to sim-
ulate different SNRs, spanning the range from 8 to 32,
which corresponds to DL ∈ [20, 80] Mpc. We observe

that, for these kind of signal, ET is the most relevant de-
tector and it concurs in the determination of the SNR
with a weight larger than 90% for all the analyzed cases.

For these studies, we employ the PTMCMC sampler
using 8 tempered ensembles with 128 chains and 2× 104

burn-in iterations. The injected strain is analyzed in the
frequency domain from 1 kHz to 4 kHz employing NRPM
waveforms 3. We set the chirp mass prior in [0.8, 2] M�
and the mass ratio in [1, 1.5]. The spins are kept fixed

3 The same template model is used for both injection and recovery,
in order to avoid noise contributions different from the simulated
detector noise.
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FIG. 6. Length of the MCMC sub-chains during the
nested sampling performed with TEOBResumSPA described in
Sec. VI 2. The actual values extracted from the sampler have
been smoothed with a Savitzky-Golay filter for visualisation
purposes. The shadowed region shows the difference between
the actual lengths and the filtered estimation. The values are
lower-bounded by the requested minimum value, set equal to
32.

TABLE III. Recovered parameters during the BNS post-
merger injection survey. The reported values correspond to
the medians with the 90% credible regions.

SNR M Λ̃ f2 Rmax logBS
N

[M�] [kHz] [km]

Injected 1.188 600 2.94 10.8 –

8 2.2+0.8
−1.5 2700+1800

−1800 0.8+2.1
−0.3 27+10

−19 0.2+0.2
−0.2

9 1.3+1.6
−0.7 2350+1900

−1700 1.7+1.2
−1.1 14+22

−6 2.6+1.3
−1.3

10 0.8+2.2
−0.2 2830+1630

−1910 2.7+0.3
−2.0 8.9+2.8

−0.9 11.0+4.8
−4.8

12 0.8+2.1
−0.2 1860+2570

−1410 2.9+0.7
−2.3 9.0+2.7

−0.8 13.9+6.3
−6.3

16 0.78+0.43
−0.18 1780+2640

−1220 2.93+0.02
−0.39 8.9+2.0

−0.8 45.2+4.2
−4.2

32 0.80+0.45
−0.12 1730+730

−1220 2.93+0.02
−0.03 9.0+2.1

−0.6 271+29
−29

to zeros for every component. The tidal parameters
are extracted in the range [0, 5000]. We employ volu-
metric prior for the luminosity distance in the support
[5 Mpc, 400 Mpc] and the prior distributions for the re-
maining parameters are chosen according with Sec. V B.

As shown in Ref. [190], the postmerger GW radiation
of a long-lived BNS merger is characterized by a main
frequency peak in the Fourier domain (f2) that can be
parametrized with quasiuniversal (EOS-insensitive) rela-
tions involving the tidal polarizability parameters. The
NRPM model is constructed using these relations that al-
low one to constrain Λ̃ from postmerger observations and
at the same time map the properties of a postmerger
signal into the inspiral parameters of the binary [118].
Furthermore, numerical relativity simulations [118, 191]
have shown that the postmerger frequency peak f2 can be
related to the radius Rmax of the maximum mass config-
uration of a non-rotating neutron star. For the injected
sources, we get f2 = 2.94 kHz and Rmax = 10.8 km.

Tab III shows the recovered mean values and Figure 8

shows the marginalized posterior distributions for f2 and
for Λ̃ recovered during the survey described above and
Figure 9 presents the recovered postmerger signal re-
covered in the ET detector for the case with SNR 16.
The Bayes factors shows evidence of signal from SNR
9; however, in order to estimate f2 with an accuracy
of O(0.1 kHz), the method requires an SNR &12. The
mean values estimated from the marginalized posteriors
agree with the injected properties of the signal within
the 90% credible intervals; however, it is interesting to
observe that, due to the correlations induced by the EOS-
insensitive relations, the sampler explores non-trivial de-
generacy between the intrinsic parameters. The same
behavior has been shown in Ref. [118]. These correla-

tions strongly affect the estimation of Λ̃ and PE of a
postmerger signal is only capable of imposing an upper
bound for this parameter. For example, with SNR 32 it
would be possible to constrain the value of Λ̃ with an un-
certainty of ∼104, that is a much larger value compared
with the uncertainties coming from the analysis of the
inspiral data (see Tab. II). Nevertheless, the observation
of a postmerger signal would extraordinarily extend our
knowledge regarding neutron star matter [154, 157, 192],
allowing us to verify our current models and to constrain
the extreme-density properties of the EOS, such as the
radius of the maximum mass star Rmax and the inference
of softening effects at high-densities [118, 193]. These
constraints can be further improved with the inclusion
of the inspiral information within a full inspiral-merger-
postmerger analysis of the observed BNS signal.

4. Confidence interval test

The confidence interval (CI) test has become a stan-
dard control check to verify the reliability of a GW
pipeline [e.g. 2, 7, 194], since it ensures that the recovered
probability distributions are truly representative of the
inferred confidence levels. For each parameter employed
in the analyses, the CI test measures the fraction of true
values that follow below a given credible level and, if the
algorithm is well-calibrated, we expect this two quanti-
ties to be proportional. The test is performed using a
large set of injected signals with parameters extracted
from a population prior p(θcbc). Then, we conduct PE
analyses in order to recover the posterior distributions
for every injection and the CIs can be estimated from
the posterior distributions by determining the quantiles
under which the true parameters lie. Then, the popula-
tion prior p(θcbc) is used as input prior distribution for
the analysis of the injected signal 4.

4 We observe that, in order to perform an accurate test the em-
ployed prior has to be a good representation of the population
distribution. In our case this is ensured by definition since the
injected signals are extracted from the employed prior p(θcbc).



16

Injected

Prior

TEOBResumS

TaylorF2

IMRPhenomPv2

1.0 1.5 2.0 2.5

q

0

200

400

600

800

1000

1200

Λ̃
Injected

Prior

TEOBResumS

TaylorF2

IMRPhenomPv2

0 1 2 3 4 5

α [rad]

−1.0

−0.5

0.0

0.5

1.0

1.5

δ
[r

ad
]

FIG. 7. Posterior distributions for {q, Λ̃} and {α, δ} recovered from the injection studies performed on an inspiralling BNS
signal with two inteferometers (H1+L1) at design sensitivities with network SNR of 20. The artificial signal has been generated
with TEOBResumS model and the injected parameters are marked with black lines and squares. The recovery has been performed
with three different approximants analysing frequency range from 20 Hz to 1 kHz. The degeneracy in the sky location can be
removed introducing a third detector [189] and it is due to the correlations between longitudinal and latitudinal angles that
concur in the estimation of times of arrival in the different interferometers.
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FIG. 8. Marginalized posterior distributions for {f2, Λ̃, Rmax} recovered in the BNS postmerger injection survey using a
five-detector-network H1+L1+V1+K1+ET at design sensitivities varying the luminosity distance and locating the source in the
position of maximum sensitivity for ET. The injected signals have been generated with NRPM template and recovered with the
same model.

For our CI test, we inject 100 BBH signals employ-
ing the prior distribution used for the parameters of
GW150914 (see Sec. VII A), that includes 9 parameters.
The signals are generated using MLGW waveform template
and injected in the two LIGO detectors, H1 and L1, at
design sensitivity using segments of duration 8 s. The
analyzed frequency range goes from 20 Hz to 1 kHz. We
use the nested sampling provided by dynesty with 1024

live points and tolerance equal to 0.1. The likelihood
function is marginalized over reference phase and time
shift. Figure 10 shows the recovered fractions of events
found within an increasing confidence level. The frac-
tion of event is expected to be uniformly distributed if
the prior distributions is a good approximation of the
underlying injected population distributions.

For each parameter, we compute the p-value of
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for test described in Sec. VI 4, for which a set of 100 BBH
injections was used. For every parameter, the label shows the
p-value of the KS test. The recovered p-values are uniformly
distributed with a p-value of 58%.

Kolmogorov-Smirnov (KS) test, quantifying the consis-
tency with uniformly distributed events. The results are
shown between round brackets in Figure 10. From these
results, we estimate the combined p-values quantifying
the probability that the individual p-values are extracted
from a uniform distribution. We estimate an overall p-

value of 58%, according with analogous computations
performed with a set of 9 random uniformly-distributed
samples. Furthermore, we compute the Jensen-Shannon
(JS) divergence between the distribution of fraction of
events with respect to a uniform distribution. The re-
sults lie around 2×10−3 for all the parameters, in agree-
ment with analogous estimations performed on a set of
100 uniformly-distributed random samples. These results
confirm that the pipeline is well-calibrated.

VII. LIGO-VIRGO TRANSIENTS

In this section, we apply the bajes pipeline to the
GW transients [1] observed by the LIGO-Virgo interfer-
ometers [27, 28, 105]. For all the analyses, the data are
extracted from the GWOSC archive [47, 79, 80] with a
sampling rate of 4096 Hz resorting to the gwpy facili-
ties. The analyzed strains are centered around the nom-
inal GPS time. Subsequently, the strains are windowed
and transformed in the Fourier space, using the tools de-
scribed in Sec. IV. PSD curves and calibration uncertain-
ties are taken from the official LIGO-Virgo data release
of GWTC-1 [1, 195, 196]. We use the nested sampling
implemented in dynesty, employing 2048 live points with
a tolerance equal to 0.1. With these settings, we collect
∼5× 104 samples from each PE analysis. The measured
quantities reported in the text correspond to the median
values and to the 90% credible regions, except when ex-
plicitly mentioned.

We note that the prior assumptions employed in bajes
slightly differs from the ones of the official LIGO-Virgo
analysis. In the latter, the sampling is performed impos-
ing additional bounds in the mass components [12, 15, 73,
197]; while, in bajes, the samples are extracted from the
entire square defined by the {M, q} bounds. Moreover,
the strains analyzed by the bajes pipeline are slightly
shifted in time with respect the official LIGO-Virgo seg-
ments due to different reference conventions.

A. GW150914

In this section, we discuss the results obtained from the
analysis of the first GW transient observed by the LIGO
interferometers, GW150914 [73, 183, 198, 199]. For all
the discussed cases, the analyzed strains correspond to
the GWTC-1 release [1] of LIGO-Hanford and LIGO-
Livingston data centered around GPS time 1126259462
with a sampling rate of 4096 Hz and a duration of 8 s. We
set the lower cutoff-frequency to 20 Hz and the highest
frequency to 1 kHz. The employed prior is isotropic in
spin components and volumetric in luminosity distance,
and it spans the ranges M ∈ [12, 45] M�, q ∈ [1, 8],
χ1,2 ∈ [0, 0.99] and DL ∈ [100, 5000] Mpc. We include 8
spectral nodes for the calibrations of the analyzed strains.

We discuss first the PE analysis employing TEOBResumS
model with aligned spins, including all high-order modes
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FIG. 11. Waveform template reconstructed from the analy-
sis of GW150914 wit TEOBResumS compared with the LIGO-
Hanford (top panel) and LIGO-Livingston (bottom panel)
data. The black lines are the whitened strains recorded by
the LIGO inteferometers, where we applied a band-pass filter
in the frequency window [20 Hz, 480 Hz] only for visualization
purposes. The colored lines are the median recovered tem-
plate projected on the respective detector (orange for LIGO-
Hanford and green for LIGO-Livingston) and the shadowed
areas represents the 90% credible regions. The estimated net-
work SNR of the signal corresponds to 22.

up to ` = 5 with m = ±`, i.e. (2,±2), (3,±3), (4,±4),
(5,±5). Figure 11 shows the recovered waveform tem-
plate compared with the whitened strains recorded by
the LIGO interferometers, and Figure 12 shows the re-
covered posterior distribution. We estimated a network
SNR of 23. The results are consistent with similar stud-
ies performed with the same approximant [139, 146], re-
covering the signal of a non-spinning equal-mass BBH
merger with M = 31.57+0.82

−0.70 M�. The inference of the
extrinsic parameters shows a source located at a lumi-
nosity distance of ∼490 Mpc and the area covered by
the 90% isoprobability level of the sky location posterior
distributions corresponds to ∼670 deg2. The estimated
Bayes’ factor corresponds to logBS

N = 267.8± 0.2, where
the uncertainty is given by the standard deviation.

We repeat the PE analysis with IMRPhenomPv2 tem-
plate employing precessing spin components. In Fig-
ure 13, the marginalized posterior distribution of the re-
covered masses is compared with the official LIGO-Virgo
posterior samples release with GWTC-1 [1] performed
the LALInference routines [7, 26] using the same wave-
form approximant. The two analyses are consistent with
each other, recovering a BBH signal with chirp mass

M = 31.00+1.52
−1.49 M� and mass ratio well constrained

around the equal mass case, q = 1.18+0.36
−0.17. The infer-

ence of the effective spin parameter is consistent with
zero and the posterior distribution of the spin compo-
nents does not show evidence of precession, according to
Ref. [183, 197, 198]. Also the extrinsic parameters show
an overall good agreement with previous estimations per-
formed with the same approximant, locating the source
at a luminosity distance of DL = 458+123

−169 Mpc with a

posterior sky-location area of ∼640 deg2 at the 90% cred-
ible level.

The main difference between the TEOBResumS poste-
rior and IMRPhenomPv2 one is the uncertainty on the
mass ratio parameter, for which TEOBResumS admits a
largest value of 1.28 at the 90% credible region, while
the IMRPhenomPv2 posterior reaches 1.94 with the same
confidence. However, this disagreement is mainly due
to the different spin assumptions employed for the two
analyses [183, 197]. Moreover, the posterior distribution
recovered with IMRPhenomPv2 shows slightly smaller M
and larger DL compared with the TEOBResumS inference,
as shown also in Ref. [139].

Finally, we verify the compatibility of the recovered
posterior distribution against of existing GW pipelines.
In particular, we employ the bilby pipeline [31, 72,
194] in order to estimate the posterior distributions of
GW150914, using the same prior assumptions and set-
tings discussed above. We observe that GW150914 is
a suitable candidate to test the statistical significance
of the results and the agreement between the pipelines:
due to the loudness of this event (corresponding to an
SNR > 20), the overall impact of statistical noise fluc-
tuations on the recovered posterior distribution is ex-
pected to be less determinant compared with the other
BBH mergers presented in GWTC-1 [1]. Figure 14 shows
the probability-probability (PP) plot of the marginalized
posterior distributions recovered for every parameter. A
PP plot compares the cumulative distributions estimated
with two methods, plotting one against the other. Then,
if two probability distributions are identical, the associ-
ated PP plot is represented by a bisector line. In our case,
the results coming from the two pipelines are largely con-
sistent between each other, with observed deviation fully
consistent with statistical fluctuations. This fact is con-
firmed by the p-values computed between the marginal-
ized distributions of each parameter: the values are com-
parable to or larger than 0.4 except for ϑ2 and DL pa-
rameters, for which we respectively get p-values of 0.15
and 0.11. Furthermore, the legend in Figure 14 shows
the square root of the JS divergence of the marginalized
posterior distributions for the employed parameters: the
largest recovered value corresponds to 5.2× 10−4 bit for
the tilt angle ϑ2.
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FIG. 12. Posterior distributions for the intrinsic (left) and extrinsic (right) parameters of GW150914 estimated with bajes

pipeline employing TEOBResumS waveform model with aligned spin components. All higher-order modes up to ` = 5 (with
m = ±`) have been used to generate the waveform models. The chirp mass is expressed in Solar masses M�, the luminosity
distance is expressed in megaparsec Mpc, while the angles {ι, α, δ} are in radiants. We report the median value and the 90%
credible regions for each parameter and the contours represent the 50% and the 90% credible regions.

B. GW170817

We analyze the LIGO-Virgo data corresponding to
GW170817 [12, 15, 185, 200], the first GW signal ob-
served from a BNS merger. The employed data corre-
spond to the GWTC-1 release [1] of LIGO-Virgo data
centered around GPS time 1187008857 with a sampling
rate of 4096 Hz and a duration of 128 s analyzing the fre-
quency range from 20 Hz to 2 kHz. The employed prior is
isotropic in spin components and volumetric in luminos-
ity distance, and it spans the rangesM∈ [1.18, 1.21] M�,
q ∈ [1, 8], χ1,2 ∈ [0, 0.89], Λ1,2 ∈ [0, 5000] and DL ∈
[5, 75] Mpc. We include 4 spectral nodes for the calibra-
tions of the analyzed segments.

Figure 15 shows the posterior distributions for the
parameters recovered employing TEOBResumSPA approx-
imant (with ` = 2 and |m| = `) with aligned spins.
The recovered detector-frame chirp mass corresponds to
M = 1.1977+0.0002

−0.0002 M� and the mass ratio lies around

the equal mass case, q = 1.56+0.38
−0.27. The spin compo-

nents do not show evidence of spin contributions, consis-
tently with Ref. [185], with an estimated effective spin of
χeff = 0.04+0.06

−0.03. The primary tidal parameter Λ1 is con-
strained to be . 950 at the 90% confidence level, while
the secondary component Λ2 is more broadly distributed
over the prior. The recovered tidal parameter poste-
rior estimates a value of Λ̃ = 607+477

−356, in rough agree-
ment with previous estimations obtained from EOB mod-

els [1, 149]. The asymmetric tidal parameter δΛ̃ shows
a posterior distribution centered around non-zero values,
δΛ̃ = 92+200

−258; however, the hypothesis δΛ̃ = 0 is confi-
dently included in the posterior support, corresponding
to the 27th percentile. Moreover, the measured Λ̃ is over-
all consistent with independent estimations coming from
the analysis of the EM counterpart AT2017gfo [25, 155].
Regarding the extrinsic parameters, we recovered a lumi-
nosity distance of DL = 36.7+6.2

−8.0 Mpc and a sky location

at {α = 3.42+0.02
−0.02 rad, δ = −0.36+0.04

−0.04 rad}. The estima-
tion of the extrinsic parameters is generally consistent
with previous estimations [1, 149, 185].

Furthermore, the analysis of GW170817 is repeated
with a TaylorF2 waveform template that includes for
the first time 5.5PN point-mass corrections [125] and
7.5PN tidal contributions [126, 127]. This analysis is per-
formed using the same prior assumptions described above
and the posterior distribution for the intrinsic parame-
ters is shown in Figure 16. The mass parameters recover
the values M = 1.1976+0.0003

−0.0002 M� and q = 1.42+0.79
−0.36,

while the effective spin χeff = 0.02+0.07
−0.04. The estimated

luminosity distance of DL = 37.1+10.3
−12.1 Mpc. The in-

ference of the tidal components roughly coincides with
the estimations coming from the analogous analysis with
PN templates [1, 185]. The primary tidal component
is constrained below Λ1 < 730 at 90% credible region,
while the secondary is more broadly distributed over the
prior. The reduced tidal parameter is measured to be
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FIG. 13. Posterior distributions of the detector-frame mass
components {m1,m2} recovered in analysis of GW150914
with IMRPhenomPv2 (blue line). The results are compared
with the official LIGO-Virgo posterior samples released with
GWTC-1 [1] (yellow line) computed using the LALInference

routines [7, 26]. The central panel shows the 50% and the
90% credible regions.

Λ̃ = 404+701
−246 and the asymmetric tidal term δΛ̃ is well

constrained around zero with an uncertainty of ∼150 at
the 90% confidence level The median values of the sky
location angles coincide with the estimation performed
with TEOBResumSPA.

The GW170817 PE studies are repeated with
IMRPhenomPv2 NRTidal template employing precessing
spin components with high-spins prior (χmax = 0.89)
and low-spins prior (χmax = 0.05), in order to compare
our results with the official LIGO-Virgo posterior samples
presented in Ref. [185]. The recovered posterior distribu-
tions for the mass parameters for the low-spin case show
a chirp mass of 1.1975+0.0002

−0.0002 M� and the mass ratio is
constrained below 1.46 at the 90% credible region. Re-
garding the high-spin prior analysis, we recovered a chirp
mass of 1.1976+0.0002

−0.0002 M� and the mass ratio favors more

asymmetric values, q = 1.49+0.35
−0.32. Focusing on the tidal

parameters, Figure 18 shows the comparison of the pos-
terior distribution in the {Λ̃, δΛ̃} plane: the marginalized
distributions and the 90% credible regions coming from
bajes are largely consistent with the official LIGO-Virgo
samples, with estimated JS divergences below 10−4.

Finally, Figure 17 shows the recovered reduced tidal
parameters Λ̃, where the posterior distributions have
been reweighted to uniform prior distribution. The figure
includes the results computed employing the same wave-
form models and using a smaller upper cutoff-frequency
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FIG. 14. PP plot for the marginalized posterior distribu-
tions of GW150914 parameters. On the x-axis, the cumulative
posterior probabilities estimated with the bilby pipeline and
on the y-axis the same quantities computed with the bajes

pipeline. Different colors refer to different parameters and
the legend shows also the square root of the JensenShannon
divergence.

fmax = 1 kHz. The main differences between the analy-
ses with different fmax lie in the results of the tidal sector.
Overall the recovered tidal parameters with fmax = 2 kHz
appear more constrained with respect to the cases with
fmax = 1 kHz. This behavior is expected considering
that the tidal information is gathered in high-frequency
regimes [127, 188]. On the other hand, the choice of
fmax = 2 kHz enlarges multimodal and asymmetric be-
haviors in the posterior distribution of the reduced tidal
parameter and systematic effects appear to be more rel-
evant between different template families, as well known
from previous studies [188, 201, 202]. The differences

in the Λ̃ parameters can be led back to the modeling
choices of the employed approximants [see 1, 125, 185].
The results estimated with TEOBResumSPA at 1 kHz show
a posterior distribution slightly shifted toward lower val-
ues with respect to the analysis at 2 kHz, consistently
with what has been observed in the BNS injection study
(Sec. VI 2). The posterior distributions for EOB and PN
approximants show a good agreement with fmax = 1 kHz.

C. EOB catalog

As full scale application, we reproduce the analyses of
the BBH mergers published in GWTC-1 [1] employing
the bajes pipeline and the time-domain EOB waveform
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FIG. 15. Posterior distributions for the intrinsic (left) and extrinsic (right) parameters of GW170817 estimated with bajes

pipeline employing TEOBResumSPA waveform model with aligned spin components. The chirp mass is expressed in Solar masses
M�, the luminosity distance is expressed in megaparsec Mpc, while the angles {ι, α, δ} are in radiants. We report the median
value and the 90% credible levels for each parameter and the contours represent the 50% and the 90% credible regions.

TABLE IV. Prior and posterior information for the analyses of the BBH events of GWTC-1 with TEOBResumS. The GPS time
refers to the central value of the time axis. For all studies, we assume aligned spins with isotropic prior. The inferred values
refer to the medians of the marginalized posterior distributions and the uncertainties are 90% credible regions, except for the
log-Bayes’ factors logBS

N, for which we report the standard deviations.

Data Information Prior bounds Inferred values

Event GPS time Duration M q χ1,2 DL M q χ1,z χ2,z χeff DL logBS
N

[s] [s] [M�] [Mpc] [M�] [Mpc]

GW150914 1126259462 8 [12, 45] [1, 8] [0, 0.99] [100, 5000] 31.9+1.1
−1.5 1.20+0.29

−0.17 0.07+0.39
−0.28 0.00+0.40

−0.42 0.05+0.10
−0.13 471+167

−231 267.1+0.2
−0.2

GW151012 1128678900 16 [12, 45] [1, 8] [0, 0.99] [100, 5000] 18.3+1.8
−1.0 1.86+2.86

−0.76 0.05+0.33
−0.28 0.11+0.53

−0.48 0.09+0.22
−0.17 1039+627

−626 16.0+0.2
−0.2

GW151226 1135136350 16 [6.5, 15] [1, 8] [0, 0.99] [50, 5000] 9.71+0.07
−0.07 2.04+1.59

−0.93 0.38+0.23
−0.24 0.16+0.58

−0.47 −0.05+0.45
−0.61 490+222

−240 36.4+0.2
−0.2

GW170104 1167559936 16 [12, 45] [1, 8] [0, 0.99] [100, 5000] 25.6+1.8
−2.1 1.56+0.86

−0.46 0.00+0.29
−0.32 −0.04+0.40

−0.40 −0.03+0.21
−0.25 1069+423

−446 58.4+0.2
−0.2

GW170608 1180922494 16 [5, 10] [1, 8] [0, 0.99] [50, 5000] 8.49+0.05
−0.04 1.48+1.22

−0.42 0.06+0.30
−0.28 0.03+0.58

−0.39 0.06+0.27
−0.09 298+146

−128 80.3+0.2
−0.2

GW170729 1187529256 4 [25, 175] [1, 8] [0, 0.99] [100, 7000] 51.4+9.1
−9.6 1.84+0.95

−0.77 0.47+0.39
−0.48 −0.05+0.83

−0.36 0.30+0.28
−0.28 2495+1600

−1300 27.1+0.2
−0.2

GW170809 1185389807 16 [12, 45] [1, 8] [0, 0.99] [100, 5000] 30.3+2.3
−2.0 1.45+0.72

−0.39 0.07+0.33
−0.27 0.17+0.58

−0.21 0.17+0.24
−0.21 999+473

−483 41.8+0.2
−0.2

GW170814 1186302519 16 [12, 45] [1, 8] [0, 0.99] [100, 5000] 26.8+1.3
−1.0 1.29+0.52

−0.26 0.07+0.39
−0.28 0.02+0.49

−0.38 0.08+0.16
−0.12 540+224

−189 99.6+0.2
−0.2

GW170818 1186741861 16 [12, 45] [1, 8] [0, 0.99] [100, 5000] 31.8+3.4
−2.9 1.48+0.96

−0.43 −0.08+0.27
−0.35 0.00+0.45

−036 −0.06+0.33
−0.27 1190+594

−438 29.7+0.2
−0.2

GW170823 1187058327 4 [25, 175] [1, 8] [0, 0.99] [100, 7000] 37.4+5.5
−5.1 1.57+0.94

−0.51 −0.01+0.42
−0.33 0.06+0.56

−0.55 0.03+0.30
−0.28 1690+1081

−880 39.5+0.2
−0.2

model TEOBResumS, including only the dominant (2, 2)
mode. Table IV shows the priors used for each event,
where the nominal GPS time refers to the central value of
the analyzed time axis. For all the studies, the analyzed
frequency range goes from 20 Hz to 1 kHz and we assume
aligned spin components with isotropic prior distribution
and volumetric prior for the luminosity distance. The
prior distributions for the other parameters are chosen
accordingly with Sec. V B. For these studies, we employ
8 calibration envelope nodes for each detector, the phase
φ0 is marginalized during the likelihood evaluations and

the time-shift parameter t0 is sampled from a 2 s window
centered around the nominal GPS time.

Figure 19 shows the posterior distributions marginal-
ized in the mass components and spin magnitudes planes
for all the analyzed BBH events. The mass components
are expressed in the source-frame of the binaries assum-
ing the cosmological model presented in Ref. [173]. The
detector-frame mass components mi can be estimated in
the source-frame of the binary as

msrc
i =

mi

1 + z
, i = 1, 2 , (43)
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FIG. 16. Posterior distributions for the intrinsic parame-
ters of GW170817 estimated with bajes pipeline employing
TaylorF2 (5.5PN + 7.5PN) waveform model with aligned spin
components. The chirp mass is expressed in Solar masses M�.
We report the median value and the 90% credible levels for
each parameter and the contours represent the 50% and the
90% credible regions.

where z is the cosmological redshift of the source. In
general, the recovered mass parameters show a predom-
inance of equal mass binaries with mass ratio well con-
strained below q . 3, except for the low-mass binary
GW151012, that admits values of q ' 5 at 90% credible
level. The recovered mass components are distributed be-
tween 7 M� and 70 M�, with an abundance in the range
[20 M�, 50 M�]. In terms of spin contributions, the most
interesting events are GW151226, whose posterior distri-
bution excludes the non-spinning case at 90% confidence
level, consistently with Ref. [1, 160], and GW170729,
which recovers an effective spin of χeff ≈ 0.3 and admits
values up to χ1 & 0.9. The other GW transients show
mitigated spin contributions, with χ1 . 0.5 at the 90%
credible level. Generally, the posterior distributions for
the secondary spin component χ2 are more broadly dis-
tributed and less informative than those for the primary
component χ1.

Furthermore, Fig. 20 shows the posterior distributions
of final masses M src

f (estimated in the source-frame) and
final spin magnitudes χf expected for the merger rem-
nants. The values are computed resorting to NR formu-
lae presented in Ref. [203], calibrated with aligned-spin
BBH simulations. The majority of the recovered final
spins χf lie around ∼0.67 due to the moderated spin con-
tributions of the observed mergers. Regarding the extrin-
sic parameters, Fig. 21 shows the posterior distributions
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FIG. 17. Posterior distributions for the reduced tidal param-
eter Λ̃ of GW170817 estimated using the bajes pipeline with
different waveform approximants and different upper cutoff-
frequencies. The posterior samples has been reweighted to
uniform prior distribution and the plot shows the original em-
ployed prior (gray line). Solid lines refer to the results with
fmax = 2 kHz, while dashed lines are estimated with fmax =
1 kHz. TEOBResumSPA (blue line) and TaylorF2 (yellow line)
samples are computed employing aligned spins, while precess-
ing spin components were included for IMRPhenomPv2 NRTidal

(green line).

of the sky location. The sky maps for GW170814 and
GW170818 show slightly larger bimodal behavior com-
pared with the results presented in GWTC-1 [1]. On
the other hand, the 90% credible region for GW170104
appears to be more constrained. Note that the aligned-
spin assumption affects the overall SNR and, then, the
recovered posterior distributions [204, 205]. The mea-
surements for the sky locations of the other events do
not show considerable deviations from the GWTC-1 es-
timations [1]. Fig. 22 shows the correlations of the the
luminosity distance DL with the inclination angle ι and
with the total mass M = m1 + m2 (estimated in the
detector frame). The luminosity distances are in agree-
ment with the GWTC-1 estimations, while the inclina-
tion angles show slightly wider posterior supports due
to the degeneracy introduced with the aligned-spins as-
sumption [206].

For the GW150914 case, we can compare the analysis
with higher-order modes (presented in Sec. VII A) with
the results estimated using only dominant mode. First
of all, the results with ` ≥ 5 show narrower uncertain-
ties, consistently with the inclusion of a larger amount of
physical information [10, 207, 208]. On the other hand,
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The analyses are performed with IMRPhenomPv2 NRTidal waveform approximant. The left panel shows the results with low-spin
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studies, the JS divergences correspond to 8.3× 10−5 bit and 4.7× 10−5 bit respectively for Λ̃ and δΛ̃.

the estimated Bayes’ factors do not show strong evidence
in favor or against the inclusion of higher-order modes, as
expected for this kind of source; higher-order modes are
expected to be more relevant for large mass ratios and
edge-off binaries [209, 210]. Overall, the median values
of the recovered parameters are consistent between each
other except for the mass ratio, that appears to be more
constrained around q = 1 including higher-modes.

In conclusion, we shown that TEOBResumS can be ef-
fectively applied to BBH signals, obtaining robust and
consistent results [139]. The main limitation of the pre-
sented results comes from the aligned-spins assumption,
that introduces degeneracy with other parameters and
induces biases in population inferences [211–213]. We
are planning to extend the presented catalog including
precessing spin terms [147] and verifying the importance
of eccentric contributions [116]. In terms of computa-
tional cost, TEOBResumS shows an overall good behavior,
performing the analysis of a typical BBH (with length of
8 s) in ∼14 hours on 32 CPUs.

VIII. CONCLUSION

In this paper we presented bajes, a parallel,
lightweight infrastructure for Bayesian inference, whose
main application is the data analysis of gravitational-

wave and multimessenger transients. bajes is imple-
mented in Python and comes with a versatile framework
for Bayesian inference and different state-of-art samplers.
Furthermore, it provides methods for the analysis of GW
and EM transients emitted by compact binary coales-
cences. We benchmarked bajes by means of injection-
recovery experiments with BBH merger, BNS inspiral-
merger and postmerger signals. The injection studies and
statistical tests show that the bajes pipeline is well cali-
brated and it provides robust results, within the expected
statistical fluctuations.

The injections of BNS postmerger signals also offered
the first detectability study with a five-detectors-network
including LIGO, Virgo, KAGRA and third-generation
ET [114, 115]. We find BNS postmerger signal will
be detectable for optimally oriented sources located at
.80 Mpc. This result is largely merit of the ET sen-
sitivity [114, 115], that contribute to 90% of the SNR.
According with recent population studies [11] and using
the distance threshold estimated from our survey with
third-generation network (∼80 Mpc), the detection rate
of these sources is expected to be 0.5−2 events per year.
As discussed in Sec. VI 3, the detection of such a tran-
sient, combined with the knowledge of EOS-insensitive
relations, can reveal essential properties of the nuclear
matter at high densities, improving significantly the EOS
constraints [118].
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FIG. 20. Marginalized posterior distribution for the final
masses and spins {M src

f , χf} for the remnants of the BBH
mergers presented in GWTC-1 [1]. The analyses are per-
formed using the bajes pipeline and TEOBResumS waveform
approximant. The values have been computed from the pos-
terior samples employing NR formulae presented in Ref. [203].
The final masses are expressed in the source-frame of the bi-
nary. The contours refer to the 90% credible regions.

We demonstrated the reliability of bajes in analyz-
ing the observational data recorded by the LIGO-Virgo
interferometers [1, 47]. The posterior distributions for
the parameters of GW transients computed with the

bajes are in agreement with the results from other GW
pipelines [7, 30]. The direct comparison of the bajes
results on GW150914 with the ones obtained with the
bilby [31, 72, 194] pipeline shows a maximum JS di-
vergence of 5.2×10−4 bit for the tilt angle ϑ2 and the
marginalized posterior distributions are largely consis-
tent between each other. Furthermore, the analyses of
GW150914 with TEOBResumS approximant slightly em-
phasize the relevance of higher-order modes for improv-
ing the accuracy of the binary properties estimations.

We performed PE studies on GW170817 using
TEOBResumSPA, IMRPhenomPv2 NRTidal and, for the
fitrst time, TaylorF2 including 5.5PN point-mass con-
tributions and 7.5PN tidal terms. The novel analysis
with the extended PN model shows a good agreement
with previous estimations performed with the same tem-
plate family [1, 185]. Using IMRPhenomPv2 NRTidal tem-
plate, we found full consistency with previous results
and the official LIGO-Virgo posterior samples [1, 185].
Posterior distributions for the reduced tidal parameter
Λ̃ recovered with upper cutoff-frequency fmax = 2 kHz
show larger systematic biases between different wave-
form templates compared with the 1 kHz analyses. How-
ever, using a larger fmax, it is possible to take into ac-
count a larger amount of tidal information that leads
to more constrained measurements. The tidal parame-
ter Λ̃ estimated with TEOBResumSPA has slightly larger
values compared with the measure of TaylorF2 and
IMRPhenomPv2 NRTidal with fmax = 2 kHz. The results
of EOB and PN models are in overall good agreement
if fmax = 1 kHz is employed and also with independent
analysis of AT2017gfo [25]. We note that parallelization
methods are key for the PE of BNS signals associated to
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refer to the 90% credible regions.

long data segments &100 s. The bajes runs discussed in
Sec. VII B were efficiently performed on 128 CPUs with
total execution-time of ∼1 day.

Future work will present the validation and the appli-
cation of bajes to multimessenger analyses, including
EM counterparts like kilonovae and γ-ray burst [e.g.
25, 214]. Moreover, we are implementing reduced-order-
quadrature [215–217] and the relative-binning [201, 218]
in order to speedup the likelihood evaluations in the
GW studies. Inferences on the properties of neutron
star matter will be supported with the inclusion of a
parametrized EOS sampling method [219, 220]. More-
over, future bajes releases will include an extended set
of nested samplers, in particular algorithms based on
machine learning [e.g. 221] and efficiently parallelizable
routines [e.g. 222].

bajes is publicly available at

https://github.com/matteobreschi/bajes

and contributions from the community are welcome. The
posterior samples presented in Sec. VII C and the configu-
ration files to reproduce the runs are available on Zenodo
[223].
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FIG. 22. Marginalized posterior distribution for inclination angle and luminosity distance {ι,DL} (left) and for luminosity
distance and total mass {DL,M} (right) for the BBH mergers presented in GWTC-1 [1]. The analyses are performed using
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Appendix A: MCMC and PTMCMC

A generic Markov-chain Monte Carlo (MCMC) algo-
rithm explores the parameter space moving forward re-
gion with increasing value of the probability and returns
a set of independent samples representative of the tar-
get probability density. The MCMC samplers imple-
mented in bajes is based on emcee [63]: this routine
represents a simple and complete implementation of a
Metropolis-Hastings sampling that takes advantage of
parallel chains.

The MCMC algorithm can be summarized as follows.
An arbitrary number of chains, say nchain, are initialized
with as many random prior sample. For each chain, the
last stored sample is evolved and a new sample θ∗ is
proposed according to predefined proposal methods (see
App. C). The new sample θ∗ is accepted with probability

min

[
1,
p(θ∗|d, H)

p(θi|d, H)

q(θi|θ∗)
q(θ∗|θi)

]
, (A1)

where θi is the last sample of the chain and q(θi|θj)
is the proposal density function computed between θi
and θj . This procedure is iterated for every chain of
the ensemble and samples are collected during the explo-
ration. Note that, according with prescription Eq. (A1),
the probability of the proposed sample is not required to
be strictly greater than that of the current sample. The
initial exploration is called burn-in, in which the chains
randomly explores the surrounding prior volume. The
algorithm spends these iterations in order to localize the
maximum-probability region. After a certain amount of
iterations, depending on the complexity of the param-
eter space, the chains can converge and the actual col-
lection of posterior samples starts. Subsequently, when

the algorithm reaches the stopping condition, the burn-
in portion is removed, the samples from different chains
are joined together, the autocorrelation length (ACL) is
computed in order to estimate the effective number of in-
dependent posterior samples, and the final set of samples
is extracted from the joined set according with the value
of ACL. The stopping criterion implemented in bajes
for the MCMC algorithms is defined by the requested
number of output samples nout,

(i− nburn) nchain

ACL
≥ nout , (A2)

where i is the current iteration, nchain is the total number
of chains, nburn is the number of iterations required for
burn-in and ACL is computed on the set of post-burn-in
samples 5.

The MCMC algorithm disposes of a light-weighted set-
tings and it is a fast and versatile algorithm. However,
when the parameter space becomes large or the distribu-
tions have multimodalities, this method could have many
issues; such as insufficient and inaccurate exploration of
the parameter space, some chains could get trapped in a
local minima or the ensemble might not be able to reach
convergence. These issues can be mitigated resorting to
a large number of parallel chains or to specific proposal
methods (see App. C). Moreover, given a set of posterior
samples, it is possible to estimate the evidence using the

5 We are planning to modify the current MCMC stopping condi-
tion implementing the Gelman-Rubin diagnostic test [224, 225].
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approximation

p(d|H) ≈ 1

nsamples

nsamples∑

i=1

p(θi|d, H) , (A3)

where the index i = 1, . . . , nsamples runs over the poste-
rior samples. However, in general, Eq. (A3) is unable to
perform accurate estimations of the evidence, since the
MCMC algorithm is not designed to minutely inspect all
the parameter space.

On the other hand, the parallel tempering MCMC
(PTMCMC) [226–228] performs improved exploration of
the parameter space and it provides a more accurate
estimations of the evidence integral compared to stan-
dard MCMC techniques. The PTMCMC sampler im-
plemented in bajes is inspired by ptemcee [65]. The
PTMCMC introduces an inverse temperature coefficient
β = 1/T ∈ [0, 1] in the computation of posterior distri-
bution, such that

pβ(θ|d, H) ∝
[
p(d|θ, H)

]β
p(θ|H) . (A4)

The set of all chains is grouped in equally-populated
sub-ensembles and a different value of β is associated
to each tempered ensembles. The default β ladder is
geometrically-spaced in the range [0, 1]. The algorithm
proceeds as the usual MCMC for every chain using the
tempered posterior distribution Eq. (A4). For T = 1, the
tempered posterior is identical to the original one and
low-temperature chains will move toward regions with
large likelihood values focusing on the estimation of the
volume of the bulge. However, the contribution of the
likelihood function is mitigated by increasing values of T ,
up to the limit T →∞, where the posterior is identically
equal to the prior. Then, high-temperature chains will
be able to freely explore the majority the prior support,
inspecting the tails of the targeted posterior distribution
and providing a good coverage of the entire prior volume.
Furthermore, the algorithm proposes swaps between con-
secutive pairs of chains, received with acceptance

min

[
1,

(
p(d|θi, H)

p(d|θj , H)

)βj−βi
]
, (A5)

where θi and βi are respectively the last sample and the
inverse temperature of the i-th chain, and analogously for
j. If the swap is accepted the position of the two samples
are exchanged in the different selected chains. This pro-
cedure allows the information of the high-temperature
chains to propagate to the low-temperature ones and
viceversa, improving the correlation between the sam-
ples. Another key feature of parallel tempering is that
it satisfies the detailed balance condition [229], required
for convergence of the MCMC chains.

Finally, the stopping criterion Eq. (A2) is estimated
for the untempered chains; when it is satisfied, the sam-
pler stops and reproduces the posterior samples using
only the chains of the T = 1 sub-ensemble. Furthermore,

using the auxiliary coefficient β and thermodynamic in-
tegration [230, 231], it is possible to write the evidence
as

log p(d|H) =

∫ 1

0

Eβ
[

log p(d|θ, H)
]

dβ . (A6)

where the expectation value is estimated using the tem-
pered posterior, i.e.

Eβ [f(θ)] =

∫

Θ

f(θ)
[
p(d|θ, H)

]β
p(θ|H) dθ . (A7)

Eq. (A6) can be estimated through numerical integra-
tion. The terms Eβ [log p(d|θ, H)] are estimated over the
initial β ladder applying Eq. (A3) to the tempered poste-
rior samples and the integral is approximated using the
trapezoidal rule. The PTMCMC represents an improved
version of a standard MCMC technique, that aims to pro-
vide much accurate estimations of the evidence. How-
ever, the accuracy of the estimation Eq. (A6) strongly
depends on the number of employed temperatures: in
complex situations, the total number of chains needed
to accurately estimate the evidence could overcome the
number of available processes, affecting the efficiency of
the sampler [232].

Appendix B: Nested sampling

The nested sampling [50, 56] is a finely-designed
Bayesian technique designed to accurately estimate the
evidence integral and, nevertheless, it provides a set of
posterior samples as final product of the algorithm. The
strength of this technique is the capability to succeed
even in cases of high-dimensional parameter space or mul-
timodal distributions. Nested sampling computes the ev-
idence identifying nested isoprobability contours and es-
timating the amount of prior volume enclosed by each
level. The main advantage of this technique is the reduc-
tion of the multidimensional integral Eq. (2) to a one-
dimensional problem [233, 234], introducing the variable

X(λ) =

∫

p(d|θ,H)>λ

p(θ|H) dθ . (B1)

The quantity X(λ) is usually labeled as prior mass and
it is the cumulative prior volume covering all likelihood
values greater than λ. The prior mass takes values in the
range [0, 1], where X = 1 corresponds to the entire prior
volume. Then, we can rewrite the likelihood as function
of the prior mass, i.e. p(d|X(λ), H) = λ, from which
follows,

p(d|H) =

∫ 1

0

p(d|X,H) dX . (B2)

Eq. (B2) has a further advantage: by definition, the like-
lihood p(d|X,H) is a monotonic decreasing function of
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X. Then, for X → 0, the likelihood tends to its maxi-
mum value. Accomplishing the transformation θ → X
involves dividing the unit prior mass range into small bins
and sorting them by likelihood.

A standard nested sampling routine requires an input
number of live points nlive and a real positive number
ζ representing the final tolerance of the computation.
The live points are samples of the parameter space that
are evolved during the routine: starting from a set of
nlive initial samples (usually extracted from the prior dis-
tribution), the live point with lowest likelihood value,
say θi, is discarded and replaced with a new point θ∗

extracted from the prior distribution that satisfies the
relation p(d|θ∗, H) > p(d|θi, H). The new point θ∗

is usually proposed using internal MCMC routines (see
App. C). The procedure is repeated taking the lowest-
likelihood live point at every iteration, such that the algo-
rithm starts inspecting the entire prior volume (X0 = 1),
and it moves toward lower value of the prior mass,

0 < Xi < · · · < X2 < X1 < X0 = 1 , (B3)

up to the the most likely value(s), where the majority
of the likelihood volume is located. At the n-th itera-
tion, the evidence is approximated from Eq. (B2) using
trapezoidal rule,

pn(d|H) ≈ 1

2

n∑

i=1

(Xi−1 −Xi+1) p(d|θi, H) , (B4)

where Xi is estimated with the expectation value [234],

E[Xi] = e−i/nlive . (B5)

From Eq. (B5), we can deduce that the average volume
occupied by a live point corresponds to the nlive-th part
of the current prior mass. Then, increasing nlive, the
sampling will perform a finer grained inspections of the
prior volume. In the nested sampling context, the i-th
extracted sample is taken as representative element of
the respective isoprobability level of likelihood and, since
the algorithm accepts strictly increasing likelihood val-
ues, it ensures that each level is nested in the previous
one. Then, the overall evidence is computed summing
all the likelihood contributions from each nested level
weighted on the expected difference in prior mass, ac-
cording with Eq. (B5). The specific stopping condition
depends on the requested sampler. In general, if the algo-
rithm converged to the global maximum-likelihood value,
at the n-th iteration the evidence is expected to vary at
most of

∆n = max
i≤n

[
p(d|θi, H)

]
·Xn , (B6)

where maxi≤n[p(d|θi, H)] is the maximum likelihood dis-
covered up to the n-th iteration. Then, the general stop-
ping criterion requires that the estimated evidence is not
expected to change more than a factor eζ , i.e.

ζ ≥ log

(
1 +

∆n

pn(d|H)

)
. (B7)

When the stopping condition is satisfied, the sampler
stops and it includes the contributions of the remaining
live points to the overall evidence. Then, the posterior
distribution can be reconstructed by the chain of col-
lected samples, weighting each point according with its
probability distribution,

p(θk|d, H) ≈ (Xk−1 −Xk+1)

2

p(d|θk, H)

p(d|H)
, (B8)

where the index k runs over the extracted samples [235].
The nested sampling routine offers a much better archi-

tecture for evidence estimation than MCMC techniques.
In general, the estimated log-evidence carries a statisti-
cal uncertainty inversely proportional to nlive due to the
marginalization over the prior mass; while, numerical er-
rors are dominated by the use of point estimates and by
the length of the MCMC sub-chains nMCMC used to pro-
pose new samples, as shown in Ref. [6]. This inefficiency
can be suppressed estimating the ACL of the MCMC
sub-chains and proposing a new sample independent of
the previous one. Note that also the estimation of the
posterior samples Eq. (B8) is affected by statistical and
numerical uncertainty [71].

The cpnest [86] software represents an exemplary im-
plementation of a standard nested sampling: the code is
designed to be nicely interfaced with user-defined models
and its sampling methods can be easily customized. On
the other hand, dynesty [87] takes advantage of flexible
bounding methods [236, 237], that aim to define isoprob-
ability contours in order to exclude least likely regions
of the parameter space improving the robustness of the
algorithm. Moreover, dynesty provides an implementa-
tion of dynamic nested sampling [238]: this technique
allocates an adaptive number of live points at each iter-
ation iteration i, i.e. nlive ≡ nlive(i). Since the change in
prior volume at a given iteration depends on the number
of live points, as shown in Eq. (B5), the possibility of
varying nlive gives the algorithm the freedom to control
the effective resolution of the sampling as a function of
prior mass, adapting it to the shape of the posterior in
real time and improving the evaluation of the posterior
density. Since the architecture of the dynamic nested
sampling differs from the standard, it requires modified
methods in order to compute the evidence and estimate
the posterior. By default, the importance of each sam-
ple for the evidence computation is proportional to the
amount of the posterior density enclosed in the prior mass
probed by that point.

Appendix C: Proposal methods

The exploration of the parameter space is defined by
proposal methods which aim to move a sample toward
a more likely position in the parameter space indepen-
dent from the previous. The efficiency of the proposals
determines the rate of acceptance of new samples and it
affects the final ACL and subsequently the efficiency of



29

the whole sampler. It follows that these tools are fun-
damental for the chains progress and a generic, broad
and varied combination of proposal methods is needed
to accurately inspect the entire parameter space. For
this reason, bajes implements an assorted combination
of proposal methods.

Before discussing the specific proposals implemented
in bajes, we observe that a generic proposal method re-
quires the introduction of a proposal distribution q, in
order to satisfy the detailed balance. A proposal distri-
bution q(θ∗|θi) quantifies the probability of proposing
θ∗ given θi. A symmetric proposal is such that the pro-
posed point is fully independent from the initial sample,
i.e. q(θ∗|θi) ∝ 1 for every (θ∗,θi). The interested reader
might look at Ref. [239, 240] for details on Markovian
process.

• Prior proposal: A new point is extracted from the
prior distribution generating a sample uniformly
distributed over an hyper-cube and projecting it
in the current parameter space according with the
prescribed prior. This method could show low ac-
ceptance on long-time scales, especially for complex
posterior distribution. However, it can improve the
exploration of the parameter space and it does not
require expensive computations.

• Stretch proposal: This method is introduced in
Ref. [241] and it make use of an auxiliary random
sample θa extracted from the history of the chains.
A new sample θ∗ is proposed from the initial posi-
tion θi according with

θ∗ = θa + ξ (θi − θa) . (C1)

where ξ is a scale factor. As pointed out in
Ref. [242], this proposal is symmetric if the proba-
bility density of scaling factor g(ξ) satisfy the con-
dition g(1/ξ) = ξ g(ξ). The bajes implementation
adopts the settings presented in Ref. [63]. In or-
der to satisfy the detailed balance, this proposal
method requires an acceptance factor,

q(θi|θ∗)
q(θ∗|θi)

= ξndim−1 , (C2)

where ndim is the number of dimensions of the
parameter space. Eq. (C2) is computed condi-
tioning of the target distribution on the trajec-
tory described by Eq. (C1). The method shows
a good adaptation to arbitrary shapes of the dis-
tributions [241] but it might become inefficient for
multimodal cases.

• Random walk proposal: This method is introduced
in Ref. [241]. The new sample θ∗ is extracted from
a multivariate normal distribution, centered in the
initial sample θi and with covariance defined us-
ing a subset of N auxiliary points randomly ex-
tracted from the history of the chains. By default,

bajes walk proposal uses N = 25. This symmetric
method is efficient with unimodal distributions and
it can improve the correlation between the samples.
However, it becomes inefficient in case of complex
posterior distribution since it is not capable to ar-
bitrarily adapt its shape.

• Replacement proposal: This method is introduced
in Ref. [241]. A subset of N auxiliary points
Θ̄ ≡ {θ̄k} is randomly chosen from the history of
the chains and it is used to identify a probability
distribution p(θ|Θ̄) from which the new samples
will be extracted. The idea is to estimate p(θ|Θ̄)
such that is it capable to approximate the target
distribution, increasing the acceptance. Moreover,
the estimation can be refined and adapted during
the exploration of the parameter space. In order to
estimate p(θ|Θ̄), the replacement proposal imple-
mented in bajes employs a Gaussian kernel density
estimation with N = 25. However, this method
does not access to unexplored regions of the pa-
rameter space, with the possibility of leading to
highly correlated chains. Furthermore, this method
is not symmetric and the proposal distribution is
described by p(θ|Θ̄).

• Differential evolution proposal: This method is in-
troduced in Ref. [243] and it aims to solve problems
due to multimodal distributions using a differen-
tial move based on the information on the explored
samples. Two auxiliary random samples {θa,b} are
extracted from the from the history of the chains
and a new sample θ∗ is proposed from θi as

θ∗ = θi + γ (θa − θb) , (C3)

where γ is a scale factor whose value is ran-
domly extracted when a new sample is proposed.
The differential evolution proposal of bajes as-
sign γ = 1 with 50% of probability in order to
to improve the mixing between different modes.
The remaining 50% ot the time, the scale fac-
tor is extracted from a normal distribution such
that γ ∼ N(0, 2.38/

√
2ndim), where ndim is the di-

mension of the parameter space. This choice has
been proved to increase the acceptance of the algo-
rithm [244, 245]. In general, differential evolution
is capable to capture linear correlations and im-
prove mixing between different modes, however it
can perform poorly in more complicated scenarios.

• Eigenvector proposal: This method computes the
covariance from history of the chains and estimates
the relative eigenvectors. Then, the new point is
proposed moving the initial sample along a ran-
dom eigenvector of the covariance with a scale pre-
scribed by the respective eigenvalue. As shown in
Ref. [7], this method can improve the efficiency
of the sampler and decrease the correlation of the
chains.
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• Ensemble slice proposal: This method has been
introduced in Ref. [246] and it represents an
ensemble-based improvement of the standard slice
proposal [247]. Let us call θi and pi respectively
the initial sample and its probability. The method
extracts a value y ∼ U(0, pi) and estimates a di-
rection in the parameter space η, resorting to the
information of the ensemble samples and using dif-
ferential and Gaussian estimations. Then, the ini-
tial sample is moved along the slide defined by the
direction η and a new point θ∗ is proposed when
the associated probability value p∗ is greater than
y. With respect to standard slice sampling [247],
this method takes advantage of adaptive scale fac-
tors refined during the evolution of the sampler that
increase the efficiency of the proposal and drasti-
cally reduce the correlation between the collected
samples. On the other hand, the ensemble slice pro-
posal requires multiple likelihood evaluations; then,
when the likelihood is computationally expensive,
it might affect the computational cost of the whole
algorithm.

• GW-targeted proposal: As discussed in Ref. [6, 7],
generic posterior distributions of GW signal param-
eters show many multimodalities and large correla-
tions between different parameters. Moreover, its
shape is usually elongated and non-regular. Then,
in order to properly and efficiently explore the pa-
rameter space, it is useful to inform the proposal
method with known structures expected in the pos-
terior distributions and it is possible to take advan-
tage of the determined analytical dependencies on
the extrinsic parameters. The GW-targeted pro-
posal implemented in bajes explores most of the
GW specific methods introduced in Ref. [6, 7]; such
as sky reflection, Gibbs sampling for the luminos-
ity distance, and specific methods to explore the
phase-polarization and the distance-inclination cor-
relations.

Appendix D: Simple example

In this section we show a simple example of Bayesian
inference performed with the samplers implemented in
bajes. We use a 3-dimensional parameter space θ =
{θ1, θ2, θ3} bounded to θi ∈ [−8,+8] for i = 1, 2, 3
with an uniformly distributed prior distribution. For the
sake of simplicity, we employ a fully-analytical likelihood
function; however, we include multimodalities and non-
regular shapes in order to test the behaviour of the sam-
plers. Introducing the auxiliary variables

r± =
√
θ2

1 + (θ2 ∓ 2)2 , ζ = θ3 −
√

1 + θ2
2 , (D1)

we define the likelihood as

p(d|θ, H) =
[
e−5(r+−2)2 + e−5(r−−2)2

]
e−5ζ2 . (D2)
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FIG. 23. Posterior distribution for the parameters {θ1, θ2, θ3}
discussed in App. D. The blue lines correspond to the results
obtained with PTMCMC sampler, while the yellow and green
lines refer respectively to cpnest and dynesty results. The
marginalized contours are the 50% and 90% credible regions.

To give an idea, the isoprobability contours described
by this function are roughly similar to the union of two
toroidal surfaces where the second is identical to the first
except for a rotation of π/2. The likelihood function in
Eq. (D2) can be numerically integrated using the quadra-
ture rule, resulting in the evidence log p(d|H) ≈ −5.5583
with an error of the order of O(10−5).

In order to infer the described model, bajes provides
an user-friendly and simple-to-use interface for generic
Bayesian inference. In order to define the prior distri-
butions, it is sufficient to write a prior configuration file
specifying the name of the parameters and the bounds.
For the case discussed above, we can write the following
prior.ini file.

Algorithm 1 prior.ini

1: [x1]

2: min=-8

3: max=+8

4:

5: [x2]

6: min=-8

7: max=+8

8:

9: [x3]

10: min=-8

11: max=+8

Then, the likelihood function can be written in an aux-
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iliary Python file defining a log like method. This
method will be imported by the bajes routine and used
to determine the log-likelihood function for each sample.
We observe that the only argument of the customized
log like method has to be a dictionary whose keywords
are specified by the prior file. This procedure easily al-
lows the user the make use of the bajes inference in-
troducing arbitrary external data or packages. Following
our example, we write the following pseudo-code.

Algorithm 2 like.py

1: from math import sqrt, exp, log

2:

3: def log like(p):

4: rp = sqrt(p[’x1’]**2 + (p[’x2’] - 2)**2)

5: rm = sqrt(p[’x1’]**2 + (p[’x2’] + 2)**2)

6: zt = p[’x3’] - sqrt(1 + p[’x2’]**2)

7: G1 = exp(-5*(rp - 2)**2)

8: G2 = exp(-5*(rm - 2)**2)

9: return log(G1 + G2) - 5*zt**2

Once the model is defined, the PE job can be submitted
with the command

python -m bajes -p prior.ini -l like.py 6.

For our exercise we employ three samplers: the PTM-
CMC, the nested sampling with cpnest and the dynamic
nested sampling with dynesty. The PTMCMC algo-
rithm estimated a log-evidence equal to −6.4±5.0, where
the reported uncertainty is the standard deviation. The
estimation agrees with the numerical result; however, its
uncertainty is of the same order of the measurement.
This reflects the inability of MCMC methods to metic-
ulously integrate the features of the targeted parame-
ter space. On the other hand, cpnest estimated a log-
evidence equal to −5.50 ± 0.09 and the dynamic nested
sampler of dynesty returned the value of −5.58 ± 0.14.
These results highlight the strength of the nested sam-
pling with respect to MCMC techniques in the evidence
evaluation. Figure 23 shows the marginalized posterior
distributions extracted from the posterior samples.
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D78, 024009 (2008), arXiv:0803.0915 [gr-qc].
[135] T. Damour, P. Jaranowski, and G. Schfer, Phys. Rev.

D91, 084024 (2015), arXiv:1502.07245 [gr-qc].
[136] D. Bini, T. Damour, and A. Geralico, Phys. Rev. Lett.

123, 231104 (2019), arXiv:1909.02375 [gr-qc].
[137] D. Bini, T. Damour, and A. Geralico, Phys. Rev. D

102, 024062 (2020), arXiv:2003.11891 [gr-qc].
[138] D. Bini, T. Damour, and A. Geralico, Phys. Rev. D

102, 024061 (2020), arXiv:2004.05407 [gr-qc].
[139] A. Nagar et al., Phys. Rev. D98, 104052 (2018),

arXiv:1806.01772 [gr-qc].
[140] T. Damour and A. Nagar, Phys.Rev. D90, 044018

(2014), arXiv:1406.6913 [gr-qc].
[141] A. Nagar, G. Riemenschneider, and G. Pratten, Phys.

Rev. D96, 084045 (2017), arXiv:1703.06814 [gr-qc].
[142] D. Bini and T. Damour, Phys.Rev. D90, 124037 (2014),

arXiv:1409.6933 [gr-qc].
[143] S. Bernuzzi, A. Nagar, T. Dietrich, and T. Damour,

Phys.Rev.Lett. 114, 161103 (2015), arXiv:1412.4553
[gr-qc].

[144] S. Akcay, S. Bernuzzi, F. Messina, A. Nagar, N. Or-
tiz, and P. Rettegno, Phys. Rev. D99, 044051 (2019),
arXiv:1812.02744 [gr-qc].

[145] A. Nagar, G. Pratten, G. Riemenschneider, and
R. Gamba, (2019), arXiv:1904.09550 [gr-qc].

[146] A. Nagar, G. Riemenschneider, G. Pratten, P. Rettegno,
and F. Messina, (2020), arXiv:2001.09082 [gr-qc].

[147] S. Akcay, R. Gamba, and S. Bernuzzi, (2020),
arXiv:2005.05338 [gr-qc].

[148] A. Nagar and P. Rettegno, Phys. Rev. D99, 021501
(2019), arXiv:1805.03891 [gr-qc].

[149] R. Gamba, S. Bernuzzi, and A. Nagar, (2020),
arXiv:2012.00027 [gr-qc].

[150] https://bitbucket.org/eob_ihes/teobresums/src/

master/, TEOBResumS code.
[151] K. Takami, L. Rezzolla, and L. Baiotti, Phys.Rev. D91,

064001 (2015), arXiv:1412.3240 [gr-qc].
[152] J. A. Clark, A. Bauswein, N. Stergioulas, and

D. Shoemaker, Class. Quant. Grav. 33, 085003 (2016),
arXiv:1509.08522 [astro-ph.HE].

[153] D. Radice, A. Perego, S. Bernuzzi, and B. Zhang,
Mon. Not. Roy. Astron. Soc. 481, 3670 (2018),
arXiv:1803.10865 [astro-ph.HE].

[154] D. Radice, S. Bernuzzi, W. Del Pozzo, L. F. Roberts,
and C. D. Ott, Astrophys. J. 842, L10 (2017),
arXiv:1612.06429 [astro-ph.HE].

[155] D. Radice, A. Perego, F. Zappa, and S. Bernuzzi, As-
trophys. J. 852, L29 (2018), arXiv:1711.03647 [astro-
ph.HE].

[156] F. Zappa, S. Bernuzzi, D. Radice, A. Perego, and
T. Dietrich, Phys. Rev. Lett. 120, 111101 (2018),
arXiv:1712.04267 [gr-qc].

[157] M. Agathos, F. Zappa, S. Bernuzzi, A. Perego,
M. Breschi, and D. Radice, Phys. Rev. D101, 044006
(2020), arXiv:1908.05442 [gr-qc].

[158] S. Bernuzzi et al., Mon. Not. Roy. Astron. Soc.
(2020), 10.1093/mnras/staa1860, arXiv:2003.06015
[astro-ph.HE].

[159] Stefano Schmidt and Walter Del Pozzo, “mlgw,” https:

//pypi.org/project/mlgw/ (2020).
[160] S. Schmidt, M. Breschi, R. Gamba, G. Pagano, P. Ret-

tegno, G. Riemenschneider, S. Bernuzzi, A. Nagar, and

W. Del Pozzo, (2020), arXiv:2011.01958 [gr-qc].
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X. Jiménez Forteza, and A. Bohé, Phys. Rev. D93,
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