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Gravitational-wave memory effects are identified by their distinctive effects on families of freely
falling observers: after a burst of waves pass by their locations, memory effects can cause lasting
relative displacements of the observers. These effects are closely related to the infrared properties of
gravity, including its asymptotic symmetries and conserved quantities. In this paper, we investigate
the connection between memory effects, symmetries, and conserved quantities in Brans-Dicke theory.
We compute the field equations in Bondi coordinates, and we define a set of boundary conditions
that represent asymptotically flat solutions in this context. Next, we derive the asymptotic symme-
try group of these spacetimes, and we find that it is the same as the Bondi-Metzner-Sachs group
in general relativity. Because there is an additional polarization of gravitational waves in Brans-
Dicke theory, we compute the memory effects associated with this extra polarization (the so-called
“breathing” mode). This breathing mode produces a uniform expansion (or contraction) of a ring of
freely falling observers. After these breathing gravitational waves pass by the observers’ locations,
there are two additional memory effects that depend on their initial displacements and relative ve-
locities. Neither of these additional memory effects seems to be related to asymptotic symmetries
or conserved quantities; rather, they are determined by the properties of the nonradiative region
before and after the bursts of the scalar field and the gravitational waves. We discuss the properties

of these regions necessary to support nontrivial breathing-mode-type memory effects.

I. INTRODUCTION

Since the first detection of gravitational waves (GWs)
in 2015 from the merger of a binary black hole [1], ten ad-
ditional mergers of compact objects were discovered dur-
ing the first two observing runs of LIGO and Virgo [2].
During the third observing runs of LIGO and Virgo,
compact-binary-merger candidates were announced at a
rate of roughly one per week [3]. These discoveries, and
the rapid announcement of GW candidates, have opened
the new field of GW astronomy. Along with the dis-
coveries, numerous tests of gravity with GWs have been
performed to determine the consistency of the observed
gravitational waves with the predictions of general rela-
tivity (see, e.g., [4-10]). Compact binary mergers opened
a new parameter space of general relativity to be tested
(the region of strong curvature and high GW luminosities)
which was less well probed by tests of general relativity in
the Solar System or with binary pulsars. In this parame-
ter space, there are some types of relativistic phenomena
that are only likely to be measured for strongly curved
and highly radiating systems. One such class of effects
that has yet to be detected, but are under active investi-
gation (see, e.g., [11-15]), are gravitational-wave memory
effects.

The best known GW memory effect (sometimes re-
ferred to as the GW memory effect) is characterized by
lasting change in the GW strain after a burst of GWs
pass by a GW detector. One of the earliest explicit cal-
culations of the GW memory effect from gravitational
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scattering was performed in Ref. [16] (see also [17, 18]),
though the possibility of a nonvanishing GW strain at
late times was discussed previously (e.g., [19]). It was sub-
sequently noted that massless (or nearly massless) fields
could also produce the GW memory effect [20, 21] includ-
ing the nonlinear effective stress-energy of gravitational
waves themselves [22, 23]. The GW memory effect has
a distinctive observational signature, in that it causes a
constant, enduring displacement between nearby freely
falling observers after a burst of gravitational waves have
passed. A number of generalizations of the GW memory
effect have been found by considering asymptotic changes
in burst of other fields (such as electromagnetism [24]
or massless Yang-Mills theory [25]) or in time integrals
of the GW strain (e.g., [26, 27]). Other GW memories
have been found from examining other kinds of lasting
kinematical effects on freely falling observers (like last-
ing relative velocities [28, 29], relative changes in proper
time [30, 31], relative rotations of parallel transported
tetrads [31]) or through other types of measurement pro-
cedures [32, 33]. Also important in the discovery of new
GW memory effects was the understanding of how cer-
tain GW memories are closely related to symmetries, con-
served quantities, and soft theorems (see, e.g., [34]).

For understanding the relationship between memory ef-
fects and the asymptotic structure of spacetime, two ap-
proaches have been taken to study asymptotic flatness: a
covariant conformal completion of spacetime [35, 36] and
calculations in particular coordinate systems adapted to
the spacetime geometry by Bondi, van der Burg, and
Metzner [37] and Sachs [38] or Newman and Unti [39].
We will focus on the Bondi-Sachs approach to asymp-
totic flatness. In this approach, coordinates are chosen
that are well suited to the null hypersurfaces and the
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null geodesics of the spacetime. Boundary conditions can
then be imposed on the metric to determine a reason-
able notion of a spacetime that becomes asymptotically
Minkowskian as the light rays travel an infinite distance
from an isolated source. Although spacetime can
be cast in an asymptotically Minkowskian form
at large Bondi radius r, the asymptotic symmetry
group of this spacetime does not reduce to the Poincaré
group of flat spacetime; rather, it becomes the infinite-
dimensional Bondi-Metzner-Sachs (BMS) group [37, 40].

The structure of the BMS group is in some ways similar
to the Poincaré group: it contains the Lorentz transfor-
mations, but rather than having an additional four space-
time translations as the remaining group elements, it has
an infinite-dimensional commutative group called the su-
pertranslations [40] (the usual Poincaré translations are
a normal finite subgroup of the supertranslations). It is
possible to associate charges conjugate to these asymp-
totic symmetries (see, e.g., [41-44]). These charges are
conserved in the sense that the difference in the charges
between two times is equal to the flux of the quantity
between these two times. Associated with the Lorentz
symmetries are the six components of the relativistic an-
gular momentum [which can be divided into center-of-
mass (CM) and spin parts| and corresponding to the
supertranslations are conserved quantities called super-
momenta. Note that there also have been proposals to
extend the Lorentz part of the symmetry algebra to in-
clude all conformal Killing vectors on the 2-sphere called
superrotations [45-47] (see also [48]) or all smooth vec-
tor fields on the 2-sphere [49, 50] (sometimes called super-
Lorentz symmetries [51]). The additional charges of these
extended BMS algebras are the super CM and super spin
charges [52] or the super-angular momentum [27].

The connection between asymptotic symmetries, con-
served quantities, and GW memory can now be more
clearly stated with the nomenclature now set. Changes
in the supermomentum charges, generated by both mas-
sive particles and massless fields, induce a nonzero GW
memory effect; in addition, when the GW memory effect
is present, the final state of the system is supertrans-
lated from a certain canonical asymptotic rest frame for
the system (see, e.g., [52]). Changes in the super-angular
momentum charges can induce two additional types of
GW memory effects called spin [26] and CM [27] mem-
ory. These memory effects are not necessarily related to
a spacetime that has been superrotated or super-Lorentz
transformed from a certain canonical frame, since such
solutions often are not asymptotically flat in the usual
sense [51, 53].

While GW memory effects and their analogues for
other matter fields have now been much more carefully
studied in a number of contexts, they have not been stud-
ied as systematically in modified theories of gravity. Mod-
ified theories can have additional GW polarizations [54—
56], which could allow for additional types of GW mem-
ory effects (see, e.g., [57-60]). In addition, as far as we
are aware, there is not a standard definition of asymp-

totic flatness in these theories, nor is the set of asymp-
totic symmetries of these solution clearly understood. It
is not obvious, a priori, that modified theories of grav-
ity generically have the same asymptotic properties as
in general relativity, or that their memory effects would
be related to symmetries and conserved quantities as in
general relativity. A main aim of this paper is to develop
a better understanding of these relationships in a rela-
tively simple modification of general relativity known as
Brans-Dicke theory [61].

Brans-Dicke theory is one example of a scalar-tensor
theory, i.e., a theory in which there is a scalar field
that couples to gravity nonminimally (see, e.g., the re-
view [62]). Scalar-tensor theories have appeared in the
contexts of string theory, inflation [63, 64], and the ac-
celerated expansion of the Universe [65-67]. In this pa-
per, we will focus on Brans-Dicke theory, with a massless
scalar field. It is known from calculations in linearized
gravity and post-Newtonian (PN) theory, the scalar
field generates an additional polarization of gravitational
waves sometimes called a “breathing mode” [54, 68, 69]
(it produces a transverse uniform expansion and contrac-
tion of a ring of freely falling test masses). It was also
noted (from the 2PN calculation in [57, 58]) that the
GW memory effect differs in scalar-tensor theory from
in general relativity.! It was also shown in [58] that the
scalar, breathing polarization of the GWs does not have
a nonlinear-type memory effect at 2PN order. Finally, it
was observed that there is a new type of nonhereditary,
nonlinear term in the tensor waveform arising from the
scalar field that took on an analogous form to the non-
hereditary and nonoscillatory term found in [74] (and dis-
cussed in [71]), which was shown to be related to the spin
memory effect in [75]. Our calculations in Brans-Dicke
theory in Bondi-Sachs coordinates allow us to compute
the memory effects using the fully nonlinear field equa-
tions. This will provide us with the framework to under-
stand the presence (and absence) of the memory effects
computed at 2PN order in [57, 58] (though we leave the
explicit calculations for future work) and to determine
the relevant radiative and nonradiative data needed to
compute these effects.

Scalar-tensor theories are frequently studied in two dif-
ferent conformal frames, called the Jordan and Einstein
frames, respectively. In this paper, we find that the

I Specifically, the energy radiated from the dipole moment of the
scalar field gives rise to a formally 1.5PN-order effect in the tensor
gravitational waveform that would appear at Newtonian order
in the waveform for nonspinning compact binaries, which are
inspiraling because of the emission of dipole radiation. This is
analogous to how the energy radiated in gravitational waves gives
rise to a 2.5PN-order effect that appears at Newtonian order in
the waveform for nonspinning compact-binary sources in GR [70,
71]. Because stationary black holes in Brans-Dicke theory do not
support scalar fields [72, 73], the compact binary can have at
most one black hole to have this new scalar-dipole-sourced GW
memory effect.



Einstein frame is more convenient for determining the
asymptotic boundary conditions on the scalar field and
metric, because the field equations have the same form as
the Einstein-Klein-Gordon equations for a massless scalar
field. The statement of stress-energy conservation is more
complicated in the Einstein frame, however, because the
stress-energy tensor of all matter fields besides the scalar
field is no longer divergence free, but equals a nontriv-
ial right-hand side involving gradients of the scalar field.
Consequently, test particles follow accelerated curves in
the Einstein frame (with an acceleration related to the
gradients of the scalar field in this frame) rather than
following the geodesics of the Einstein-frame metric. In
the Jordan frame, the modified Einstein equations are
more complicated than in the Einstein frame, but the
stress-energy tensor of all matter fields besides the scalar
field is divergence free, and thus test particles follow the
geodesics of the Jordan-frame metric. It is therefore
much simpler to compute the response of a gravitational-
wave detector to any impinging gravitational waves in the
Jordan frame. Flanagan [76] has argued that all classical
physical predictions (such as gravitational-wave memory
effects) are conformal-frame invariants. This allows us
to compute the memory effects in the Jordan frame, in
which the computation is simpler, but to obtain a result
that is independent of the choice of conformal frame (af-
ter properly identifying any potentially different conven-
tions between the frames, as discussed further in [76]).

The rest of the paper is organized as follows: In Sec. II,
we describe the conditions we use to define asymptotic
flatness in Brans-Dicke theory, by examining the theory
in both Einstein and Jordan frames [77]. This includes
deriving the field equations of the theory in Bondi-Sachs
coordinates. In Sec. III, we compute the asymptotic sym-
metries that preserve our definition of asymptotic flatness
in the previous part. We describe how the functions in
the metric must transform to maintain the Bondi gauge
conditions and the asymptotically flat boundary condi-
tions. In Sec. IV, we describe how the memory effects
can be measured through geodesic deviation and how
the changes in the charges related to (extended) BMS
symmetries constrain the different GW memory effects
in Brans-Dicke theory. We discuss our results and some
future directions in Sec. V.

Throughout this paper, we use units in which ¢ = 1,
and we use the conventions for the metric and curvature
tensors given in [78]. Greek indices (u,v,a,...) repre-
sent four-dimensional spacetime indices, and uppercase
Latin indices (A, B,C,...) represent indices on the 2-
sphere. Indices with a circumflex diacritic (e.g., &) rep-
resent those of an orthonormal tetrad.

While we were completing this work, there appeared a
closely related pre-print [79] investigating asymptotically
flat solutions and GW memory effects in scalar-tensor
theories. Our work and that of [79] agree in the boundary
conditions used to define asymptotically flat solutions in
Brans-Dicke theory and the leading-order symmetry vec-
tors that preserve these conditions and our gauge choices

(though not subleading corrections to extend these sym-
metries into the spacetime). Our works differ in the
choices of gauges, the classes of spacetimes in which we
compute memory effects, and the procedures by which
we compute the scalar-type memory effect. We will com-
ment in more detail on the similarities and differences
between our works at a few points throughout the text.

II. BONDI-SACHS FRAMEWORK

In this section, we impose the Bondi-Sachs coordinate
conditions in Brans-Dicke theory, and we solve the field
equations in both the Einstein and the Jordan frames.
We begin with the Einstein frame, where it is easier to
identify a set of asymptotic boundary conditions that
can be imposed on the scalar field and on the metric
that we use to define an asymptotically flat solution in
Brans-Dicke theory. We next perform conformal transfor-
mation to the Jordan frame (in which the stress-energy
tensor of all other matter fields besides the scalar field is
divergence free), and we find the corresponding boundary
conditions on the scalar field and metric. We then solve
the field equations of Brans-Dicke theory in this frame.
Our notation and conventions for the Bondi-Sachs frame-
work will parallel the ones used in Ref. [80], which treats
general relativity.

A. Einstein frame

We begin by investigating the Brans-Dicke theory in
the Einstein frame. The action in the Einstein frame in
the absence of additional matter fields is given by [81]

5= /d4:v\/_ T Egpa (v <1>) (ﬁgcb)

where § is the metric in the Einstein frame, R is the
Ricci scalar and @ is a real scalar field. We also use units
where the gravitational constant in the Einstein frame
G satisfies Gg = 1. We use V, to denote the covariant
derivative compatible with g,,. Varying the action with
respect to the metric and the scalar field leads to the
following equations of motion for the theory:

(2.1)

- 1~ -
Ew = Ry — 5 B — 8nT\p) =0,  (2.2a)

V,.VED =0.  (2.2b)

The quantity Tﬁf) is the stress-energy tensor for the
scalar field, which is given by

1 -
T =V, 0V, — §u [§gﬂdqu>vaq>} . (2.2¢)
The field equations, therefore, have the same form as

in Einstein-Klein-Gordon theory for a real scalar field
®, so their solutions will also have the same form as in



Einstein-Klein-Gordon theory in general relativity. We
will review the solutions of these equations in Bondi co-
ordinates next.

1. Bondi gauge and field equations

First, we introduce Bondi-Sachs coordinates z# =
(@,7,#4). The quantity @ is the retarded time, 7 is an
areal coordinate (and dy is a null vector field), and 4 are
coordinates on the 2-sphere (with A = 1,2) [37, 80]. The
conditions that define Bondi gauge are given by [37, 80]

Gia = grr =0, det[gap] =7*q (i) . (2.3)
The function ¢ is the determinant of a metric on the 2-
sphere, gap(x®), which is restricted to be independent
of w and 7. The Bondi gauge conditions fix four of the
ten functions in the metric, leaving six free functions. It
is conventional to write these six degrees of freedom as
follows:

Vo .
v = — Ze®Pau? — 2% dadr
=
ﬁAdﬂ) (dgz«B . UBdﬂ) .
(2.4)

Gy dT"dT

+ Phap (dgz«A -

The functions V, 3, U4 and hap here depend on all four
Bondi coordinates ## = (i, 7, #4).

The modified Einstein equations (2.2a) and the scalar-
field equation (2.2b) satisfy an interesting hierarchy in
Bondi coordinates [37, 80|, which we will now further
elaborate. The functions V, 3, and U4 satisfy the
so-called “hypersurface equations.” The equations were
given this name because they do not involve derivatives
with respect to @, which in turn allows the functions v,
B, and U4 to be determined on surfaces of constant @ in
terms of the 2-metric ha B, the scalar field ®, and “func-
tions of integration” (i.e., functions of % and #4 that will
be constrained by uu and A components of the modi-
fied Einstein equations). The concrete form of the hyper-
surface equations can be obtained from substituting the

metric (2.4) into the field equations in Eq. (2.2a), using
the definition of the stress-energy tensor in Eq. (2.2c¢),
and considering the appropriate components of the mod-
ified Einstein equations. The 77 component yields the
equation

hAChBDa hapOihcp = 2770-00:® .

0rf3 — (2.5a)

where hAB is the inverse of hap. Once B is determined
in terms of hap (and its inverse), ®, and their deriva-
tives, then it is also possible to use the 7A components
of the field equations to solve for U4 in terms of the same
quantities from the following equation:

- B 1 . -
O [f46_2'8hAB(9;UB} — 27:4(97: <7:_2DAﬁ

+72hPC Dpdihac — 16772 0:®9,® = 0. (2.5b)

where D 4 is the covariant derivative compatible with the
2-metric hp. Finally, from the trace of the AB compo-
nents of the field equations, it is then possible to solve
for V in terms of the same data:

27 (9) = S0 fo (707
+2hAB [DADBB - (DAB) (DBB)}
A) (a,:UB) — 8ThAB 9, 0D = 0.
(2.5¢)

1 . .
+§f4€_4BhAB (8,:U

Here % is the Ricci scalar of 2-metric h a5- The remain-
ing two independent components of the modified Einstein
equations are called the evolution equations, and they
arise from the trace-free (with respect to hap) part of
It is convenient to write this expression using a
= 64, mH

(the complex con-

EaB.
complex polarization dyad composed of m?
(which satisfies m#V @ = 0) and m*
jugate of m*). The evolution is given by mAMBELp = 0,
which can be written in terms of the metric functions as

mAmB{fa; [f (&;BAB” . %&: [ff/ (a;BAB)} — 268D yDpe’ + hoaDg [af (f%c)}
1
2

_7:48*25}3140}33[) (8FUC) (8;0[))

We will discuss the evolution equations in more detail in
Sec. IIB on the Jordan frame.

In vacuum general relativity, once the metric functions

+ ; (8;5,43) (DcUc) +7#U%Dc (37:;%43)

— 7 (0shac) hpp (DOOF — DFUC) — 87e* 0,000 = 0.

(2.5d)

B, UA and V are determined on a hypersurface of con-
stant u, they can be used in the evolution equation for
the 2-metric hap, to evolve hap to the next hypersur-



face; the hypersurface equations can then be solved again
in an iterative process. In Brans-Dicke theory, however,
one must jointly evolve the evolution equation for hag
with the scalar field equation to obtain the data hap and
® needed to solve the hypersurface equations. For con-
venience, we give the scalar wave equation (2.2b) when
written in terms of the Bondi metric functions below:

2040-® + DA(U*0:®) + 9;(U*DA®)

-
_1 [ezﬁﬁw (2DABDB<I> n DBDAcp) LV (afcb)} ~0.

72
(2.5¢)

1 s - -
_ 2 (—2UADA<I> —20:® + 0V ;D + VB,:@;(I))

Aside from the additional complication that the scalar-
wave equation and evolution equation for h4p must be
solved as a coupled system, the form and the hierarchy
of the modified Einstein and scalar field equations in the
Einstein frame is similar to that of the Einstein equations
in vacuum general relativity.

2. Conditions for asymptotic flatness

We next study the asymptotic behavior of the met-
ric and the scalar field at large Bondi radius r. Be-
cause V, 3, and U4 are determined by hap and @, we
must posit boundary conditions on hap and ®; we can
then deduce the remaining conditions on the metric from
the hypersurface equations (2.5a)—(2.5¢) up to functions
of integration. There are well-established definitions for
asymptotic flatness for the Einstein equations [37, 38|.
For the scalar field, we will assume that it satisfies the
following scaling as 7 — oo:

@ (a,7,i%) = ®g + (377 +0(77?), (2.6)

il

where @ is a constant.?

In GR, the action for a massless scalar field
(and hence the stress-energy tensor and equa-
tions of motion) is independent of the value of
®y in Eq. (2.6). Thus, there is no loss of gener-
ality by requiring that the constant value of the
scalar field is zero. The boundary condition on
the massless scalar field as r goes to infinity can
then be given by “Sommerfeld’s radiation condi-
tion”: lim, .., 7r® is finite. In Brans-Dicke theory,
the constant value of the scalar field is related
to the asymptotic value of Newton’s constant G.

2 With the expansion of hap in Eq. (2.7) and with a polynomial
expansion of 3,04 and V in 7! consistent with Eq. (2.8), one
can prove from the #~1 piece of Eq. (2.5e) that @¢ is independent
of ii; from the #~2 piece of Eq. (2.5¢), one can show that ®q is
independent of 4.

Setting ® to zero, therefore, does have a physical
effect in Brans-Dicke theory (note, however, that
the precise value of the constant does not affect
the stress-energy tensor for the scalar field, nor
does it affect the equation of motion for the scalar
field in vacuum). We thus require a nonzero @,
in Eq. (2.6), and we do not employ Sommerfeld’s
radiation condition to write the limit of the scalar
field as r goes to infinity.

_ Similarly, we adopt the same expansion of the 2-metric
hap as 7 — oo as in GR:

¢an(i, %)
T

hap = qap(E°) + +0(77?). (2.7)

The determinant condition of Bondi gauge requires that
qAB ¢ap = 0. It is then convenient to define a covariant
derivative operator compatible with qa4p, which will be
denoted by 94. In addition, it is also helpful to raise (or
lower) capital Latin indices on 2-spheres of constant @
and 7 with the 2-metric ¢*Z (or gap).

Next, we assume the functions B ,UA, V and hap have
the following limits as 7 approaches infinity:?

:1, lim BAB:C]AB-

T—00

(2.8)
The metric thus reduces to Minkowski spacetime in iner-
tial Bondi coordinates in this limit. Hou and Zhu inde-
pendently proposed similar conditions in [79]. Imposing
these conditions and radially integrating the hypersurface
equations in Egs. (2.5a)—(2.5¢) further, we then arrive at
the solutions

lim 8= lim U4 =0, lim

T—00 T—00 T—00

| <h

_ 1 _un. 1 _
B = ~ 357 ABeap — 7:—271'(1)% +0(FF?), (2.9a)
. 1
U4 = _ﬁaBaAB + O(7F 3 log7), (2.9b)
V=F—2M+0(1). (2.9¢)

The function M (@, #?) is called the Bondi mass aspect
and is one of the functions of integration that arises from
integrating the hypersurface equations.

3 We assume that it is possible to impose these condi-
tions at all retarded times u. Given the structure of the
Bondi-Sachs equations as described in Sec. IT A 1, these
conditions can be imposed on an initial hypersurface
u = const., but they will not necessarily be preserved
under evolution to future hypersurfaces. It is possible
to construct coordinate transformations that reimpose
the conditions Eq. (2.8) after evolution (see, e.g., [82, 83]
for more details).

4 Note that in the expression for U# in Eq. (2.9b), the
remainder contains a term of order 73 log#. The coeffi-
cient of the term that scales as 73 log# is proportional
to 5BDAB, where we have denoted the #~2 the part of
hap that is trace-free with respect to the metric ¢*5 by
D4p. The order 1/7 part of the Einstein equation (2.5d)
imposes that D 4p satisfies 93D 45 =0 (i.e., that it is non-
dynamical, as the analogous quantity in general relativ-
ity is). This will not be true of the analogous function
in the Jordan frame, as we discuss in Sec. II B.



B. Jordan frame

Having determined the asymptotic fall-off conditions
in the Einstein frame, we now consider the asymptotic
properties of the solutions in the Jordan frame, in which
it is more straightforward to understand the response of
a detector to the gravitational waves emitted from an
isolated system (because test particles follow geodesics
of the Jordan-frame metric). A solution in the Jordan
frame can be found from one in the Einstein frame by
performing a conformal transformation [84]

1.
Guv = Xg;w, (210)
where
A—exp(@/Q), Q= ,/2°;6+3. (2.11)
Y

The scalar field is called A in this frame, and w is the
Brans-Dicke parameter. In the limits in which w — oo
and A becomes nondynamical, general relativity is recov-
ered. The Brans-Dicke action in the Jordan frame is
given by [61]

A w (0, (OuN)
— d4 — o pr TR
s / A [167TR 1677 ) :
(2.12)
where R is the Ricci scalar of the Jordan-frame metric

guv- The field equations are given by

1
G = 5 (37T + VuVid = gu) . (2132)
OA=0, (2.13D)

where G, is the Einstein tensor, O = ¢g""V,V, is the
covariant wave operator, and
7O = Y (Y AV = 20 VOAVA) . (2.13¢)
w8 M 27K
is the stress-energy tensor of the scalar field. It is also
convenient to define a tensor &£, by

1
Evw = G — 5 (87T + VuVuA = guN) , (214)

which vanishes when the equations of motion are satis-
fied.

1. Bondi gauge and asymptotic boundary conditions

We would now like to compute a metric in Bondi-Sachs
coordinates in the Jordan frame that is consistent with
our definition of asymptotic flatness in the Einstein frame.
The transformation in Eq. (2.11) implies that A admits
an expansion in 1/7, in which the leading-order term is
constant: i.e.,

@i, 7, 54) = exp (%) (1 + %%) L0, (2.15)

The conformal transformation of the metric in Eq. (2.10)
preserves the Bondi gauge conditions g, = g4 =
0, but the determinant condition becomes det[gap] =
A "2¢(x%). Consequently, the final condition of Bondi
gauge will not be satisfied in general (i.e., 7 is not an
areal radius in the Jordan frame). It is possible to work
in a set of coordinates that do not impose the determi-
nant condition in Bondi gauge (as was done in [79]); how-
ever, when ) is positive (as it is expected to be far from
an isolated source, since A is related to the gravitational
constant [54]), it is also possible to redefine the radial

coordinate so as to make it an areal coordinate. The
transformation that effects this change is
m
U= ——, r=i\"Y2 gt =3", (2.16)

Vo
where we have introduced the notation Ao = exp(®y/Q).
The retarded time @ is rescaled by A\p so that the metric
coefficient —g,, becomes one as r — co. In the coordi-
nates (u,r,x4), the metric takes the Bondi form,

v
gudatde” = — —e?Pdu® — 2¢*P dudr
r
+7?hap (de? — Udu) (da® — UPdu) ,
(2.17)

where V, 8, U# and hap are functions of coordinates
x* = (u,r, ). The metric satisfies all the Bondi gauge
conditions

gra =g =0, detlgap]= rtq (xc) . (2.18)

By performing the conformal and coordinate transfor-
mation on the solutions of the field equations in the Ein-
stein frame [Egs. (2.9a)—(2.9¢)], we find that the func-
tions #, U4, and V should have the following forms:

1 @

_ -2
B = 2TQ\/EJFO(T ). (2.19a)
A 1 AB _ =A -3
= N (530 0 <I>1)+O(r 1ogr),
(2.19D)
V= (1+ 8“5)1) r+0 (). (2.19¢)

Interestingly, in the limit as r goes to infinity, V/r goes
as 1+ 0,P1/Q (i.e., when ®; is dynamical, the leading-
order Minkowski part of the metric is expressed in nonin-
ertial coordinates when the Bondi gauge conditions are
imposed). This occurs because the component of the
Ricci tensor, Ry, scales as 1/r when 0,,$1 in nonvanish-
ing, as we discuss in more detail below and in Sec. IV. In
addition, 3 scales as O (r~!) instead of O (r~2), as in the
Einstein frame (or in general relativity). Based on these
considerations, we expect that the metric functions will
have the following scaling with r in the Jordan frame:

B=0("", V=0, UA=0("2%). (2:20)

We explicitly verify this by solving the field equations in
the next part.



2. Asymptotically flat solutions

The Bondi-Sachs field equations for Brans-Dicke the-
ory in the Jordan frame have a similar hierarchy as in
the Einstein frame. The trace-free part of hsp satisfies
an evolution equation, and the scalar field satisfies the
curved-space wave equation (also an evolution equation).
The remaining metric functions 5, U4, and V can be
solved from hypersurface equations on surfaces of con-
stant u in terms of hap, A, and functions of integration
known as the Bondi mass aspect and angular momen-
tum aspect. The mass and angular momentum aspects
satisfy the conservation equations. The full expressions
for these equations are rather lengthy, though we give the
expressions for the scalar wave equation and the hyper-
surface equations in Appendix A. Thus, we will focus on
determining the metric functions and the evolution equa-
tions satisfied by these functions when these quantities
are expanded in a series in 1/7.

As in the Einstein frame, it is necessary to assume an
expansion of the 2-metric hap and the scalar field \ as
series in 1/r, and the expansions of the remaining quan-
tities will follow from the field equations and boundary
conditions in Eq. (2.20). For the scalar field, we have

n Ao (u,:z:A) N

2

A3 (u, xA)
3

(2.21)

A
Mu, r,z) = Xo + Al (1:3: )

+0(r™),

r

The constant \g is related to the gravitational constant®,
and A; is the leading-order non-constant part of the scalar
field, which is closely connected to the additional polar-
ization of the gravitational waves in Brans-Dicke theory.
That A in Eq. (2.21) has a similar expansion in 1/r as @
in Eq. (2.6) follows from the relation between A and @ in
Eq. (2.11).
For the two-metric, we take the expansion to be

can(u, € dap(u,z
hap = qap(z®) + AB(T ) + AB(TQ )
c
4 eawa®) g (r ) . (2.22a)

r3

The determinant condition in Bondi gauge fixes the part
of dap and esp that is proportional to gap. Thus, we
write them as

1
dap =Dap+ ZCFGCFGQAB ; (2.22b)

1
eap = FEap + —CpgDFGqAB , (2.22C)

2

5 The relation between the gravitational constant and the scalar
field in Brans-Dicke theory is given by G(\) = gigz % If one
assumes the experimentally measured value of G at infinity to
be 1, Ap can be written in terms of the Brans-Dicke parameter

was A\g =

where cap, Dap, and Eap are trace-free with respect
to qap. The tensor cap(u,z?) is closely related to the
shear of outgoing null geodesics at large r, and is thus
also related to the gravitational waves.

We now substitute the expansion of A\ and hap in
Eqgs. (2.21) and (2.22a) into the field equations, solve
order by order in r~!, and compute the metric func-
tions and their corresponding evolution equations. We
begin with the curved-space, scalar wave equation in
Eq. (2.13b). The explicit forms, in Bondi coordinates, of
Eq. (2.13b) and the hypersurface equations in Eq. (2.13a)
are given in Appendix A. We find that the assumption
of \p =constant is consistent with these field equations;
at O(r=2), the wave equation reduces to the expression
9r(0uA1) = 0, which implies that 9,A1 = Ny)(u,z?) is
an arbitrary function. An analogous equation arises for
the evolution of the tensor c4p, which leads to d,cap be-
ing unconstrained (and equal to an arbitrary symmetric,
trace-free tensor that gets called the Bondi news tensor,
which is defined below). To obtain higher-order terms in
the wave equation, we need to first solve for some func-
tions in the Bondi metric.

Next, integrating the rr, rA, and the trace of the AB
components of the modified Einstein equations presented
in Appendix A, we find

. )\1 1 1 AB w—1 2 3)\2
=" 7 {320 car g M
+0(r %), (2.23a)
1 GRDY
A_ b AF 1
U 21"2 (6F /\0 )
+ L APd%¢cp iCAD&:)/M + ﬁﬁBcAB
37‘3 )\0
— %6"‘/\1 +UA (1+3logr) + 6L | +0 (r™*) ,
0
(2.23b)
V= (1 + %) r—2M+0(r '), (2.23¢)
0

respectively. Here M (u,2z?) is a function of integration.
While an analogous quantity is defined to be the Bondi
mass aspect in the Einstein frame or in GR, here we find
it convenient to define a slightly different quantity to be
the mass aspect (which is defined shortly below). The
second function of integration, the angular-momentum

aspect L*, can be obtained from the expression
1
LA(u,xA) =— — lim (T4872ﬁhAB(9TUB
6 r—oo

OaA
—T530A3+T ;‘\ !

+3Z/1Alogr) . (2.24)
0

The integration procedure allows for a term proportional
to logr/r3 in UA. The term U* is given by

2 1
UA = —563 (DAB + —/\ch3> . (225)

2o



We will only consider solutions with /4 = 0 in this paper
for reasons which we discuss below Eq. (2.30).

We can now return to the scalar wave equation to solve
for the higher-order terms. The O(r~3) and O(r~*) parts
of the scalar wave equation determine that Ao and A3
evolve via the equations

1
Oudo == 5P\, (2.262)
1 1 1 5
Oudg = — Kau()\l)\z) + —M/\1 — —(D +2) A2
0
— —/\1D A+ —CAB6A6B)\1 + = /\16A6BCAB
8)\0 4
+ 5630‘436,4/\1 : (2.26b)

To simplify the notation slightly, we have introduced the
quantity D? = 9,404 to denote the Laplacian on the 2-
sphere.

The evolution equations for h4p come from the trace-
free part of the AB components of the field equations

1
EaB — —gABgCDch =0. (2.27)

2

Because we have already imposed the field equation
h¢PEcp = 0 to determine V, the term proportional

1
OuEaB = _§DAB + 5

2

1 1 1
+E |:8(B (Cg)éDCcD) - —qABBE (CgaDCCD)] + gEC(ACB)C(EDEéEéFCDF)

1
1202

1
(535A _QABDQ> A2 +

1 1
4)\0 2 12
1
“6Ao

We use this expression to understand the properties of the
angular momentum aspect L 4 in nonradiative regions of
spacetime in Sec. IV.

To complete our treatment of the field equations, we
must consider the conservation equations in &, and &, 4.
These equations result in conservation equations for the
mass and angular-momentum aspects. The equation for
the mass aspect comes from the O(r~2) part of ., and

1
(3w + 7) <8A)\183/\1 — quBBC)ch)\l)

P2\
CAB 1+ N2

1
(5 AMO(BCayc — EQAB6CC 513/\1) + ﬁ6 MOccap + 24)\

to gap in Eq. (2.27) does not contribute. As a prac-
tical computational matter, it can be more convenient
to contract Eq. (2.27) into a complex polarization dyad
m# = §4,m" (and its complex conjugate) where m# sat-
isfies m"V,u = 0 [80, 85, 86| (a similar procedure was
performed in the Einstein frame). Then the two degrees
of freedom in the evolution equation can be recast in
terms of a single complex equation
AmBErp =0. (2.28)
The O(r°) part of Eq. (2.28) reduces to the equation
proportional to 9, (9,cap) = 0. This implies that
Oucap = Nag, (2.29)
where N4p is an arbitrary symmetric trace-free tensor,
called the news tensor. In GR, spacetimes with a vanish-

ing news tensor contain no gravitational waves [41]. The
O(r=1) terms of Eq. (2.28) lead to the equation

Oy <DAB + L/\1CAB> =0. (2.30)

2o
By taking 9, of Eq. (2.25) and 84 of Eq. (2.30), then one
can see that one must have 9,4 = 0. Thus the choice
U = 0 made above will not affect the dynamics of D43,
but it does impose a constraint on the allowed initial data
for the quantity Dag+A1can/(2X0). The O (T’Q) part of
Eq. (2.28) is a significantly more complicated expression,
which we give below:

1 1 1 1 1
scapM —0pLay + 5(114360[/0 +;caBc “PNep + — (6A68 - _QABDQ) (c"Pepp)

32 2

1
w (4MoDaB — A1caB) Ou1

1 1
0 (Bw+2) M <535A - §QABD2> A1
3N2 1
/\ZNAB -

—INap — A1CAB

3o

)\1D CAB - (231)

it is given by

1 1
OyM = — gNABNAB + —6A6BNAB

1
—(3+2w) — W (Bu1)? + /\06UD2)\1, (2.32a)
where we have defined
M (u,z?) = M (u,2?) — W — M A1, (2.32b)



to be the Bondi mass aspect in the Jordan frame. With
this definition of M the average of the right-hand side of
Eq. (2.32a) over the 2-sphere is a non-positive number:
i.e., the average value of M is a strictly decreasing quan-
tity. This makes M more closely analogous to the Bondi
mass aspect in general relativity, in which the average
value of mass aspect gives rise to the well known Bondi
mass-loss formula [37]. Note that M would not necessar-

ily satisfy this property, because A\19,A\1 = 9,(\3/2) is
not necessarily a decreasing quantity. The calculations
of symplectic fluxes and charges in Sec. IV would suggest
one might also include the P*)\; term in the definition of
the mass aspect, though we do not do that above.

Finally, from the O(r~2) part of £,4, the angular mo-
mentum aspect satisfies a conservation equation of the
form

—30,La =04 M — iﬁE (5E5FCAF — 5A5FCEF) + 1—165,4 (CEFNEF) — %50 (CCFNAF) + iCEF (0ANEgFR)

1 1
+ ——04D*\; — — (24 3w) DaN1 DN +

8o 12

To summarize, the structure of the Einstein equations
is very much like the Bondi-Sachs formalism for general
relativity [80] (though with an additional massless field).
There are unconstrained functions Nag = Oy,cap and
N(ny = 0uA1 that determine the evolution of the differ-
ent functions in the expansion of the metric and scalar
field. Then initial data must be given for A1, Ao, A3, M,
La, cap, and Eap. Initial data also must be given for
D 4p, but because we did not allow log terms in our ex-
pansion, this initial data is not independent of that of
A1 and c4p. Our field equations have a slightly different
form than those given in [79], because of the different
gauge conditions that we use (note also that [79] did not
compute the evolution equations for Ep or A3).

IIT. ASYMPTOTIC SYMMETRIES

We now turn to computing the infinitesimal vector
fields 5 that preserve the Bondi gauge conditions and
the asymptotic form of the metric and the scalar field in
Brans-Dicke theory. Our treatment parallels that given
in [46] for general relativity. The scalar field is Lie
dragged along the generators of these asymptotic sym-
metries €, so it transforms as A — X + LeA (where we

use L¢ to denote the Lie derivative along {) To preserve
the Bondi gauge conditions, the following components of
the metric must be left invariant when the metric is Lie
dragged along &:

Legrr =0, Legra=0, g*PLegap=0. (3.1

The four differential equations in Eq. (3.1) constrain the
four components of { Because these conditions rely only
upon Bondi gauge and not the underlying theory, we can
expand the solution in Eq. (4.7) of [46] using our solutions

for 3, U4, and hap in the Jordan frame of Brans-Dicke
theory, which were computed in the Sec. II. The results

1

AL (44 w) 00,1 + iau (CAB5B/\1 — )\15BCAB) .

403 4o
(2.33)
I
are that
cr— f (uva) 7 (3.2a)
» 1 A 1 A 1 AB
§'=—5roaY" + ;070af — —(c"70p0AS
2 2 4r
+ 204 f0pcB + %D%“) +0(r?),  (3:2b)
0

A_yar, Ay _ Llaa L[ a L\ aa
=Y (u,x)—;5 f+52 CB5BJC+/\—0/\18 f

11 1 A
L 11pan 1 B Ay M aB
+ 33 opf 166 cgcd” f 3/\06 opf
)\2 A A%
—=0
+ 2o U 12/\%

(w—3) SAf] +0(r ).
(3.2¢)

The functions of integration f(u,z?) and Y4 (u,z4)
come from radially integrating Eq. (3.1).

To maintain the asymptotic fall-off conditions that we
have determined, we require that the remaining metric
components transform as follows:

L&gur - O(Til) 5 ‘CEQUA - O(TO) )
EngB = O(T)a Efguu = O(TO) .

Note that in GR L¢gyu = O(r~!); however, because in
Brans-Dicke theory in the Jordan frame g, is given by
Guu = —1 4+ 0uA1 /Ao + O(r~1), we allow a change in gy,
at O(r%) (which occurs from the change in 9,A;). To
express the conditions that we use to constrain { and
the change in the metric coefficients, it is convenient to
expand L¢g,, in a series in r as

LeGuw = Z r"lfﬁ) ,

(3.3)

(3.4)

where n can be an integer, and the coefficients lfﬁ,) n

the expansion are functions of  and z*. Then one can



show from 1 21 = 0 that Y4 is independent of w, and

from 11(4 ])3 = 0 that it is a conformal Killing vector on a

2-sphere: i.e.,

04Yp +0BYA = YquB, (3.5)

where 1) = 34Y 4. The coefficient lg)r) = 0 restricts f to
be given by

f= %uw +a(z?) . (3.6)

The functions f and Y4 have the same form as in gen-
eral relativity. Thus, the different fall-off conditions of
components of the the metric in Brans-Dicke theory do
not alter the symmetries of the spacetime. The interpre-
tation of Y4 and « will, therefore, be the same as in GR:
the globally defined Y4 span a six-parameter algebra iso-
morphic to the proper, isochronous Lorentz algebra (and
the locally defined Y4 will be the infinite-dimensional
group of super-rotation symmetries [45]) and « span the
infinite-dimensional commutative algebra of supertrans-
lations [37, 40]. How the asymptotic Killing vectors 5 are
extended into the interior of the spacetime from future
null infinity is different in GR from in Brans-Dicke the-
ory in the Jordan frame. This will lead to the functions
in the metric transforming differently between the two
theories.

Before we compute the transformation of the metric

functions, it is necessary to determine how the functions
A1 and Ag in the expansion of the scalar field transform
as they are Lie dragged along 5 We denote this transfor-
mation as d¢ A1 and d¢ A2 and they can be computed from
the O(r=1) and O(r=2) of L¢A, respectively. The result
is

1
dedi = 5 Aie + YABAM + fOuN (3.7)

1
0eda = Aot = S AP f =07 fOcA + Y POpAs + fOuds

(3.8)

Next, we can compute how the functions cap, Dap, M,
and L, transform when Lie dragged along ¢ given in

1
5§LA = fa Lo+ LyLy +LA1/J—|— %C

1
—§5A (CBcaB5cf) +

BC
- s
c¢”“ Napoc f 1222

5

Z (aDacCAD — 8,483630)

[CAB/\oa f+XM (w + 4) 8Af} OuM1 +

94 (MO f) +

10

Eq. (3.2). We denote these quantities d¢cap and simi-
larly for the other three functions. The term d¢cap can
be obtained dlrectly from the appropriate coefficients and

components of luv , but other terms require also remov-
ing the transformation of combinations of d¢ A1 and d¢cap
that appear at the same order in the metric. The expres-
sions used to compute these quantities are given below:

550,43 = lgg (3.9&)
deA 3
L (G 91
5eM 2zw 5|5 2A25 e (AMduA)| (3.9b)
1
5§DAB = Z(O - ZqAB(Sg ( CCD) (3.9C)
5§LA = 217(“41) + —55 (CAgacC )
1 1
— %6g (}\163014) — T)\Oég (CAB6B)\1)
1
6)\26 e (M0aA) (3.9d)

Thus, we can compute J¢M and d¢cap from the relevant
1) and 6¢ A1 to be

1
d¢cap = Lycap+ fNap— §¢CAB — 20405 f +qapP?f,
(3.10a)

cA35A531/J

+ 1mfzﬁBNAB + lNABaAan oM
4 4o

1 1
—6 N + — D% O\ + — 02 FOAOLN -
+4/\0 AV + e f 1+2/\0 fO040,M
(3.10b)

1
deM = fOLM + gx\w +YABAM + 3

Then with the expression for §¢cap, it is possible to com-
pute the remaining two terms for 6¢Dap and d¢L 4. They
are given by

A 1
0¢Dap =LyDap+ )\—; (5,453 - §QABD2> f
1

— —fOu (MicaB) ,

" (3.10¢)

for 5§DAB and

1 1
Pecpdath + EDAB5BU) — MO+ T2 (090c f0Pcap — capdP0%0c f)

o f — 1c,axBéBf - 153514]050030 — =P Npcoaf

6 48
1
CYRY [6)\0/\2 + (w—1)A7] 040

ABan - m (8B6Af83)\1 + 3638,4)\1an)

12)\
(3.10d)



for 0¢L4. In deriving the expression for §: M, we used
the properties D?¢) = —2¢) and D?Y4 = —Y4. To derive
deL 4, we also used the identities in [46]

P8copf —capP?f =0,
(3.11a)

2c0(40p)0° f — qapc®

26000(A83)f + ZB(ACB)CBCf
—200capd° f — 2qapdc fopcCP = 0. (3.11b)
The expressions in Eq. (3.10) will be useful for under-
standing the properties of metric in nonradiative regions,
which we discuss in Sec. IV soon hereafter. The GR
limit of our expressions agrees with the equivalent results
in [47] after taking into account differences in conventions.
Our results are similar to those in [79], but not identical,
because of the different gauge conditions that we use.

Before concluding this part, we note that because the
scalar field appears in the metric, we can check whether
the transformation of the metric is consistent with requir-
ing that the scalar field is Lie dragged along { We can
obtain dg A1 from 2)\017(51), and we find that it agrees with
Eq. (3.7). We can also obtain d¢ (9, A1) from 20l and
we find that it is equivalent to 9, (d¢A1), as it should be.

We can also explicitly compute the quantities
Se(c*Beap) and 5 (05cAP) from Lie dragging the metric.
The relevant expressions for computing this are

(55 (CABCAB) = 161( 2) + ;L (3 o.)) 65()\1) - i—465)\2
0

0
(3.12a)
1
5 (0%cap) = 21 + 10 (0ad) (3.12b)
0
Not surprisingly, we find that
e (CABCAB) = 550‘430,43 + cABégcAB , (3.13a)
(55 (6BCAB) = 68 (650,43) 5 (3.13b)

as the latter relation was proven in GR in [46]. For com-
pleteness, we give the expressions for these terms here

O¢ (CABCAB) = 2fNABcAB —i—cABcABz/J

+2cP9Y A8 4cpc — 4 PBA0B S,
(3.14a)

1
55 (5BCAB) =— 5,4(})2 +2)f - 50,43531/)

1
+ 51/)836,43 + ﬁyaccAc + o8 (fNAB) .
(3.14b)

It does not seem possible to verify these types of rela-
tionships with all of the terms that appear in Eq. (3.9).
Thus, for example, for the term d¢ (CAB5CCBC), we as-
sumed it can be written as the sum of 6§CABBCCBC and

CABégacCBC
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IV. GRAVITATIONAL-WAVE MEMORY
EFFECTS

Gravitational-wave (GW) memory effects are com-
monly defined for bursts of gravitational waves of finite
duration between two nonradiative regions before and af-
ter the burst; they are also defined for sources of gravi-
tational waves that become asymptotically nonradiative
in the limits as u — +oo at large Bondi radius r. In
either case, discussing GW memory effects requires a no-
tion of a nonradiative region of spacetime. In this section,
we first describe the properties of nonradiative regions in
Brans-Dicke theory, we then discuss the measurement of
GW memory effects through geodesic deviation, and we
finally discuss how the conservation equations constrain
the GW memory effects (thereby allowing them to be
computed approximately).

A. Nonradiative and stationary regions

Nonradiative regions For general relativity, it is typi-
cal to consider regions of vanishing Bondi news N4, and
vanishing stress-energy tensor. In the context of Brans-
Dicke theory, we will instead consider regions where
Nyp = 0, OyA\1 = 0, and any other stress-energy from
matter fields vanishes. These two equations imply that
A1 and cap must be independent of u. Integrating
Egs. (2.26), (2.25), (2.32a) and (2.33), we can then show
that Ao, Dap, M, L4, and A3 are given by

A =A@, (4.1a)
CAB = 054)3(.’[: ), (4.1b)
Ay = — 5}) 200 A (28 (4.1c)
Dap == A0l (410)
M= MO (24 (4.1e)
__u 0) _ (0)
La 36,4/\/1 24)\05 AP
+ 5507 (0%} — 34073y + LY (=),
(4.1f)
2
2 2,0 wl 1.9 (0)
A3 = 16/\0(9 +2)P2A0 4 2[ 2(}) +2)A)
VIONON i AOp2)© 4 60) 55,352\
0

1
+ N 0a0B(t] + 6302%’)36,4)\50)} + 20 ().
(4.1g)

In a nonradiative region, E4p has the form

Eap = u?EQ), +uEY), + EQ)(29), (4.2a)



where the coefficients Eff; and ES% are given by
1 1 1
E(2) — _ _ D2 (0) _ —D2 (0)
ABT § (5,453 5448 M o Al
1

~ 330em e (PE0" ) (4.2b)

1 1
ES% = — 6(AL(59) + §qAB6CL(CO) + —M(O)CEE])B

1 &

+§6 (Acg))c( PEp" D))

+ —6 A (C(O) 6DCDC) — i(1,435 (c 5Ec )
6 ( B)C (0) 12 DC

1 1
+ — (6A6B - _QABD2> (C(C(‘)z)c(%?)

32 5
_ Tl)\o)\g()) (0) ) b — S )\(O)Dg (X}B

mm )\§0> 054 é + ﬁac A&‘”sccs;)g
- &8(“‘0%)080/\50) 12X ——qapdP oA

1 1 9 (0)
+ " (5,453 2QABD >)\2

243w | (0) _ l 9 (0)
12002 (5,453 2QABD A
3w+ T (0) 1 (0)5C 4 (0)
12()\0) <8 )\ 63/\ 2qABac)\1 6 /\1 )
(4.2¢)
EY), = EQ)(xC). (4.2d)

This expression will simplify considerably in some more
restrictive classes of nonradiative solutions that we dis-
cuss next.

Stationary regions and the canonical frame In general
relativity, there are frames for stationary regions in which
the Bondi metric functions are independent of u. We
next discuss how the metric functions and scalar field
in nonradiative regions in Brans-Dicke theory [given in
Eq. (4.1)] simplify when there exist such frames in the
Jordan frame. To discuss this, it is useful to recall that
a vector field, such as L 4, on the 2-sphere can be decom-
posed into divergence- and curl-free parts as follows

Ly=04p+espdfo. (4.3)
Similarly, a symmetric trace-free tensor like c4p can be
decomposed as [19, 87]

1
cAB = (5,453 - 5‘]AB6C6C) O + €c(a0p)0 V. (4.4)

The terms without the antisymmetric tensor € 4p in the
last two equations are often called the “electric (parity)”
part and the terms with esp are called the “magnetic
(parity)” part.

If we require that the scalar field is also independent of
u in these regions, then the expression for Ay in Eq. (4.1c)
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requires that D?\; = 0, or namely \; is constant. The ex-
pression for L4 in Eq. (4.1f) shows that the magnetic part

of cfé, U, vanishes (see, e.g., [52]). Together with the
fact that )\go) is constant, it also follows from Eq. (4.1f)
that M© = M© i a constant. Because cAp 1s an

electric-parity tensor field, then it can be set to zero
by performing a supertranslation with a@ = ©/2 [see

Eq. (3.10a)]. With cap = 0 as well as )\go) and M)
being constant, then by requiring A3 is independent of

time Eq. (4.1g) gives the following condition on )\go):

(D2 +2)A0 = 2MmO©) (4.5)

This nonhomogeneous linear elliptic equation can be writ-
ten as the sum of the particular solution /\éo) = M©)©
and a linear combination of the solutions to the homoge-
neous equation

M2+ 2" =0 (4.6)
The solution of the homogeneous equation is a superpo-
sition of ¢ = 1 spherical harmonics. Finally, with these
conditions on the metric functions, this greatly simplifies

the form of Ep in Eq. (4.2a). That /\go) and M are

constants and that cffj)g vanishes cause the coefficient in

Eq. (4.2b) to vanish; similarly, the lengthy expression in
Eq. (4.2¢) reduces to the following much simpler equa-
tion:

1
daLly) — 5%38%(3’ —0. (4.7)

To have smooth solutions Lff), then it must be a su-

perposition of the six electric-parity and magnetic-parity
¢ = 1 vector spherical harmonics. The electric part of
LE40) can be set to zero by performing a translation with
a=r/[MO — /\go)/(4)\0)] The magnetic part could be
chosen to align with a particular axis by performing a
rotation if desired.

Like in general relativity, this class of stationary re-
gions in Brans-Dicke theory admit a “canonical” frame,
in which M and A\, are constant, cap = 0, and Ly
is composed of ¢ = 1 magnetic-parity vector harmonics.
Furthermore, the scalar-field function \; is also constant,
and the function Ao is equal to the constant MA; plus
a superposition of [ = 1 spherical harmonics. For bursts
of gravitational and scalar radiation, there can be tran-
sitions between such stationary regions where the initial
stationary region is in the canonical frame, but the final
stationary region is supertranslated from its canonical
frame, so that c4p is nonzero. This nonzero c4p at late
times is, in essence, the GW memory effect (see e.g., [30]);
thus, transitions between these stationary regions pro-
vide a sufficiently general arena in which to study certain
types of GW memory effects in general relativity (these
transitions were called “BMS vacuum transitions in [30]).
Note that these types of transitions also do not allow



“ordinary” memory [88], so they do not admit memory
effects of full generality (see, e.g., [89]).

However, in Brans-Dicke theory, because A\; must be
a constant in both stationary regions in the canonical
frames, such a transition would significantly restrict the
types of possible memory effects that could occur. For
the memory effects related to the scalar radiation (dis-
cussed in greater detail in the next part) such a transi-
tion would only allow these scalar-type memory effects
to have a uniform sky pattern. As a result, considering
only these types of transitions between these frames will
not be sufficiently general to explore the full range of
possible memory effects in Brans-Dicke theory. A slight
generalization would be to consider transitions between
stationary regions in which one of the regions is both
boosted and supertranslated from the canonical frame.
However, this still seems to be a somewhat restrictive
scenario, as it does not seem to admit solutions that are
superpositions of boosted massive bodies with a scalar
charge. As a result, we will next focus on a slightly more
general set of frames, that is still somewhat simpler than
the nonradiative regions without restrictions.

Nonradiative regions with vanishing magnetic-parity
shear For a slightly more general set of solutions,
though which lack the full generality of the nonradiative
regions, we will consider regions of spacetime with van-
ishing stress-energy (not including the scalar field), N4p,
OuN1, and U (the magnetic-parity part of the shear).
Like the stationary regions, it will again be possible to
set cap = 0 by a supertranslation to produce a “semi-
canonical” frame; however, the mass-aspect and scalar-
field functions M(® and /\go) will no longer be constants,
and will remain arbitrary functions of 2 as in Eq. (4.1)
in this frame. This will imply that Ao depends linearly on
u as in Eq. (4.1¢c), D p will vanish in this semi-canonical
frame, and the electric part of L4 will depend linearly
on u, whereas the part independent of u will contain
both electric and magnetic parts. Thus, transitions be-
tween nonradiative regions of this type should be suf-
ficiently general to capture both the usual tensor-type
and scalar-type memory effects, which will be discussed
in greater detail below. This was also the scenario con-
sidered by [79].

B. Geodesic deviation and GW memory effects

GW memory effects are frequently described by their
effects on families of nearby freely falling observers at
large distances r from a source of gravitational waves [16,
90, 91]. The deviation vector X between a geodesic with
tangent u and a nearby geodesic satisfies the equation of
geodesic deviation

WV, (uPV5XY) = —Rp s u’ X7, (4.8)

to linear order in the deviation vector X“. It is then
useful to expand the vector X in terms of an orthonor-
mal triad e with efuq =0 that is parallel transported
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along the geodesic with tangent u®. If u® is denoted
by ef, then ef = {ef, '} forms an orthonormal tetrad.

It is also convenient to introduce a dual triad ei with
efel, = 55 . The vector can then be written in the form
X = Xg(T)e?‘, where 7 is the proper time along the
geodesic worldline. The equation of geodesic deviation
then reduces to the expression

—RﬁjﬁzXJ (4.9)
where the dot denotes d/dr. Given a set of tetrad co-
efficients X} = X'(9) and X} = X’(79) that represent
the initial separation and relative velocity of the nearby
geodesics, it is possible to solve for the change in the final

values of the tetrad coeflicients of the separation vector,
which we denote by

i

AX' = X' (77) — X'(0). (4.10)
We then expand this vector in a series to linear order in
the Riemann tensor as

AX' = AX(g) + AX(yy (4.11)
where the value AX EO) is identical to the expected result
in flat spacetime

AX{y = (17 — 70) X (4.12)

The correction AXgl) to the deviation vector to linear
order in the Riemann tensor is given by [33]

“ o Tf o “
AX(ll) = — X(J) dT/ dT/Rojol
To To

L n Tf T T A
- X(J)/ dT/ dT’/ dr" Rys6" - (4.13)
To To T/

Note that in the triple integral, the limits of integration
on the innermost integral run from 7’ to 7.

To compute AX? associated with a burst of gravita-
tional waves at large distances r from a source of GWs
(and thereby compute the GW memory effects), it will
be necessary to compute the leading 1/r parts of the Rie-

mann tensor components Rojoi, the geodesic with tan-
gent u®, the infinitesimal element of proper time dr, and
the orthonormal triad eg‘. In Bondi coordinates, with V'
given by Eq. (2.23c), a vector @ = €, that is tangent to
a timelike geodesic to leading order in 1/r is given by

- 1 . =
=0y — =—M\0p +O0(r ). (4.14a)
20

The retarded time w is the proper time 7 along the
geodesic at this order. A useful triad is given by

6=y (14— )8 +00"),  (414b)
o



€ = _'A+O(T_2),

(4.14c)

<=

where €4 is an orthonormal dyad associated with the met-
ric gap. The nonzero tetrad components of the Riemann
tensor at O(r~1) are given by

1, 1 .
Ryjon = —5-Cas + 5704 +0 (r77) .

4.1
2r 2o (4.15)

Note that if the Riemann tensor is decomposed into its
Weyl and Ricci parts, the relevant nonzero components
are given by

1

Coron =~ 5-¢an TO(7) (4.16a)
1 .

Ry :WAI +0(r?) (4.16b)

It then follows that the Ricci scalar, R, satisfies R =
O (r2).
Putting these results together, we find that the O(r?)

part of AX' is the same as the flat-space result in
Eq. (4.12), and the O(r~1) part is given by

o _ 1
AXA _5<ACAB_

1
Ao

1 1 5
- (ACAB - /\—AAléAE}> xB
0

A)\15A3> x&

1 1
+ ?A |:UCAB(’U,) — /\—Ou/\l(u)5AB] X())B
Au 1 5
+ ? |:CAB(’U,0) — A—O/\l(uO)(SAB] XOB
U 1 . B
— 2—2 (ACAB - )\—OA/\léAB) XOB (417)
We have defined Au = u¢ — ug,
uf uf
ACAB:/ d’U,CAB, and AAlz/ du)\l;
’ T 4ag)

in the third line of Eq. (4.17), the A of the quantity in
square brackets means to take the difference of the quan-
tity within the brackets at u = uy and u = ug. Equa-
tion (4.17) contains (in addition to initial and final data)
six memory effects, which we will now discuss in greater
detail (or in the language of [33, 92| six persistent observ-
ables, three of which are memory effects).

The first two collections of effects, Ac ;5 and AC, 5,
have the same type of effect on nearby freely falling ob-
servers as GW memory effects in GR: namely, they pro-
duce a shearing (transverse to the propagation direction
of the gravitational waves) of an initially circular congru-
ence of geodesics after a burst of GWs pass. The tensor
Acjp was the first type of GW memory effect identi-
fied in calculations, and it produces a lasting change in
the deviation vector between initially comoving observers.
When Acj g is nonvanishing, then the tensor AC ;5 will
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be the sum of a term that grows with u after the burst
passes and a term AC ©) that is independent of u. For
observers with an initial relative velocity, this will cause
AXS) to have a shearing part that grows linearly with «

after the GWs pass (this effect is also sometimes called
the “subleading displacement memory”). The electric-
and magnetic-parity parts of the tensor ACZ‘% are closely
related to the spin and center-of-mass (CM) GW mem-
ory effects, that were more recently identified. The tensor
Ac ;5 was frequently described as being of electric parity,
but it was shown that there are sources of stress-energy
that can produce a magnetic-parity Ac;p [87, 89, 93].

The second two terms, A\; and AA;, are memory ef-
fects related to the passage of the scalar field. These
effects cause an initially circular congruence of geodesics
to undergo a relative uniform expansion (or contraction)
in the direction transverse to the propagation direction
of the scalar radiation.® Thus, for initially comoving ob-
servers, a nonzero A\; would cause a uniform, transverse
change in AXS). When A\ is nonvanishing, then AA;
would also be a sum of term that grows with u after the
burst of scalar field and a term AAgO) that is indepen-
dent of u; thus, the deviation vector AXS) would have
an expanding (or contracting) part that grows linearly
with u for observers with an initial relative velocity. The
scalar-field memory effect A\ had been discussed in the

context of post-Newtonian theory in [57] or in gravita-
tional collapse in [59, 60], for example. The quantity

AA%O) is the scalar-field analog of the CM memory, and
it seems to have not been discussed previously.

We turn in the next part of this section to how the dif-
ferent memory scalars and tensors—Ac 35, AC 45, AN
and AAj;—are constrained (or not constrained) by the
asymptotic field equations of Brans-Dicke theory and the
properties of the nonradiative regions before and after
the passages of the gravitational waves and the radiative
scalar field.

6 It is possible to define a suitably adapted Newman-
Penrose tetrad [94] with [, = V,u and with a complex
dyad chosen to have only its 2-sphere indices nonvan-
ishing and to be normalized to one: mam” = 1. The
spin coefficient p = —m#m"V,l, then can be expanded
at large Bondi radius r in this tetrad as

1 1 A
p=——mAmPVpVau= =+ ! +0@r73).

4.19
r2 r  2X\gr2 ( )

As p is one of the “optical scalars” and its real part cor-
responds to the expansion of a congruence to which [*
is tangent, this provides a second geometrical viewpoint
on how )\; causes a type of expansion at large r.



C. Constraints on GW memory effects from fluxes
of conserved quantities

Memory effects were defined in [33] to be the subset
of the persistent observables that are associated with
symmetries and conserved quantities at spacetime bound-
aries, like null infinity. A commonly used procedure for
computing these conserved quantities related to symme-
tries is due to Wald and Zoupas [44], who computed
the “conserved” quantities associated with BMS symme-
tries at null infinity in vacuum general relativity. The
word “conserved” is used in quotes, because these quan-
tities (also called “charges”) are not constant along cross-
sections (or “cuts”) of null infinity, but change so that
the difference of the charges between the cuts is equal to
the flux of the charge integrated over the region of null
infinity between the cuts. The flux had been computed
previously by Ashtekar and Streubel [42], and it is con-
sistent with the result in [44]. In Bondi coordinates and
in general relativity, the change in the charges, AQ¢, can
be concisely expressed by the expression

dud*Q NP 5ecap, (4.20)

1
AQe="5a
where d¢cap is given in Eq. (3.10a) and d*Q = /qdz' dz?
is the two-dimensional volume element associated with
the metric gap (see, e.g. [52]). The charge is given by
the Komar formula [95], with an additional prescription
needed to make the charge integrable in radiative regions.

The formalism for computing conserved quantities out-
lined in [44] can be applied to a large class of gravitational
theories that can be derived from a Lagrangian, such as
Brans-Dicke theory. In the Einstein frame, the action
has the form of the Einstein-Klein-Gordon theory. Wald
and Zoupas noted in [44] that having a minimally cou-
pled scalar field causes stress-energy terms to be added
to the flux, but will otherwise not greatly change the
charges. However, they posited that »® has a finite limit
to null infinity, which would require that ®, = 0. We
checked whether having a constant ®y that is nonzero
would alter the flux, and because this nonzero ®g is con-
stant, and we found that it did not. Wald and Zoupas
also mentioned in [44] that a conformally coupled scalar
field, such as in Brans-Dicke theory in the Jordan frame,
would also only add terms to the flux. However, they did
not specify whether the kinetic term for the scalar field
must have the canonical form (as in the Einstein frame),
which it does not in the Jordan frame. Consequently, we
computed the flux of the charges associated with a BMS
symmetry in the Jordan frame in Bondi coordinates. We
found that the integral of the flux over a region of future
null infinity is given by

A
AQg = _ﬁ du d*Q {NAB(&CAB
6 + 4w
———0, 4.21
+ ENE OuA1de M1 ( )

15

Note that by combining Egs. (2.2¢) and (2.11), expand-
ing A as in Eq. (2.21), and using Eq. (3.7), then we find
that the term (3 + 2w)9, Ao A/(167) in Eq. (4.21) is the

O(r—2) part of NoT)¢v. Thus, the result is consistent
with the expectations of Wald and Zoupas for a confor-
mally coupled scalar field, despite the noncanonical form
of the kinetic term for A (and the flux is then conformally
invariant as required in [44]).

1. Displacement memory and electric-parity part of Acap

For computing the GW memory effect connected with
the electric-parity part of Acjp, we should specialize
the flux expression for a supertranslation vector field
€ = a(z?)d,. Restricting Eqs. (3.10a) and (3.7) to a
supertranslation, and integrating by parts for terms in-
volving 9 4 (there are no boundary terms on the 2-sphere),
we can show that the expression in Eq. (4.21) can be writ-
ten as

A
AQ(o) = —% du d2Qa{NABNAB —20,9pN4P
6+ 4w 2
» . (4.22
+ D)2 (OuM1) (4.22)

It will next be useful to make a few definitions and to
relate some of the quantities in Eq. (4.22) to quantities
that we have computed earlier in the paper.

The term proportional to 8,95 N4E depends only on
the electric part of Nap (and thus the electric part of
Acap, when the integral with respect to u is performed).
With the definition of c4p in Eq. (4.4) and of the news
tensor in Eq. (2.29), we can write the term 8,095 N4F as

20,495 N4E = P*(D* +2)9,0. (4.23)
With the equation for the Bondi mass aspect (2.32a), it
is possible to show that the supertranslation charge (i.e.,

the supermomentum) needed to satisfy Eq. (4.22) is given
by

Ao

T i

d*Qa <M - LD%) .

Q(a) T

(4.24)

Note that when o = 1, this corresponds to a time trans-
lation, and the associated conserved charge is the energy.
Solutions of physical interest have non-negative energy.
Because D?)\; vanishes when integrated over the 2-sphere,
this implies that the integral of M over S? must be non-
negative, or the 2-sphere integral of M must be greater
than or equal to the same integral of ﬁ/\l Oy 1. Finally,
it will be helpful to define « times the change in the en-
ergy radiated by the gravitational waves and the scalar
field \ as
A 6+ 4w
Aoy = % /du ?Qa [NABNAB + (;LT)?@“MQ
(4.25)



Then Eq. (4.22) can be written as

/dm ab?(B? +2)A0 = ?’f—” (A&) + AQa)) -
0
(4.26)

The supertranslations « are allowed to be any smooth
function on the 2-sphere. By choosing for a an appro-
priate basis of functions that span this space of smooth
functions on S? (e.g., spherical harmonics), it is then
possible to use Eq. (4.26) to determine the coefficients
of A© expanded in these basis functions in terms of the
expansion coefficients of the energy flux and the change
in the supermomentum charges. In other words, suppos-
ing that the energy flux A&, is known for some given
radiative data Nap and 0,1, and that the early- and
late-time nonradiative data through AM and A)\; are
also known, then it is possible to determine the corre-
sponding electric-parity memory effect in Acap. The
computation of this memory effect is not substantially
different from in general relativity; the main difference is
that it is necessary to provide both radiative (9,A1) and
nonradiative (A);) data for the scalar field, in addition
to the radiative (N4p) and nonradiative (AM) gravita-
tional data. We will use this procedure to calculate the
memory effect from compact binaries in Brans-Dicke the-
ory in future work.

The two types of sources of GW memory in Eq. (4.26)—
ie., Adly) and AQ(,)—are often called “null” and “ordi-
nary” memory, respectively in general relativity [88]. The
word “null” refers to the fact that it is sourced by massless
fields (including gravitational waves), and the word “or-
dinary” refers to the fact that it is sourced by “ordinary”
massive particles (and fields). The specific components of
the spacetime curvature and matter stress-energy tensor
responsible for producing the ordinary and null memory
are distinct and distinguishable in GR. How to classify
the contributions of a scalar field to the ordinary and null
memory is not as immediately obvious in Brans-Dicke
theory as it is in GR, because (i) massive objects can
have “scalar charges” (nontrivial stationary scalar field
configurations of the massless scalar) in Brans-Dicke the-
ory, and (ii) the radiative and the static parts of the scalar
field both appear at leading order in 1/r. While in GR
all terms involving the scalar field would be treated as
null memory, in Brans-Dicke theory, we will consider one
part of the scalar field to contribute to the null memory
and another part to contribute to the ordinary memory.
Specifically, because the term quadratic in d,\; in the
energy flux Aé(,) has the form of a flux of energy per
solid angle, we will consider it to be null memory. The
term proportional to D?A\; enters in the charge AQ(a)
and is linear in A1, so we treat it as a source of ordinary
memory for the shearing GW memory Acap. *

Because the right-hand side of (4.26) is determined by
the changes in M and AX; (for the term AQ(,)) and

7 There is a second possibility that one might have considered the
change in P2A )1 to be a scalar GW memory that is constrained
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the change in the flux of tensor and scalar waves (for the
term AE(,)), then we can solve for A® in Eq. (4.26) in
terms of a sum of these two contributions. We will then
write this solution for the total potential as a sum of two
terms
AO = A@(n) + A@(O) , (4.27)
which correspond to the solutions for the null and ordi-
nary parts, separately. This splitting will be useful in
discussing the CM memory effect in the next part.
Lastly, note that no constraints on the magnetic-parity
part of Acap are found from supermomentum conserva-
tion. Thus, it would be classified as a persistent observ-
able rather than a memory effect in the language of [33].

2. Subleading displacement memory and ACap

In the BMS group, there are also symmetries param-
eterized by the vector field on the 2-sphere, Y4. This
vector field is required to be a conformal Killing vector
on the 2-sphere from Eq. (3.5); the space of such vector
fields that are globally defined form a six-dimensional
algebra, which is isomorphic to the Lorentz algebra of
3-+1 dimensional Minkowski spacetime. There have also
been proposals to consider extensions of the BMS algebra
that enlarge the symmetry algebra by including either
all the conformal Killing vectors on the 2-sphere that
have complex-analytic singularities [45, 46] or all smooth
vector fields on the 2-sphere [49, 50]. When the Wald-
Zoupas prescription was applied to these extended BMS
algebras, it was found that there needed to be an addi-
tional term to the flux (or the change in the charges) to
maintain that the difference in the charges was equal to
the flux [52]. For the smooth vector fields, it was shown
that this related term could be absorbed into the def-
inition of the charges [51]. This new term was closely
related to a new type of GW memory effect called GW
spin memory [26]. There was also a second type of new
GW memory related to these extended symmetries called
GW CM memory [27]. These two new memory effects
are related to the electric- and magnetic-parity parts of
the subleading displacement memory in AC,p. We now
discuss the computation of these effects in Brans-Dicke
theory.

at the same time as the tensor-type memory through the flux
A& () and the change in the integral of a times the mass aspect
M. However, this is not a viable option, because to specify the
properties of the initial and final nonradiative states, one has to
specify the nonradiative value of the scalar field A1 (analogously
to how one has to specify the value of the mass aspect M. Thus,
there is no freedom to constrain the value of A1 through the
memory equation (4.26). This does have the noteworthy conse-
quence that to determine the tensor-type memory A©, one needs
to know the scalar memory A\; to be able to compute the term
AD2)\; that enters into the ordinary memory AQ(a)-



First, we write the change in the charges associated
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with an extended BMS algebra element 5 = Y43, for
a smooth vector field Y4. Starting from Eq. (4.21) and
integrating by parts to simplify the expression, we find

4 1
AQ(y) = 20 o ya US4 | 20500 NBC — NpoNBC — 6+ ;"(auxl)Q + =04(cpeNPO)
327 2 (M) 2
2w+ 3
+ NBSacpo — 205(cacNB) + (“;Jg (DuA10 4N — /\16,46u/\1)} + AF vy,
0

where AF(y) is the additional term needed to relate the
change in the charges to the flux integral. It is given by

Ao

QY e, p0PDA(D? +2)A%,
641

AFy) = (4.29)

where we introduced the notation of [75] for the u integral

of U
AE:/du\I/,

and where ¥ determines the magnetic-parity part of cap
in Eq. (4.4).8 The GW spin memory effect is related to
the quantity AY., which determines the magnetic-parity
part of AC4p. In the absence of magnetic-parity displace-
ment memory Acap, the spin memory will be indepen-
dent of u, and given by just the magnetic-parity part of
ACK)

Let us now make a few additional definitions. Note
that in Eq. (4.28), there is a term that is linear in the
news tensor Nyp, like the term that gives rise to the dis-
placement memory; however, the term in (4.28) is mul-
tiplied by u. When this term is integrated over u, the
resulting quantity has dimensions or strain multiplied by
time, like the GW spin memory. It was argued in [27]
that a quantity related to this term is responsible for a
new type of GW memory called GW center-of-mass (CM)
memory. Specifically, consider the quantity defined by u
times the u integral of 9,0, with the part of 9,,© respon-
sible for the ordinary memory A©,; i.e.,

(4.30)

AK = /du 0, (O — Opn). (4.31)
Then the integral of the term in square brackets in
Eq. (4.21) can be written in the form

)\0

PQYA9.P*(D? +2)AK.  (4.32)

8 The modification to the charge defined in [51] is similar to the
quantity AF(y), but instead of AX, a term proportional to u¥
was used instead.

(4.28)

Finally, define the remaining terms in Eq. (4.28) to be

A‘j(y) d dQQ YA |:8A (CBcNBC)

iir
+ QNBcéACBC — 463(0,40]\]30)
+ S AN — MOABA|
(Ao)?
(4.33)

which are the moments of the change in the super angular
momentum with respect to the vector field Y4. With
these definitions, Eq. (4.28) reduces to the expression

AQyy = —AJy) + ACy) + AF v (4.34)

Using the evolution equation for the Bondi mass as-
pect (2.33), we can show that the definition of the charge
needed to satisfy Eq. (4.28) is given by

)\0

Q) = QY4

—udu <M — LD%) —3L4

4N
)

(4.35)

1
+ ﬁaA(CBCch) + —8,4 (3/\2 +

—(capdPA — M05¢ .
4)\0( AB 1 1 AB)‘|
Next, it is useful to consider decomposing the vector field
Y4 into gradient and curl parts via the expression

A =518(2) + e*Popy(2”),

(for smooth functions 8 and ) and to treat the case
of divergence- and curl-free vector fields Y4 separately.
This will allow us to isolate the GW spin and CM memory
effects.

CM memory and electric-parity YA  Let us first spe-
cialize to Y4 = 343. The term AF(yy vanishes for vec-
tor fields Y4 of this type. After integrating by parts, this
means that we can determine the CM memory through
the equation

(4.36)

64
/dmﬁ})‘*(})? +2)AK = —: (ATs) + AQs)) -

(4.37)



In the above equation, we have defined B* = (?)?,
and we have let AQg) and AJ(gy given in Eqgs. (4.35)
and (4.33) be the change in the charges and in a part of
the flux associated with the vector field Y4 = 843. The
procedure for computing the CM memory works simi-
larly to that for computing the standard GW memory
described by the potential A©: (i) first pick a basis of
functions for the smooth function 8 on S? to determine
the coefficients of AKC expanded in this basis (perhaps
most usefully, spherical harmonics); (i) then provide ra-
diative (and some nonradiative) data in the functions Ay,
caB, and their u derivatives to evaluate the basis-function
coefficients of the flux term AJ(g); (iii) next specify the
nonradiative data in M, L 4, cap, A1, and Ay to evaluate
the coefficients of the change in the charges AQg); (iv)
finally, solve for the relevant coefficients of AK by acting
on it with the elliptic operator D*(D?+2) and performing
the integral. Some interesting differences from the stan-
dard GW memory are that the flux term involves cap
and A; in addition to d,A\1 and Nap, and the charge
involves cap, L4, and Ay in addition to A\; and M.

Spin memory and magnetic-parity Y Next we shall
discuss vector fields given by Y4 = ¢A885~. In this case,
it is the term AC(y that vanishes, and one can solve for
the spin memory through the equation

2 4(12 647
/d QyD*(D* +2)AY = W (AT + AQ)) -
(4.38)

The prescription used to determine the coefficients of the
potential AY when expanded in a basis of functions on
52 works nearly identically to that for the expansion of
AK for the spin memory. The main difference is that
less nonradiative data is needed to determine the spin
memory. Specifically, because the quantities 942 and
04M enter into the charge as gradients, then these terms
will vanish for a magnetic-parity vector field of the form
Y4 = eABdp~y. Thus, computing the spin memory does
not require knowledge of the functions Ay and M.

D. Summary and discussion

To summarize, in asymptotically flat general relativ-
ity in Bondi coordinates, there are four types of memory
effects that are encoded in the electric- and magnetic-
parity parts of the tensors Acap and ACap. All four
memory effects can be measured through geodesic devi-
ation, and they produce a type of shearing of a family
of deviation vectors pointing from some fiducial timelike
worldline far from a source of gravitational waves. The
memory effects encoded in Acap are related to the de-
pendence of the final deviation vector on the initial devi-
ation vector; the memory effects encapsulated in ACap
are connected to the dependence of the final deviation on
the initial relative velocity of the deviation vector. Three
of the four memory effects were constrained by conserva-
tion laws for charges associated with the (extended) BMS
algebra. Specifically, the electric-parity part of Acap is
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constrained through the statement of supermomentum
conservation associated with the supertranslation sym-
metries of the BMS group. The electric- and magnetic-
parity parts of ACap were determined through the con-
servation of super-angular momentum conjugate to the
super-Lorentz symmetries of the extended BMS algebra.
The magnetic-parity part of Acsp does not seem to have
any conservation equation that constrains its value (and
thus might be classified as just a persistent observable).

In our treatment of asymptotically flat solutions of
Brans-Dicke theory in Bondi coordinates, we observed
that there were a total of six types of memory effects:
the four that exist in general relativity, and two more
that are related to the leading-order dynamical part of
the scalar field, \;. The two new memory effects also
could be measured through geodesic deviation, though
they would produce an expansion (or contraction) of the
family of deviation vectors pointing orthogonally away
from a given worldline (a so-called “breathing” mode).
The memory effect A\; was related to the amplitude
of this effect which depends on the initial deviation vec-
tor, and the effect in AA; corresponded to the scale of
the effect depending on the initial relative velocity of the
nearby worldlines. The quantities AX; and AA; were
not constrained by any conservation laws associated with
conserved quantities in asymptotically flat spacetimes in
Brans-Dicke theory (so they would also just be persistent
observables). Rather, because the symmetries of asymp-
totically flat solutions of Brans-Dicke theory are the same
as those of general relativity, the same three types of
memory effects are constrained by the fluxes of conserved
quantities as in general relativity. Because the definition
of the flux and charges includes additional radiative and
non-radiative data (namely, 9,1, A1, and A2), the pre-
cise expressions used for computing the memory effects
and the data necessary to compute these effects differs in
Brans-Dicke theory from the expressions used in general
relativity.

V. CONCLUSIONS

In this paper, we investigated asymptotically flat solu-
tions of Brans-Dicke theory in Bondi-Sachs coordinates.
We solved the field equations of this theory, and we found
that they have a similar structure to the Bondi-Sachs
form of the Einstein equations in general relativity. The
expansions of the metric and the Ricci tensor in series
in 1/r (r being the areal radius) have somewhat different
forms from the equivalent quantities in general relativity.
Specifically, the Ricci tensor in Bondi coordinates scales
like 1/r, which allows for a scalar (or breathing-mode)
gravitational-wave polarization not present in general rel-
ativity; other coeflicients in the metric also fall off more
slowly with 1/r in Brans-Dicke theory than in general rel-
ativity to accommodate this additional GW polarization.
Interestingly, this different “peeling” property of the Ricci
tensor does not affect the asymptotic symmetry group in



Brans-Dicke theory, which remains the Bondi-Metzner-
Sachs group (though the way in which these symmetries
are extended into the interior of the spacetime in Brans-
Dicke theory differs from the related extension in gen-
eral relativity). We also computed the properties of non-
radiative and stationary regions of spacetime in Brans-
Dicke theory, which is important for computing and un-
derstanding GW memory effects.

We found six types of memory effects generated after a
burst of the scalar field and tensorial gravitational waves
pass by an observer’s location. Four of these effects are
also present in GR: namely, they are the electric- and
magnetic-parity parts of displacement and subleading dis-
placement memories. These effects produce the familiar,
lasting shearing of a ring of freely falling test masses, with
the displacement part depending on the initial separation
of the test masses, and the subleading displacement part
depending on the initial relative velocity of the masses
(the electric- and magnetic-parity parts refer to the parity
properties of the sky pattern of the memory effect over
the anti-celestial sphere). The amplitude of the mem-
ory effects in Brans-Dicke and in GR will differ, because
in Brans-Dicke theory, there are additional contributions
from the fluxes of energy and angular momentum per
solid angle from the scalar field. The two additional GW
memory effects in Brans-Dicke theory are related to the
breathing-mode polarization of the gravitational waves,
and they could also be classified into leading and sub-
leading displacement terms. These memory effects cause
a ring of freely falling test masses to have an enduring,
uniform expansion (or contraction) of a circular congru-
ence of geodesics transverse to GW propagation. The
leading part that depends upon the initial displacement
of the masses had been previously considered, but the
subleading part, which depends on the initial relative ve-
locity of the masses appears not to have been. The latter
can be thought of as the scalar analog of the center-of-
mass memory effect.

Half of these memory effects are constrained by fluxes
of conserved quantities associated with the extended
BMS group (these are the electric-parity displacement
memory, the spin memory, and the center-of mass mem-
ory). The other half (the magnetic-parity displacement
memory, and both breathing-mode memory effects) are
not, and would be described as being persistent observ-
ables in the nomenclature of [33, 92]. For all the mem-
ory effects, but particularly for the persistent-observable
types, understanding the properties of the nonradiative
regions before and after the burst of the scalar field and
gravitational waves is important for understanding the
set of possible memory effects. For example, in general
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relativity, stationary-to-stationary transitions in which
the two stationary regions differ by only a supertrans-
lation allow for a wide range of possible electric-parity
displacement memory effects; however, in Brans-Dicke
theory, such transitions would only allow for scalar-type
memory effects with constant sky pattern. More general
types of nonradiative regions at early and late times are
necessary to have less trivial memory effects.

Let us conclude with a few comments on future ap-
plications and directions for our work. It would be in-
teresting to explore the post-Newtonian limit of our re-
sults for compact binary systems, so as to make contact
with some existing results computed by Lang [57, 58].
Another potential direction is to explore a broader set
of modified gravity theories. We note that our formal-
ism can easily be extended to more general massless
scalar-tensor theories, such as those proposed by Damour
and Esposito-Farése [81, 96]. It would be interesting to
understand whether there are similar relationships be-
tween symmetries and memory effects in theories where
additional polarizations are present, such as the scalar-
vector-tensor theories [97]. (A generic theory of gravity
can have up to six polarizations, and there would typi-
cally be additional GW memory effects associated with
all such polarizations.) Other viable theories of gravity
such as the higher curvature theories [62] (e.g., dynami-
cal Chern-Simon gravity [98] and Einstein-dilaton-Gauss-
Bonnet gravity [99, 100]) and massive scalar-tensor theo-
ries would also be useful to explore.
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Appendix A: Field Equations in Jordan Frame

In this appendix, we present scalar wave equation and
the hypersurface equations in the Jordan frame. The rr,
rA, and the trace of the AB components of the modified
Einstein equations in Eq. (2.13a) give

4 20\ 1 w S P B

( += )(w 0000 = 55 (0,0 = 7 hOPD, hacdhsp =0, (Ala)
1 4 b o (1 1 s Di\  w
520 e P hapd,UP) =120, ( 5DaB) + 5h"° Dp (9rhac) + = = 50 ADa
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A 2\ 2A A
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T
—28 r’ r? AB wr? AB
+2e 6TV+TD/\+ Tg VAVB)\+ Vg VA/\VB)\:O, (A].C)
respectively. On the other hand, the scalar wave equation, O\ = 0, is given by
1
20,0, X+ Da(UA0,N) + 0.(UADaN) — = (=2UADaX — 20,A + 0, VO + V0,0, \)
T
1
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