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The characteristics of the Galactic center excess measured with 11 years of Fermi-LAT
data

Mattia Di Mauro⇤

Istituto Nazionale di Fisica Nucleare, via P. Giuria, 1, 10125 Torino, Italy

The excess of � rays in the data measured by the Fermi Large Area Telescope from the Galactic
center region is one of the most intriguing mysteries in Astroparticle Physics. This “Galactic center
excess” (GCE), has been measured with respect to di↵erent interstellar emission models (IEMs),
source catalogs, data selections and techniques. Although several proposed interpretations have
appeared in the literature, there are not firm conclusions as to its origin. The main di�culty in
solving this puzzle lies in modeling a region of such complexity and thus precisely measuring the
characteristics of the GCE.

In this paper, we use 11 years of Fermi-LAT data, state of the art IEMs, and the newest 4FGL
source catalog to provide precise measurements of the energy spectrum, spatial morphology, position,
and sphericity of the GCE. We find that the GCE has a spectrum which is peaked at a few GeV
and is well fit with a log-parabola. The normalization of the spectrum changes by roughly 60%
when using di↵erent IEMs, data selections and analysis techniques. The spatial distribution of
the GCE is compatible with a dark matter (DM) template produced with a generalized Navarro-
Frenk-White density profile with slope � = 1.2 � 1.3. No energy evolution is measured for the
GCE morphology between 0.6 � 30 GeV at a level larger than 10% of the � average value, which
is 1.25. The analysis of the GCE modeled with a DM template divided into quadrants shows
that the spectrum and spatial morphology of the GCE is similar in di↵erent regions around the
Galactic center. Finally, the GCE centroid is compatible with the Galactic center, with best-fit
position between l = [�0.3�, 0.0�], b = [�0.1�, 0.0�], and it is compatible with a spherical symmetric
morphology. In particular, fitting the DM spatial profile with an ellipsoid gives a major-to-minor
axis ratio (aligned along the Galactic plane) between 0.8-1.2.

PACS numbers:

I. INTRODUCTION

Several groups have reported an excess of � rays in
the data collected by the Fermi Large Area Telescope
(Fermi-LAT) in the direction of the Galactic center re-
gion, known as the Galactic center excess [GCE, e,.g.
1–11]. This GCE has been significantly detected when
modeling the �-ray sky using a range of interstellar emis-
sion models (IEMs), source catalogs, data selections and
techniques.

Most of the references cited above agree on the
fact that the GCE spectral energy distribution (SED,
E2dN/dE) is peaked at few GeV. However, other proper-
ties are much more uncertain and still under debate. For
example, the GCE has been claimed in [8] to be spheri-
cally symmetric and centered around the Galactic center.
Moreover, the GCE energy spectrum can be well mod-
eled as � rays produced by DM particles annihilating into
bb̄ with a thermal annihilation cross section, which is the
proper cross section to explain the observed density of
DM in the Universe [12]. All these characteristics make
the GCE very appealing for indirect DM searches.

In other publications (e.g., Refs. [9–11]) it has been
shown that, using di↵erent IEMs and source catalogs,
the measurement of some GCE properties, in particular
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the normalization of the spectrum, are too uncertain to
conclude that it is of DM origin. For example, Refs. [13,
14] claimed that the spatial shape of the GCE is better
modeled with the distribution of stars in the bulge of
our Galaxy. In particular they demonstrated that fitting
the GCE with two emission templates associated with
the galactic bulge provides a much better fit than using
a DM template. This result implies that the GCE is
not spherically symmetric since the boxy bulge has an
ellipsoidal shape.
Refs. [15, 16] likewise raise doubts on a DM origin

of the GCE. By applying wavelet analysis and non-
Poissonian template fitting to Fermi-LAT data, they
published compelling evidence for the existence of a faint
population of sources located in the Galactic center with
properties that can explain the GCE. The presence of
these sources could be interpreted as a population of mil-
lisecond pulsars located around the bulge of our Galaxy.
However, very recently, Refs. [17, 18] have shown that
the non-Poissonian template fitting method can misat-
tribute un-modeled point sources or imperfections in the
IEM to a signal of a faint population of sources or DM.
In Ref. [19] they rerun the non-Poissonian template fit-
ting with an improved description of the Galactic dif-
fuse emission and found that this method continues to
robustly favor the interpretation that the GCE is due,
in part, to unresolved astrophysical point sources. Fi-
nally, Ref. [20] uses Bayesian graph convolutional neural
networks and reports that the GCE is almost entirely at-
tributed to smooth emission. All these results challenge
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the robustness of the results presented in [16] and the con-
clusion that the GCE is due to a population of pulsars.
Correspondingly, Ref. [21] has applied wavelet analysis,
similarly to what has been done in [15], to about 10 years
of LAT data using the latest 4FGL catalog released by
the Fermi-LAT Collaboration [22]. They find that the
GCE is still present, although they do not find any com-
pelling evidence for the existence of a faint population of
un-modeled sources.

Alternative interpretations for the GCE are associated
to � rays produced, through inverse Compton scatter-
ing, bremsstrahlung or ⇡0 decays, by cosmic rays injected
from the Galactic center during recent outbursts [23–
25]. These mechanisms, however, provide �-ray signals
not fully compatible with the GCE properties. Specifi-
cally, the hadronic scenario (i.e., mostly cosmic-ray pro-
tons) predicts a �-ray signal that is distributed along the
Galactic plane, since the ⇡0 decay process is correlated
with the distribution of gas present in the Milky Way disk
[24]. On the other hand, a leptonic outburst would lead
to a signal that is approximatively spherically symmet-
ric. However, this model requires a complicated scenario
with at least two outbursts to explain the morphology
and the intensity of the excess with the older outbursts
injecting more-energetic electrons.

The puzzle of the GCE origin is thus far from being
solved. Indeed, some of the GCE properties, for exam-
ple its spectrum and spatial morphology, are still under
debate. Moreover, the choice of the IEM significantly
changes the characteristics of the GCE, making it very
challenging at the moment to make significant progress
in the interpretation. In Ref. [26] we have studied this
problem using simulated Fermi-LAT data of the Galac-
tic center region. We have shown that the systematic
uncertainties due to the IEM are at the level of 15% in
the normalization of the energy spectrum and 5% in the
value of the DM density profile slope used to model the
GCE spatial morphology. Finally, we have found that an
additional component in the Galactic center with a flux
of the order of the Fermi-LAT bubbles can modify the
results for the GCE spectrum and spatial extension at
roughly the 20% level.

In order to make progress on this problem, we analyze
11 years of Fermi-LAT data using the state of the art
source catalog and IEMs and new analysis techniques and
we provide accurate measurements for several properties
of the GCE. We list below the main novel results with
respect to previous papers on the same subject. We use a
new analysis method called weighted likelihood, recently
developed by the Fermi-LAT Collaboration to mitigate
the systematic uncertainties due to the mismodeling of
the IEM in the Galactic plane and at energies lower than
1 GeV. As we have demonstrated in Ref. [26], this tech-
nique yields more robust results for the GCE at low en-

ergies1. We employ the newest 4FGL catalog of sources
that contains almost twice the number of sources with
respect to previous Fermi-LAT catalogs used for previ-
ous analyses. We utilize the recently created event class
SOURCEVETO which increases the e↵ective area of the data
selections while minimizing the CR background contami-
nation. We make a systematic study of several aspects of
the GCE such as the flux between 0.1 GeV to 1 TeV, its
position, sphericity and the spatial morphology employ-
ing the state of the art IEMs provided in [11]. In order
to derive the spatial morphology we use specific models
with DM or leptonic outbursts. We also employ a model
independent technique (i.e., with no dependence on the
specific GCE physics interpretation) that measures, for
the first time, the GCE surface brightness (i.e., the flux as
a function of the angular distance) from 0� up to 15� and
the energy dependence of its spatial morphology. Utiliz-
ing these new techniques and analyses, we find new clues
to the origin of the GCE.
The paper is organized as follow: in Sec. II we describe

the selection we apply to Fermi-LAT data, the choice of
IEM and the analysis technique. In Sec. III A we inspect
how many and which components of the IEMs should be
left free to provide a good fit to the data; in Sec. III B we
report our measurements for the spectrum of the GCE;
in Sec. III C we show the results we obtain for the spatial
morphology with a model independent and with a model
dependent technique; in Sec. IIID we study the GCE
with a DM template divided into quadrants in order to
study the spatial symmetry of the excess; and in Sec. III E
we measure the GCE position relative to the Galactic
center and we test its sphericity.

II. ANALYSIS FRAMEWORK

In this section we provide the details of the Fermi-LAT
data selection, background models and analysis pipeline.

A. Data selection

We use 11 years of Fermi-LAT data from 2008 Au-
gust 4 to 2019 August 4 passing standard data quality
selection criteria2. We select an energy range between
0.1� 1000 GeV to study the GCE flux and spatial mor-

1
In order to reduce significantly the systematic uncertainties due

to the modeling of the IEM improved models should be stud-

ied and used in the analysis. However, as we will explain in

Sec. II C, we use the weighted maximum likelihood technique

that e↵ectively reduces the di↵erences in the results obtained

with di↵erent IEMs. See Ref. [22] for a detailed discussion of

this method.
2 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/Cicerone_Data_Exploration/Data_
preparation.html
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phology. Then, since the GCE is significantly detected
between 1�10 GeV we focus on this energy range for an-
alyzing its position and sphericity. We consider a region
of interest (ROI) of 40� ⇥ 40� centered at the Galactic
center. The size of the ROI is motivated by the exten-
sion of the GCE that can be measured significantly up to
⇠ 10� (e.g., [9, 11]). However, we also run the analysis
selecting data from a 30� ⇥ 30� region, in order to test
how the results depend on the size of the ROI.
We select photon data belonging to the Pass 8

SOURCEVETO event class and the corresponding in-
strument response functions P8R3 SOURCEVETO V2.
SOURCEVETO has the same background rate of the
SOURCE class up to 10 GeV. Above 50 GeV it is the
same as the ULTRACLEANVETO, while having 15% more
acceptance3. This data selection is thus ideal to analyze
di↵use emission such as the GCE. We will also show
results derived with SOURCE and ULTRACLEANVETO data
and instrument response functions to show how the
GCE properties change with a di↵erent selection of the
data. The data is binned using 8 energy bins per decade
and a pixel size of 0.08�.

B. Model components

The data measured in the direction of the Galac-
tic center are modeled with the fluxes from individual
sources, isotropic and IEM templates, and DM emission.
Point-like and extended sources are taken from the 4FGL
Fermi-LAT catalog [22] selecting all those that are in a
region 48� ⇥ 48� centered at the Galactic center. The
source Sagittarius A?, that is usually considered to be
the dynamical center of the Galaxy, is included in our
background model with the source 4FGL J1745.6-2859.
For a recent analysis where the spectrum, position of
this source is analyzed and its cosmic-ray production is
inspected see [27]. We include sources up to 4� outside of
the ROI in order to account for the point spread function
of the detector. The isotropic template is taken from [11]
and we leave free in the fit its normalization. We include
the �-ray emission from the Sun, the Moon, and Loop I
as in [11].
The spatial morphology of � rays produced from DM

particle interactions is modeled with a DM density pro-
file (⇢) parametrized using a generalized Navarro-Frenk-
White (NFW) model [28]:

⇢ =
⇢0⇣

r
rs

⌘� ⇣
1 + r

rs

⌘3�� , (1)

where ⇢0 is a normalization, rs is the scaling radius and
� is the slope of the DM density profile. The analysis of

3 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/Cicerone_Data/LAT_DP.html.

the Galactic center region is insensitive to the value of
the scaling radius rs, which we fix to 20 kpc. Instead,
the value of � will be inferred from the analysis by fitting
the GCE. The �-ray flux produced by DM annihilation
is usually calculated as (see, e.g., [29]):

dN

dE
(E) =

1

4⇡

h�vi
m2

�

dN�

dE

1

2
J , (2)

where the factor 1/2 comes from considering self-
conjugate DM particles, m� is the DM particle mass,
h�vi defines the annihilation cross section times the rela-
tive velocity, averaged over the Galactic velocity distribu-
tion function, and dN�/dE is the �-ray production source
spectrum per DM annihilation event which depends on
the elementary processes ruling the annihilation of DM
particles. J is the geometrical factor and is calculated
with the integral performed in the solid angle �⌦ and
along the line of sight (l.o.s., s) of the squared DM den-
sity distribution (see Eq. 1):

J =

Z

�⌦
d⌦

Z

l.o.s.
⇢2ds. (3)

Finally, we place the center of the DM template at (l, b) =
(0�, 0�) unless otherwise di↵erently stated.
In this paper we are not interested in a specific DM

particle physics theory interpretation of the GCE, and
we accordingly adopt a phenomenological GCE spectrum
given by a log-parabola (LP)4:

dNLP

dE
(E) = N0

✓
E

E0

◆�↵�� log (E/E0)

, (4)

with the normalization N0, spectral index ↵, and curva-
ture index � free to vary in the fit. The pivot energy E0

is fixed to 1 GeV. As we will demonstrate in Sec. III B,
this SED shape reasonably fits the GCE spectrum. The
choice of a log-parabola model does not a↵ect our results
for the estimation of the GCE SED as for that analysis
the spectral normalization is free to vary independently
in each energy bin and the initial shape of the model
is not important. Moreover, when analyzing the spatial
morphology, position and sphericity we select energies
between 1–10 GeV and a slight change in the SED shape
does not a↵ect the results.
When we model the GCE with a DM template, we cal-

culate its spatial morphology with the geometrical factor
J evaluated at di↵erent longitudes and latitudes and nor-
malized to the solid angle of the ROI (�⌦): J̄ = J /�⌦.
Indeed, this is the way the Fermitools deal with the
template of extended sources5. Finally, we compute the

4
See this page for the exact definition of this SED shape

https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/
source_models.html#spectralModels.

5 https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/
extended/extended.html
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GCE flux with the product of a log-parabola SED (Eq. 4)
and the normalized geometrical factor:

dN

dE
=

dNLP

dE
⇥ J̄ . (5)

The choice of the IEM is central in modeling such a
complex region as the Galactic center. Therefore we em-
ploy the templates created in [11] which have been opti-
mized to model the Galactic center region. We refer to
[11] for the full details of these models and we summarize
below the main characteristics. The templates have been
created with the Galprop code6 [30–32], which calculates
the propagation and interactions of cosmic rays in the
Galaxy by numerically solving the transport equations
given a model for the cosmic-ray source distribution, in-
jection spectrum, and interaction targets. We consider
11 models generated by assuming di↵erent source distri-
butions, interstellar gas maps7, inverse Compton com-
ponents, and Fermi-LAT bubble templates. Therefore,
these templates provide an appropriate framework, even
if not exhaustive, to study how the GCE properties de-
pend on the choice of the IEM.
Baseline: The reference model, labelled as Baseline,

is taken from one of the models in [33]. It assumes a
cosmic-ray source distribution traced by the distribution
of pulsars reported in [34]. The cosmic-ray confinement
volume has a height of 10 kpc and a radius of 20 kpc.
The Baseline model assumes HI column densities de-
rived from the 21-cm line intensities for a spin tempera-
ture of 150 K. The dust reddening map of [35] is used to
correct the HI maps to account for the presence of dark
neutral gas not traced by the combination of HI and CO
surveys [33]. Moreover, it includes the inverse Comp-
ton model reported in [36] and divided into the starlight,
infrared and cosmic microwave background (CMB) com-
ponents. Finally, the model contains the Loop I, Sun,
Moon emission and the Fermi bubbles divided into the
low-latitude (closer to the Galactic center) and the high-
latitude components. The Baseline model we use in this
paper di↵ers from the one used in [11] for the inclusion
of the low-latitude bubbles template.
Source distribution: In order to account for di↵erent

tracers of cosmic rays we will use di↵erent source distri-
butions. We use an alternative model, labeled Yusifov,
generated using the pulsar distribution reported in [37],
the model SNR created with distribution of supernova
remnants published in [38] (labelled as SNR) and finally
with the distribution of OB stars from [39] (OBstars).
Finally, we test a model labeled as Pulsars where we
include the bremsstrahlung and ⇡0 emission divided into
the neutral atomic (HI) and molecular hydrogen (H2)
components.

6 http://galprop.stanford.edu
7
In [11] the contribution of HI and H2 gas is considered while the

one from ionized gas is neglected.

Gas and inverse Compton: We test, in a model
labeled ICS combined, an inverse Compton template
where the starlight, infrared and CMB components are
merged in a unique template. In order to account for dif-
ferent gas models we use templates generated from maps
of the starlight extinction due to interstellar dust taken
from the Variables in the Via Lactea survey [40] (SLext)
and using the high-resolution maps from the GASS sur-
vey [41] and the dust extinction map from extinction map
from [42] that is built using IRAS and Planck data (la-
belled as PlanckGASS)

Fermi Bubbles: The Fermi bubbles were discovered
in [43] Recently, [11, 44] modeled this component dividing
the emission in two parts: a low-latitude and a high-
latitude component. The low-latitude component is the
one that has the largest impact on the GCE. Therefore,
in the model No low-lat Bubbles we decide to neglect
the presence of this component to study how this a↵ects
the results.

Additional cosmic rays in the Galactic center:
We test the presence of an additional population of cos-
mic rays injected from the Galactic center considering
the following two processes: cosmic-ray protons injected
in the central molecular zone and electrons and positrons
emitted from the Galactic bulge. In the former, � rays
are produced for bremsstrahlung and ⇡0 from protons
interacting with the gas in the central molecular zone.
In the latter, photons are generated from electrons and
positrons emitted from the Galactic bulge and inverse
Compton scattering on the interstellar radiation field in
the inner part of the Galaxy. These additional cosmic-
ray electrons and positrons and protons are considered
both with the model labeled as CMZ. Instead, in the model
named as IC bulge only the electrons and positrons pro-
duced from the Galactic bulge are added. For the �-
ray emission produced from protons, the tracer of the
cosmic-ray production in the central molecular zone is
taken from the distribution of molecular gas in Equation
18 from [45]. In the model with electrons and positrons
the population of MSPs in the Galactic bulge is mod-
eled assuming that their distribution is traced by the old
stellar population in the bulge from [46]. For both these
models we tried di↵erent vertical sizes z of the propaga-
tion halo from 4 and 8 kpc finding for all these values
similar results. In Fig. 1 we show the flux map at 1 GeV
for the � rays produced for bremsstrahlung and ⇡0 from
cosmic-ray protons and for inverse Compton scattering
from electrons and positrons and assuming z = 8 kpc.
The signal produced for bremsstrahlung and ⇡0 decay
from protons follows the distribution of interstellar gas,
thus the signal is elongated on the Galactic plane and
far from being spherically symmetric. The �-ray emis-
sion from electrons and positrons traces the distribution
of the interstellar radiation field in the inner part of the
Galaxy and the shape of the Galactic bulge. The mor-
phology is not spherically symmetric but rather similar
to an ellipsoid with the ratio between the major and mi-
nor axis equal to about 1.7, similarly to what considered
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for this component in [13].
Analysis setup: In addition to the choice of di↵er-

ent IEMs we also test our analysis for di↵erent data se-
lections. We consider the SOURCE and ULTRACLEANVETO

data and correspondent instrument response functions.
The LAT point spread function (PSF) is a function of
the incident photon’s energy and inclination angle, and
the event class. Using an event-level quantity indicat-
ing the quality of the reconstructed direction, the data
is divided into quartiles, from the lowest quality quartile
(PSF0) to the best quality quartile (PSF3)8. We test the
selection of data for event type PSF 2 and 3, i.e., with
the best reconstructed direction, and SOURCEVETO instru-
ment response functions (PSF23). Moreover, we make a
test with a smaller ROI of size 30� ⇥ 30� (ROI 30⇥ 30).
Finally, we run the analysis both with and without (no
weights) the weighted maximum likelihood analysis, as
described in Sec. II C.

C. Analysis technique

Our analysis pipeline is entirely based on FermiPy,
a Python package that automates analyses with the
Fermitools [47]9. FermiPy includes tools to perform
high-level analysis of Fermi-LAT data. We employ ver-
sions 18.0.0 of Fermipy and 1.2.3 of the Fermitools.
The pipeline we apply is based on the following steps.

We run the gta.setup() tool which makes cuts on the
data according to the time and energy range, spatial and
energy bins considered and the instrument response func-
tions selected. Then, we apply the gta.optimize() tool
that fits the model to the data with an iterative strat-
egy. First, it simultaneously fits the normalizations of the
brightest components and sources. Then, it individually
fits the normalizations of all sources that are not included
in the first step. Finally, it fits the shape and normal-
ization parameters of each source simultaneously. This
tool is a fast method to reach a good agreement between
model and data. In the absence of strong degeneracies
between the di↵erent components, i.e. high latitudes and
selection of data above 1 GeV, it provides a model that
is basically identical to the one found with a complete
likelihood fit (i.e., with all the parameters free to vary
at the same time). However, since the Galactic center
includes many sources and components, many degenera-
cies are present and we have to perform a complete fit.
This is done by running the gta.fit() tool which is a
Python wrapper of the pyLikelihood fit method imple-
mented in the Fermitools. This tool returns the best-fit
SED parameters and the full covariance matrix.

8
Visit the following page for further details https:
//fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/
Cicerone/Cicerone_Data/LAT_DP.html

9
See http://fermipy.readthedocs.io/en/latest/.

After this first step, we remove from the model the
sources detected with a Test Statistic (TS)10 lower than
25. This is indeed the usual cut in TS that is used to
include sources in Fermi-LAT catalogs. A TS of 25 cor-
responds roughly to a detection at 5� significance. We
then re-optimize the likelihood to obtain the final model.
In the last step, we calculate the GCE SED using the
gta.sed command. This tool fits the data by varying
the flux normalization independently in each energy bin.
It assumes a power-law SED in each energy bin with a
fixed spectral index of 2.0. This is a good approximation
with small enough bins as we have in our analysis. Dur-
ing this step of the analysis we leave free in the fit the
SED parameters of the GCE, IEM templates and sources
detected with a TS > 1000 and located at a distance
smaller than 10� from the Galactic center. Therefore,
the results obtained with gta.sed are independent from
the SED model assumed initially for the DM component.
Our results for the GCE SED are thus model indepen-
dent and can be applied a posteriori to search possible
interpretations of the GCE.
In [26] we have tested this pipeline with simulated data

of the Galactic center. We have verified that it recovers
properly the injected signal of DM (specifically its spatial
morphology and flux) and the correct SED parameters of
background sources. Finally, we have shown, by simulat-
ing the data with one model and using the same model in
the analysis, the pipeline does not leave significant resid-
uals. Indeed, the TS map is compatible with the �2/2
distribution for 1 degree of freedom, as it should be in
case of a perfect knowledge of the model (see the right
panel of Fig. 1 in [26]).
In order to characterize the spatial morphology of the

GCE, we avoid the use of specific spatial templates and
instead model the excess as a set of concentric, uniform
annuli. This method consists of including in the model
concentric uniform annuli and fitting them to the data si-
multaneously. The SED of each annulus is modeled with
a power law, i.e., the free parameters for each annulus
are the normalization and the power-law index. Since we
will apply this analysis to small energy bins the power-
law approximation is appropriate. The fitting procedure
we employ is the same explained above. After perform-
ing the fit, we extract the energy flux (S) of each annulus
in units of MeV cm�2 s�1 and we compute the surface
brightness of the GCE as dN/d⌦, i.e., by dividing the an-
nulus energy fluxes by their solid angles d⌦. In particular
in [26] we have demonstrated that we are able to recover
the standard deviation of an injected 2D Gaussian signal
and the value of � for an injected DM signal.
We also use a model-dependent technique to find the

GCE spatial morphology by fitting the data with DM

10
The Test Statistic (TS) is defined as twice the di↵erence in

maximum log-likelihood between the null hypothesis (i.e., no

source present) and the test hypothesis: TS = 2(logLtest �
logLnull) [48].
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FIG. 1: Map of the flux calculated at 1 GeV for the �-ray emission produced for bremsstrahlung and ⇡0 from cosmic-ray
protons (left panel) and for inverse Compton scattering from electrons and positrons injected from the Galactic center (right
panel). The color bar represents the intensity of the emission in the di↵erent directions of the ROI in units of 1/MeV/cm2/s/sr.
We consider the case with a vertical size of the Galactic halo of z = 8 kpc. The maps reported here have been produced in
Ref. [11].

IEM name Assumption tested Model used

Yusifov Source distribution Pulsar distribution from [37]

SNR Source distribution SNR distribution from [38]

OBstars Source distribution OB stars distribution from [39]

Pulsars Source distribution Pulsar distribution from [34] and divided into HI, H2

ICS combined Gas and inverse Compton unique template for the inverse Compton component

SLext Gas and inverse Compton gas model derived from starlight extinction maps [40]

PlanckGASS Gas and inverse Compton gas model derived from Planck and GASS data [41, 42]

No low-lat Bubbles Fermi Bubbles no low-latitude Fermi Bubbles

CMZ Additional cosmic rays protons injected from the CMZ and electrons from the Galactic bulge

IC bulge Additional cosmic rays electrons injected from the Galactic bulge

SOURCE Analysis setup SOURCE data and instrument response function

ULTRACLEANVETO Analysis setup ULTRACLEANVETO data and instrument response function

PSF23 Analysis setup SOURCEvet data and event type PSF23

ROI 30⇥ 30 Analysis setup 30� ⇥ 30� ROI

no weights Analysis setup no weighted likelihood analysis

TABLE I: This table summarizes the IEM and analysis setup and techniques used in the paper. For each model we report
the name we use throughout the paper and the assumption that we test with it. The complete description of each model is
reported in Sec. II B .

templates generated using a NFW density profile (see
Eq. 1) with di↵erent values for �. The background com-
ponents are the same for all the test cases. These likeli-
hood values, obtained by optimizing with respect to all
other parameters, yield the profile likelihood Log(L)(�),
from which we can obtain estimates of � and its uncer-
tainties with standard maximum likelihood methods. Fi-
nally, by maximizing Log(L)(�) we find the best-fit value
and errors for �. We have demonstrated in [26] that,

in case the GCE is simulated with a DM template, the
model independent technique with the annuli and the
results of the Log(L)(�) method provide very similar re-
sults for the � parameter.

The region where the uncertainty of the IEM is the
largest is along the Galactic plane (b ⇠ 0�). In order
to mitigate these uncertainties in our analysis, we apply
the weighted likelihood technique that has been recently
included in the Fermitools. This technique introduces
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weights for every pixel of the sky according to the num-
ber of counts present in the data. These weights are
then multiplied by the Log(L) found in each pixel [22].
E↵ectively this procedure penalizes pixels with a very
large number of photons in which the systematics for the
choice of the IEM are larger11. We use as, in the 4FGL
catalog paper, a systematic level of ✏ = 3%. This value
is motivated by the study performed in Ref. [22] with
the relative spatial and spectral residuals in the Galactic
plane where the di↵use emission is strongest. We show
in Fig. 2 the weight maps derived at energies 0.27 GeV
and 1.1 GeV in our ROI. At low energy the weights for
|b| < 3� are very small. This implies that all these pixels
constrain much less the fitting procedure than the higher
latitude ones where the weights are much larger. In-
stead, at 1.1 GeV most of the ROI has weights close to 1
meaning that most of pixels have the same weights. The
e↵ect of the weighted likelihood is thus important below
1 GeV and in the inner few degrees from the Galactic
plane where the IEMs di↵er the most.
Finally, we apply the energy dispersion to all the

components of our model using the method imple-
mented in the Fermitools

12. Specifically, we select
apply edisp=true and edisp bins=-1 which applies the
energy dispersion only on the spectrum accounting for
one extra bin.

III. RESULTS

A. Interstellar emission components

Previous papers on the GCE have made di↵erent
choices for the number of IEM components to leave free in
the analysis. For example in [1, 2, 4, 8] the IEM was mod-
eled with a single template, and Ref. [8] used the IEM
released with Pass 6 data. Instead Refs. [9–11] divided
the IEM in multiple templates generated with Galprop.
Specifically, Ref. [9] uses 60 di↵erent IEMs, each divided
into the components we reported in sec. II B. On the
other hand Refs. [10, 11] consider the inverse Compton,
bremsstrahlung and ⇡0 components divided into rings.
In order to define the appropriate number of IEM com-

ponents, we apply the following analysis. We consider
di↵erent cases labeled as Model i with i ranging from
1 to 11. Models with increasing i include a decreasing
number of IEM components. The DM template is always
separated from all the other background sources. We
consider for all the Models the same list of point and ex-
tended sources which has been found by using the analy-
sis pipeline described in Sec. II C. In particular we use the

11
A technical document explaining the weighted likelihood is

available at this link https://fermi.gsfc.nasa.gov/ssc/data/
analysis/scitools/weighted_like.pdf.

12
For a complete description see https://fermi.gsfc.nasa.gov/
ssc/data/analysis/documentation/Pass8_edisp_usage.html.

templates generated with the case labeled as Baseline in
Sec. II B and we assume di↵erent choices for the number
of components left free in the fit. In Tab. II, we report
a summary of the templates that are left free for each
Model. In the next sections we will fix the number and
type of components left free in the fit and will test the
di↵erent IEMs and analysis setup listed in Sec. II B.
In this analysis, we select data between 1 and 10 GeV

since at these energies the GCE is brighter and more
significant. We apply the analysis pipeline explained in
Sec. II C to all the Models reported before. We then save
the value of the log-likelihood (Log(L)) obtained in the
end of the analysis and we generate a residual map to
check how well each model fits the data. In the left panel
of Fig. 3 we show the value of Log(L) obtained for each
Model. Moreover, we calculate the sum of the absolute
values of the residuals in all the pixels of the ROI. This is
shown also shown in Fig. 3. The figure demonstrates that
we obtain similar Log(L) values and sum of the residuals
if we use Model i with i < 6. Instead, for models with
a smaller number of components (i > 6) the Log(L) de-
creases and the residuals increase significantly (meaning
that the fit becomes poorer).
We also calculate the GCE SED obtained with the dif-

ferent Models and we show it in the right panel of Fig. 3.
The SED obtained is similar at energies 1� 2 GeV while
at higher energies Model 6 to 11 seem to give slightly
steeper SED compared to all the other cases. The dif-
ference in the SED obtained for Model 1 to 6 is at most
5% which is much smaller than the di↵erences obtained
when using di↵erent IEMs as we will see in Sec. III B.
Therefore, the systematics we find due to the choice of
the number of components to leave free in the fit (assum-
ing Model i with i < 6) is negligible with respect to the
systematics due to the choice of the specific IEM physics.
We decide to use in our analysis Model 2 that pro-

vides, as well as the others with i < 6, a good fit to
the data, small residuals, has a number of components
much smaller than Model 1 and about the same number
of components for the ones with 2 < i < 6. Model 2 is di-
vided into the following parts: two separate templates for
the bremsstrahlung and ⇡0 emission, three templates for
the inverse Compton emission, one for each interstellar
radiation field (starlight, infrared and CMB), two com-
ponents for the Fermi bubbles (low and high-latitude as
in [11]), the isotropic component and one unique tem-
plate for the emission from the Moon, Sun and Loop I.
In Fig. 4 we show the flux of the di↵erent components as
a function of energy between 1 and 10 GeV. The compo-
nent with the largest flux is due to the bremsstrahlung
and ⇡0 processes which contributes roughly 60% of the
observed flux. The inverse Compton is at about 30% of
the total flux. The isotropic emission and the cumula-
tive flux of all sources contribute together at most about
10%. The GCE flux modeled with a DM template with
� = 1.2 is at about a factor of 1% of the total flux. The
Fermi bubbles also have a similar flux.
In Fig. 5 we show the fractional residuals, i.e., the
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FIG. 2: Weight maps generated for E = 0.27 GeV (left panel) and 1.1 GeV (right panel). The color bar represents the Log10
of the weight values. See the main text for further details on the weighted likelihood technique.

FIG. 3: Left Panel: value of the Log(L) and sum of the absolute value of the residuals obtained when we run the analysis
pipeline to Model i with i = [1, 11] (see Tab. II for further details.). Right Panel: SED of the GCE obtained with the di↵erent
Models. In parenthesis of the legend we report the number of components present for each Model.

Model N� comp. list templates used for each component

1 17 5 rings for bremsstrahlung (Brem.) and ⇡0 emission, 3 for inverse Compton (CMB, SL. IR),

2 for low latitude bubbles, isotropic (ISO), 1 template for Loop I, the Sun and the Moon (LoopMoonSun).

2 9 1 Brem., 1 ⇡0, 3 for inverse Compton (IC), 2 for low latitude bubbles, 1 ISO, 1 LoopMoonSun.

3 8 1 Brem. and ⇡0, 3 IC, 2 for low latitude bubbles, 1 ISO, 1 LoopMoonSun.

4 8 1 Brem., 1 for ⇡0, 3 IC, 1 bubbles, 1 ISO, 1 LoopMoonSun.

5 8 2 for Brem. and ⇡0 divided into H1 and H2, 3 IC, 1 bubbles, 1 ISO, 1 LoopMoonSun.

6 7 1 Brem., 1 for ⇡0, 1 for IC, 2 for bubbles, 1 ISO, 1 LoopMoonSun.

7 7 1 Brem. and ⇡0, 3 IC, 1 bubbles, 1 ISO, 1 LoopMoonSun.

8 5 1 Brem. and ⇡0, 1 IC, 1 bubbles, 1 ISO, 1 LoopMoonSun.

9 4 1 Brem. and ⇡0, 1 IC, 1 bubbles, 1 ISO and LoopMoonSun.

10 4 1 Brem. and ⇡0 and IC, 1 bubbles, 1 ISO, 1 LoopMoonSun.

11 1 1 unique template for all components.

TABLE II: This table summarizes the templates that we leave free for each Model.
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FIG. 4: Energy spectrum between 1 and 10 GeV of the di↵er-
ent components included in our analysis with Model 2. Here,
we use the components generated with the Baseline IEM (see
Sec. II B for further details).

residuals divided by the total number of counts, and the
residuals plus the GCE counts obtained with Model 2

The residuals are of the order of 20� 25% of the counts,
similarly to that found in [9–11].
The presence of the GCE is robust over di↵erent data

selection analysis techniques, IEMs and point source cat-
alogs used to analyze the data (see, e.g., the results in
this paper and [9, 11]). It is thus interesting to inves-
tigate if similar excesses are present in other directions
towards the Galactic plane. In order to test this we use
a DM template generated with � = 1.2 and we select
di↵erent ROIs of size 40� ⇥ 40� and centered at di↵er-
ent directions on the Galactic plane from l = 0� to 360�

with a step size of 2�. This gives 180 ROIs for which
we apply the same analysis explained in Sec. II. After
performing a fit to the ROI we save the flux of the DM
template integrated between 1 and 10 GeV. We show in
Fig. 6 the flux absorbed by the DM template located at
the di↵erent longitudes. We display the results obtained
with the Baseline, SLext and SNR IEM, but we find sim-
ilar outcomes with the other models. The next highest
flux is detected at l = ±20�, with a decreased amplitude
by a factor of ⇠ 2. These two excesses have been al-
ready found in [9] by performing a similar analysis, and
they are probably associated to the �-ray emission from
molecular clouds. Our results are very similar to results
found in Ref. [9].

B. Energy spectrum

The first characteristic of the GCE that we investigate
is the energy spectrum. In order to calculate the GCE
SED, we consider the energy range 0.1 � 1000 GeV and
we apply the analysis pipeline presented in Sec. II C.

The GCE is detected with a maximum TS of 1000 �
3000, depending on the IEM, in the energy range between
0.8�3 GeV. These TS values correspond to a significance
of the GCE of about 40�, i.e., larger than that reported
in [8], where they find 30� using the interstellar emis-
sion modeled with a unique template. We find a larger
significance for the GCE because we select a larger data
sample (11 versus 5.5 years) and more refined models for
the background components with respect to [8]. At lower
and higher energies the GCE TS drops quickly, and for
energies smaller than 0.3 GeV and larger than 30 � 50
GeV the value goes below 25 for most of the IEMs.

We show in Fig. 7 the GCE SED found for the follow-
ing IEMs: Baseline, Yusifov, SNR, OBstars, Pulsars,
SLext, ICS combined and PlanckGASS. We also test dif-
ferent selections of the data (SOURCE, ULTRACLEANVETO,
PSF23), a smaller ROI (ROI 30 ⇥ 30) and the exclusion
of the weight maps in the maximum likelihood analysis
(no weights). All the results obtained with these IEMs,
data selections, and techniques share the same general
behavior. The GCE has a bumpy SED, with a peak at
around 1-3 GeV, and a low and high-energy tail similarly
to what found in Refs. [5, 8–11]. Most of the data points
below 500 MeV are upper limits. This is due both to the
falling SED of the GCE below 1 GeV and to the weighted
likelihood technique, which de-emphasizes the statistical
weight of low-energy photons. This paper represents the
first use of this technique to account properly for the sys-
tematic di↵erences resulting from di↵ering IEMs, which
for this region and at these energies is by far the dom-
inant component (see Fig. 9). In Fig. 8 we show the
envelope of the GCE SEDs for all of the above IEMs
compared to the results found in [9, 11]. The normal-
ization of the GCE SED changes by roughly 60% when
using di↵erent IEMs, data selections and analysis tech-
niques. While these results are similar to those obtained
in Refs. [9, 49], they are more robust due to using twice
as much data, a newer catalog with almost twice as many
sources, and IEMs designed specifically for the Galactic
center region. The SED is shown in this figure in units
of MeV/cm2/s/sr, i.e., we have divided the SED by the
ROI solid angle, since the selection of the ROI is di↵er-
ent in our analysis with respect to [9, 11]. In particular,
Ref. [9] selected a region given by 2� < |b| < 20� and
|l| < 20�, while Ref. [11] used an ROI defined with an
angular distance < 10� from the Galactic center and a
mask of bright sources (which implies an e↵ective mask
of 2� from the Galactic center). Considering the system-
atic band due to the choice of the IEM, our results are
compatible with the ones reported in [9, 11].

We fit di↵erent analytical functions to the GCE SED.
In particular we test a power-law, a power-law with an
exponential cuto↵ (PLE) and a log-parabola (LP)13. We

13 https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/
source_models.html#spectralModels.
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FIG. 5: We show in the left panel the map of the residuals obtained using the Model 2 and the Baseline IEM to fit the ROI
in the energy range 1-10 GeV. Instead, in the right panel we have added to the residuals the counts of the GCE. The di↵erent
colors represent the fractional residual, i.e., the residual counts (data minus model) divided by the total counts.

FIG. 6: Flux, integrated between 1 � 10 GeV, absorbed by
the DM template when it is placed at di↵erent positions along
the Galactic plane. We show the results obtained with three
di↵erent IEMs.

apply the fits to the SED measured with the Baseline

IEM. Similar results are found by fitting the SED ob-
tained with the other models. We find a much better
match with the data using the log-parabola shape and
we find best-fit values for the spectral index of �2.0 and
curvature index of 0.27. In particular the TS calculated
as 2(LogLLP � LogLPLE), where LogLLP (LogLPLE) is
the fit obtained by using the LP (PLE) SED, is 380.
Ref. [5] also found a preference for the fit with a LP with
a roughly similar value for the spectral and curvature in-
dexes. We display in Fig. 8 the comparison between the
data and the LP best-fit. A LP shape is able to reproduce
the GCE spectrum between 0.1� 10 GeV but is not able

to properly capture the high-energy tail. However, this
tail is not significant for all the IEMs (see Fig. 8 where
the convolution of the results obtained for all the IEMs
is displayed).

Possible interpretations of the GCE are associated
with the �-ray emission from cosmic-ray protons and/or
electrons and positrons injected from the Galactic cen-
ter. We test these possibilities using the CMZ 4kpc, CMZ
8kpc, and IC bulge models. We also run the analy-
sis for the case without the presence of the low-latitude
bubbles component (no low-lat bubbles). The results
obtained with these models are presented in Fig. 9.
The case no low-lat bubbles, as expected, provides a
20�30% larger SED because the GCE absorbs part of the
low-latitude bubble emission. This model fits much worse
the ROI giving a LogL lower by 2100 with respect to the
Baseline model. In the cases CMZ 4kpc, CMZ 8kpc, IC
bulge we measure a smaller GCE flux since the addi-
tional cosmic-ray components take part, but not all, the
GCE emission. The GCE SED changes significantly with
these latter models, but an excess peaked at a few GeV
still remains with a high significance. In particular, the
model for which the GCE spectrum decreases the most,
roughly by a factor of two, is the IC bulge case. This
model represents the possible flux of a population of pul-
sars located around the bulge of our Galaxy. This result
demonstrates the viability of the millisecond pulsar in-
terpretation for the GCE [15, 16].

Since the cases CMZ 4kpc, CMZ 8kpc, IC bulge absorb
a significant fraction of the GCE and they have been
considered in the past as possible interpretations to the
GCE (see, e.g., [23–25]), we have tested these model
without including the DM template. Therefore, we try
to fully explain the GCE with the �-ray emission pro-
duced for inverse Compton scattering, bremsstrahlung
or ⇡0 decays, by cosmic rays injected from the Galactic
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FIG. 7: GCE SED measured when using the Baseline,
Yusifov, SNR, OBstars, Pulsars, SLext, ICS combined and
PlanckGASS IEMs. We also show the results obtained with
di↵erent selections of the data (SOURCE, ULTRACLEANVETO and
PSF23), with a smaller ROI (30 ⇥ 30 ROI) and without us-
ing the weight map in the maximum likelihood analysis (no
weights).

center during recent outbursts. The fits provide di↵er-
ences of likelihood with respect to the Baseline that
are +420 and +540 for the models CMZ 4kpc, CMZ 8kpc,
(the fit improves) and �230 for the model IC bulge

(the fit worsens). The models labeled as CMZ 4kpc and
CMZ 8kpc consider two more components with respect
to Baseline because they substitute the DM compo-
nent with three templates associated to the �-ray emis-
sion for inverse Compton, Bremsstrahlung and ⇡0 de-
cay. Therefore, it is di�cult to compare the improved
values of the Log(L) obtained with the CMZ 4kpc and
CMZ 8kpc with respect to the Baseline model that uses
the DM template. Moreover, the additional components
present in the CMZ 4kpc and CMZ 8kpc, associated with
the Bremsstrahlung and ⇡0 decay emissions, follow the
distribution of interstellar gas that is not spherically sym-
metric around the Galactic center but rather elongated
on the Galactic plane. However, as we will see in the
next sections, the GCE is spherically symmetric. So we
think the improvement in the Log(L) with these models
is due to fitting better the emission from the Galactic
plane rather than accounting better for the GCE emis-
sion. We tested di↵erent scenario for the IC bulgemodel
by assuming di↵erent sizes for the di↵usive halo with the
vertical size z varied between 4 to 10 kpc and the radius R
from 10 to 20 kpc. However, the result is very similar for
all the tested cases: the IC bulgemodel performs always
worse than the Baseline model with the DM template
with a di↵erence of Log(L) between -250 and -230. The
two main reasons for this result are the following. First,
� rays produced from electrons and positrons injected
from the Galactic bulge (this is the component that in
the IC bulgemodel absorbs the GCE) has a much flatter
dependence with the angular distance from the Galactic
center in the inner few degrees with respect to the GCE
(see Sec. III C and Fig. 10). Second, the inverse Compton
emission from the Galactic bulge does not have a spheri-
cally symmetric morphology as we measure for the GCE
(see Fig. 1 and also the model used in [13]). To conclude
the IC bulge model can fit reasonably well the GCE but
with a worse overall fit compared to a DM profile gener-
ated with a NFW density with � ⇠ 1.25.

C. Spatial morphology

In this paper we apply several methods to study the
spatial morphology of the GCE. In this section we employ
a model dependent and a model independent technique.
In the model independent technique we substitute the

DM template with concentric and uniform annuli. Then,
we fit the annuli to the data, using the pipeline pre-
sented in Sec. II C, and we extract the energy flux of each
annulus. Finally, we divide the annulus energy fluxes
for the solid angles and we obtain the surface bright-
ness (dN/d⌦)) of the GCE. As demonstrated in [26]
with simulated data, the optimal annulus size is between
0.75� � 1.5�. Indeed, angular widths of these orders are
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FIG. 8: Comparison between the results for the GCE SED obtained in our analysis and in [9, 11]. The bands represent the
variation of the GCE SED obtained by using all the IEMs and analysis techniques shown in Fig. 7 and the results found in
[9, 11] when using di↵erent IEMs. See the text for further details on the conversion of the GCE SED found in our analysis and
in [9, 11] into flux per solid angle (i.e., in units of MeV/cm2/s/sr). We also display the best-fit to the GCE SED, obtained with
the Baseline IEM, by using a log-parabola function.

FIG. 9: GCE SED obtained in case we use the Baseline, CMZ
4kpc, CMZ 8kpc, IC bulge and no low-lat bubbles IEMs.

similar to the angular resolution of the LAT for E ⇠ 1
GeV14 and they are small enough to capture the right
spatial distribution of the GCE. We show here the re-
sults for an annulus size of 1�, but our conclusions do
not change by using 0.75� or 1.5�.

14 https://www.slac.stanford.edu/exp/glast/groups/canda/
lat_Performance.htm

In Fig. 10 we show the surface brightness data obtained
with an analysis in the energy range 1�10 GeV using the
Baseline IEM. The surface brightness data are very pre-
cise in the inner 10� where the annuli are detected with at
least 10� significance and the precision of the data is be-
tween 2� 10%. The GCE extends with a significant flux
roughly up to 12�. This demonstrates that our choice of
an ROI with a size of 40� ⇥ 40� is appropriate. We can
fit well these data with a NFW DM profile with � = 1.27
(see Eq. 1). Refs. [5, 8, 9, 11] found similar best-fit values
for �. However, most of those references only provide the
value of � and not the data for the flux of the GCE as a
function of angular distance from the Galactic center as
we do. The main new result of this paper is that we pro-
vide the spatial distribution of the GCE for a wide region
and with a method that does not depend on the specific
DM model. We report the surface brightness data that
can be used to find which astrophysical interpretation is
more suitable to explain the GCE spatial distribution.
Refs. [8, 50] are the only two publications that published
results in a similar way as ours. However, Ref. [8] pro-
vided the results for a limited region between 2.5� � 10�,
with data that are not as precise as ours and tested only
one IEM that was not designed for the Galactic center
region. We compare our results with those obtained in
[8] at 2.67 GeV in Fig. 10. The surface brightness data
are compatible between 2� � 7�, while smaller angular
distances are not considered by Ref. [8] and at larger an-
gles their surface brightness deviates significantly both
from our result and from the DM template predictions.
Instead, the result in Ref. [50] have been derived using
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FIG. 10: Surface brightness data (dN/d⌦) obtained with the
analysis in annuli of size 1� and with the Baseline IEM in the
energy range 1� 10 GeV. We also show the best fit obtained
with a NFW density profile for � = 1.27 (dashed blue line)
and for the IC bulge model at E = 0.7 (dotted green line)
and 20 GeV (dot-dashed green line) for which we fit the GCE
data with the � rays emitted for inverse Compton scattering
by cosmic-ray electrons injected from the Galactic bulge (see
Sec. II B for a complete description of this model). Red data
points show the results obtained in [8] at 2.67 GeV.

almost one half of the data and the older Pass 7 data se-
lection. The authors have considered three IEMs taken
from [9]. The surface brightness they obtain for the en-
ergy range E 2 [1.9, 10] GeV is shown in Fig. 10. We
have rescaled their measurements to the energy range 1-
10 GeV to be comparable with ours15. The GCE spatial
distribution found in Ref. [50] is significantly di↵erent
from ours in the inner few degrees from the Galactic cen-
ter. In fact it is compatible with a NFW profile with
� ⇠ 1.0, i.e. smaller than most of the � values found in
several other references.

We also test the model IC bulge for which we elimi-
nate the DM template and we fit the surface brightness
data with � rays emitted for inverse Compton scattering
by cosmic-ray electrons injected from the Galactic bulge
(see Sec. II B for a complete description of this model).
We perform the fit using the model at E = 0.7 and 20
GeV to demonstrate that this emission mechanism would
produce a signal with a spatial morphology that evolves
with energy. In particular at 0.7 GeV the signal is flatter
and it decreases by a factor of about 30 between 0� and
10� instead at 20 GeV changes by roughly 100 times. As

15
We have calculated the LogParabola best fit to the GCE SED

(see Fig. 7) and integrated it between E 2 [1.9, 10] GeV and

E 2 [1.0, 10] GeV. Then, we taken the ratio between the two

integrals to rescale the results in Ref. [50], that are given for

E 2 [1.9, 10] GeV, to our energy range.

FIG. 11: Best fit for � obtained by fitting the surface bright-
ness data obtained in the following energy bins: 0.6 � 1.0,
1.0 � 1.8, 1.8 � 3.2, 3.2 � 5.6, 5.6 � 10, 10 � 32 GeV. We
show the results found using following IEMs: Baseline,
Yusifov, SNR, OBstars, Pulsars, SLext, ICS combined and
PlanckGASS IEM. We also display the values of � we obtained
with di↵erent selections of the data (SOURCE, ULTRACLEANVETO
and PSF23), with a smaller ROI (30 ⇥ 30 ROI) and without
using the weight map in the maximum likelihood analysis (no
weights).
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we will see next in this section, the spatial morphology of
the GCE does not change significantly between 0.6 and
30 GeV so the variation of the Galactic bulge emission as
a function of energy is problematic for the interpretation
of the GCE with this mechanism.
We now explore a novel analysis, never made before,

and derive the surface brightness data in di↵erent energy
bins between 0.1 � 1000 GeV to investigate if there is
an energy dependence of the spatial morphology of the
GCE. We do so by performing the same analysis pre-
sented before in the following energy bins : 0.1 � 0.3,
0.3�0.6, 0.6�1.0, 1.0�1.8, 1.8�3.2, 3.2�5.6, 5.6�10,
10 � 32, 32 � 100, 100 � 1000 GeV. Exactly as for the
energy range 1� 10 GeV, we find a good fit to the data
with a DM profile for all the energies between 0.6 � 30
GeV for which we detect significantly the GCE. Instead,
at energies lower than 0.6 GeV and higher than 30 GeV
the GCE is not significant and so the analysis provides
surface brightness data with upper limits for most of the
annuli. Therefore, the fit to the dN/d⌦ at these energies
is prohibitive.
For the analyses at energies 0.6 � 30 GeV, we decide

to study the possible energy dependence of the spatial
morphology by fitting with a DM template the surface
brightness data found into di↵erent energy bins. Indeed,
we find that the surface brightness data are well fit with
an NFW profile with � free to vary (similarly to the fit
depicted in Fig. 10 for energies between 1� 10 GeV). In
Fig. 11 we report the best-fit � values obtained for di↵er-
ent IEMs and selections of the data and ROI size. We do
not find an energy evolution of � and its value at energies
between 1�10 GeV ranges between 1.1�1.2. This scatter
is larger than the error on the single measurements which
is of about a few %. This implies that the systematics
on the choice of the IEM or data selection and analysis
technique dominates the uncertainty on the value of �.
On the other hand, the scatter in the average values ob-
tained for each case considered is between 1.1� 1.3. The
global average value calculated considering all the IEM
and analysis setup is 1.25.
We can interpret the di↵erences for the � values we ob-

tain for the di↵erent cases as the systematic uncertainty
for the GCE spatial distribution. In [26] we have studied
this extensively with simulations, finding that the sys-
tematic uncertainties on � are on the order of 5% from
the injected value. Using the real data we find roughly
10% (obtained as 100 · 0.5 · (1.08� 1.32)/1.25), thus the
systematics are twice larger than the one obtained in [26].
This di↵erence is probably due to the fact that it is di�-
cult to bracket with simulations all the possible system-
atic e↵ects present in the real data.
We also use a model dependent technique to find the

spatial morphology of the GCE that consists of fitting the
GCE with DM templates generated with di↵erent values
of �. For each run with a di↵erent � value the background
components (i.e., sources and IEM components) are the
same so we are able to produce a profile of Log(L) as
a function of �. By maximizing the function Log(L)(�)

we then find best-fit value for �. We apply this analysis
to all the cases presented in Fig. 11. The values of �
are consistent with the ones derived with the fit to the
surface brightness data (see Fig. 11).
To conclude, we do not find any significant evolution

in the value of �, i.e., in the GCE spatial morphology.
There is a scatter of the average values between 1.2�1.3
that is due to di↵erent results obtained for the models
and analysis setup considered in the analysis. A change
in the � value due to an evolution of the GCE spatial
morphology is not excluded for some models, as for the
Baseline for which � increases from 0.6 GeV to 30 GeV
from 1.15 to 1.4. However, this evolution is not present
for the other models tested. Considering all the cases
reported in Fig. 11, the change of � is constrained to be
at most ⇠ 10% from the average value.
The scatter on the value of � and a maximum evolution

of 10% in its value is smaller than the evolution expected
if the GCE is due to electrons and positrons injected
from the Galactic bulge (this component is included in
the IC bulge model). As we have demonstrated in [26],
with this mechanism the GCE spatial morphology would
significantly evolve with energy and � would increase by
about a factor of 30% from 0.6 to 30 GeV. Moreover,
as we have reported in Fig. 10, it is challenging with an
electron and positron burst signal to produce a surface
brightness compatible with the GCE data in the inner
few degrees from the Galactic center.
Our results for the value of � are compatible with

the ones published in [8, 9], while in Ref. [11] they find
slightly smaller values of the order of 1.0� 1.1.

D. Analysis in quadrants

We apply another method to study the spatial mor-
phology of the GCE. We divide the DM template into
quadrants and we leave free to vary in the fit their SED
parameters. We focus this analysis in the energy range
between 1� 10 GeV since we have not found any energy
dependence of the value of �, and in this energy range
the GCE is detected with the largest significance. We
use a LP SED for each quadrant, thus the GCE is fit in
this case with 12 SED parameters. We test two di↵er-
ent orientations of the quadrants. The first, labeled as
quad+, has quadrants separated by the Galactic plane
direction and by b = ±90�. The first quadrant is located
at positive longitudes and latitudes, and the other quad-
rants move from the first in a counterclockwise direction.
The second configuration, labeled as quadx is rotated by
+45� with respect to the former, with the first quadrant
located at positive longitudes and latitudes in the range
�45� < b < 45�. The second, third and fourth quadrants
are found by moving from the first in a counterclockwise
direction. Therefore, in the quad+ configuration all the
quadrants share a portion of the Galactic plane while in
the quadx, only the first and third quadrants include the
Galactic plane. We use both these quadrant configura-
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FIG. 12: SED of the quadrants for the quad+ configuration
in the top panel and for quadx in the bottom panel. We
also display the GCE SED, obtained with the DM template
considered as a whole, divided by 4. The data have been
obtained with the Baseline IEM.

tions to investigate a possible change in the results due
to the choice of the IEM.

In Fig. 12 we show the SED we find for each quadrant
compared to the SED obtained when we use a unique DM
template for the GCE and divide the flux value by four.
We report the result for the Baseline IEM, but similar
conclusions are found when taking the other models and
di↵erent data selections. All the quadrants share a sim-
ilar SED and the di↵erence in normalization is roughly
30%. The data are well fit with a LP with values for
the spectral index ↵ and curvature index � compatible
with the values found for the GCE when fitting it with
a unique DM template (i.e., ↵ = 2.0 and � = 0.27).
There is not a relevant di↵erence in the results consider-
ing the quad+ or quadx configuration. Finally, the SED
of DM considered as a whole and divided by four is com-
patible with the quadrant SED considering the scatter.
In Ref. [26] we have performed a similar analysis with

FIG. 13: Best-fit for � found by fitting the surface brightness
of each quadrant and using di↵erent IEMs. We show here the
results obtained with the quadrant configuration quad+.

simulated data finding that the scatter is roughly 15%.
Therefore, also in this case the scatter that we find in the
real data is larger, roughly by a factor of 2, compared to
simulations . In Ref. [11] the authors performed a similar
analysis finding that, when accounting for the asymmet-
ric emission from the Fermi bubbles, the SED of the four
quadrants are similar to each other. Our result is thus
similar to theirs. Ref. [9] inspected the GCE SED by
considering ten di↵erent portions of the region around
the Galactic center and they found similar spectra in all
regions. Therefore, we confirm the results found by pre-
vious publications: the GCE has the same spectrum also
when it is divided into multiple spatial components.

We also study the spatial morphology of the quadrants
by substituting the DM template with uniform annuli
divided into quadrants. Then, by fitting all the annuli
quadrants to the data we find the surface brightness data
of each quadrant. Finally, we fit the surface brightness
data of each quadrant with a DM template with � free
to vary. We perform this analysis using the quad+ quad-
rant configuration. In Fig. 13 we show the best-fit � we
find for each quadrant if we run the analysis with di↵er-
ent IEMs. The results found are similar among the IEMs
employed. We find � ⇠ 1.15 for the quadrants 2,3,4 and
� ⇠ 1.3 for the first quadrant. The only IEM that gives
practically the same � for all quadrants is the SL ext.
The di↵erences we see in Fig. 13 are due to larger nega-
tive residuals present in the first quadrant with respect to
the others, that gives also a di↵erent spatial morphology
for the DM template in this region of the Galactic cen-
ter. However, the di↵erence in � is of the same order as
that found when performing the analysis in annuli with
di↵erent IEMs (see Fig. 11). Moreover, DM profiles with
� of 1.15 and 1.3, if we normalize both cases to have the
same flux at 1�, produce a di↵erence at an angular dis-
tance of 2� (4�) from the Galactic center of roughly 20%
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FIG. 14: Value of the likelihood as a function of the Galactic
longitude and latitude Log(L)(l, b) found with the Baseline

IEM for the energy range between 1�10 GeV. We show with a
cyan star the position for which we maximize the Log(L)(l, b).

(40%) between the two cases. Thus these results do not
indicate any significant asymmetry in the GCE. We will
make a further test of the GCE symmetry in Sec. III E.

E. Position

The last two GCE characteristics we investigate are
the position and sphericity. We still consider an energy
range between 1� 10 GeV.
In order to find the position of the GCE we move the

center of the DM template from (l, b) = (0�, 0�) as as-
sumed before, to di↵erent locations around the Galactic
center. We choose a square of side 0.8� and a grid of
width 0.1�. We do not choose a finer grid because of the
Fermi-LAT angular resolution.
In the analysis we use the same background model

(i.e., sources and IEM components) and we only move
the position of the DM template center. For each DM
template position we make a fit as explained in Sec. II C
and we save the value of Log(L). This analysis provides
the likelihood as a function of the DM template position
(longitude l and latitude b) Log(L)(l, b). The best-fit po-
sition is at about l = �0.1�, b = �0.0� for the Baseline

IEM. The best fit position, considering all the IEMs and
analysis setup, changes between l = [�0.3�, 0.0�] and
b = [�0.1�, 0.0�]. Considering that the grid resolution
is 0.1� and that the best-fit position changes due to the
IEMs and analysis setup more than the grid size, we con-
clude that the GCE position is compatible with the dy-
namical center, of the Milky Way that is considered to be
Sagittarius A?, whose position is (l, b) = (359.94,�0.05).
We remind that Sagittarius A? is included in our back-
ground model with the source 4FGL J1745.6-2859. We
show in Fig. 14 the Log(L) as a function of the coordi-

nates of the DM template obtained with the Baseline

model. We also run this analysis for the other IEMs
used in Fig. 7, finding similar results for all of them.
Refs. [8, 51] performed a similar analysis with only one
IEM and found that the position is compatible with the
Galactic center. On the other hand, Ref. [11] analyzed
the position at di↵erent latitudes and found that the best
fit for b 2 [�1�, 1�] is at l ⇠ 1�. Moreover, the grid used
in Ref. [11] to make the likelihood analysis as a func-
tion of the position seems to be of the order of 0.5�, i.e.,
much wider than what we assume in our paper. Finally,
Ref. [52] found a best-fit position for the GCE template
at roughly �0.4� of longitude and 0� in latitude. They
perform a likelihood analysis placing the DM template
at di↵erent locations with a grid of 0.2� spacing. Their
results are thus similar to ours considering the larger grid
size.

F. Sphericity

The sphericity of the GCE is one of the main features
that can help to disentangle among the di↵erent inter-
pretations. Indeed, if the GCE is due to DM we expect a
spherically symmetric signal. In case the GCE is due to
bremsstrahlung or ⇡0 decay we should have a signal elon-
gated on the Galactic plane since these processes trace
the distribution of gas in the Galaxy. Finally, in [13, 53]
the authors claim that using a boxy template, tracing old
stars in the Galactic bulge, plus a template that follows
the nuclear bulge, they are able to find a much better
fit with respect to a DM template. The preference for
the boxy bulge over the DM template should be demon-
strated by finding that the GCE is not spherically sym-
metric. Very recently, some of the authors of [13] have
generated in [54] a new model for the boxy bulge tem-
plate that better models the stellar bulge and provides a
better fit to the GCE. The authors of [14] reach similar
conclusions for the preference of fitting the GCE with a
template that follows the stellar bulge.
In order to study the GCE sphericity and investigate

which of the above interpretations is more compatible
with the GCE, we modify the DM template by intro-
ducing an ellipsoid to model its spatial distribution. In
particular we introduce a parameter, called ratio, that
parametrizes the ellipticity. This is dexd as the ratio be-
tween the axis along l = (180�, 0�) and b = 0� and the
axis on the perpendicular direction, i.e., defined along
l = 0� and b = ±90�. Therefore, an ellipsoid with a ratio
larger than one implies that the template is elongated
along the Galactic plane. The boxy bulge model used in
[13, 53, 54] is very similar to an ellipsoid with ratio equal
to 1.8.
We generate templates with di↵erent ratio values be-

tween 0.5 to 2.4 and for � from 0.8 to 1.7. For each
ellipsoid template, defined for a given ratio and � values,
we perform a fit to the data. We show in Fig. 15 the con-
tour plots for the likelihood as a function of ratio and �
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FIG. 15: Value of the likelihood as a function of the parameters ratio and � Log(L)(ratio, �) found with the Baseline (top
left), SNR (top right), Yusifov (bottom left) and SL ext (bottom right) IEM for the energy range between 1� 10 GeV.

Log(L)� Log(LDM) Baseline ICS combined OB stars Pulsars SL ext. SNR Yusifov

BB -1139 -1192 -797 -1434 -543 -826 -1043

DM+NB +179 +217 +38 +261 +84 +135 +205

BB+NB +55(-124) +21(-196) -34(-72) +36(-225) -51(-135) +15(-120) +9(-196)

TABLE III: This table represents the di↵erence of Log(L) obtained in the case of boxy bulge (BB), DM plus nuclear bulge
(DM+NB) or boxy bulge and nuclear bulge (BB+NB) with respect to the case where we use only the DM template (DM). A
positive number implies that the fit improves with respect to the case of the use of the DM template. In the last row we also
report in parenthesis the di↵erence of the likelihood of the boxy bulge and nuclear bulge with respect to DM plus nuclear bulge
(Log(LBB+NB)�Log(LDM+NB)). In this case negative values imply that the fit with the boxy bulge and nuclear bulge is worse
than the case with DM and the nuclear bulge.

(Log(L)(ratio, �)) that we obtain when running the anal-
ysis with the Baseline, SNR, Yusifov and SL ext IEMs.
With all the other IEMs and selections of the data and
analysis techniques we reach similar conclusions. We ob-
tain best-fit values for the parameters of ratio = 0.8�1.2
and � = 1.15 � 1.25 meaning that there is not a clear
preference for a GCE that is not spherically symmetric.
More importantly, the value of the ratio compatible with

the boxy bulge used in [54] is roughly 1.8. This is very
far from the maximum value we find using all the IEMs,
which is 1.2. Therefore, a spherically symmetric mor-
phology seems to be preferred over a non-spherical tem-
plate such as the boxy bulge model used in [13, 53, 54].
Our results for the ellipticity are consistent with the ones
reported in [8, 9].

However, the exercise done before does not provide
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any evidence that the spherically symmetric DM tem-
plate performs better than the nuclear and boxy bulge
templates. In fact, these latter are not exactly ellip-
tical and the angular profile does not follow a NFW.
In order to test directly the interpretation published in
Refs. [13, 53, 54], we perform a fit in the energy range be-
tween 1�10 GeV considering a DM template or the boxy
bulge as reported in [54]. We also test in both cases the
addition of the nuclear bulge template reported in [13].
We use the same sources and IEM components for the
DM and stellar bulge scenarios so the likelihood value of
the fit is a direct information of which of the two sce-
narios fit better the GCE. We generate the DM template
using the best fit values for � found in Sec. III C with the
fit to the GCE surface brightness data.

In Tab. III we report the di↵erence between the Log(L)
obtained with the DM template (labelled as DM) and the
following cases: with the boxy bulge (BB), DM plus the
nuclear bulge (DD+NB) and the boxy bulge plus the nu-
clear bulge (BB+NB). We show the results for di↵erent
IEMs. For the models not reported in the table we find
similar results. The first thing we notice is that in the
DM case the addition of the nuclear bulge template im-
proves the fit by roughly �Log(L) of 100� 200. On the
other hand, in the case of the boxy bulge the improve-
ment is much larger ⇠ 500� 1200. Finally, the case with
DM only is preferred over the boxy bulge case for all the
IEMs roughly for �Log(L) = 500 � 1200. The same is
also true for the case DM+NB and BB+NB but with
much smaller �Log(L) values. To conclude even if the
addition of the nuclear bulge improves significantly the
fit in the stellar bulge scenario, the DM interpretation
still fits better the GCE for all IEMs considered in the
analysis. We have reported a similar test in Sec. III B by
performing a fit to the ROI using the IC bulge model
after having deleted from it the DM template. In this
case, we were fitting the GCE with the inverse Compton
emission from electrons and positrons injected from the
Galactic bulge using the model in [11]. The spatial tem-
plate we used is reported in Fig. 1 for a �-ray energy of 1
GeV. This model is more complex than the one reported
in Ref. [13] because it is energy dependent since it is
calculated fully solving the propagation equation of elec-
trons and positrons in the Galactic bulge environment.
We tested di↵erent vertical sizes of the Galactic halo and
for all the cases the fit with this template was worse than
the DM template by �Log(L) ⇠ 230�250 depending on
the value for z. So the Galactic bulge model published
in [11] performs better than the one in Ref. [13].

The di↵erent results we obtain with respect to
Refs. [13, 53, 54] are probably due to the di↵erent as-
sumptions we make for the background components.
Probably, the most relevant ones are related to the
choices for the IEM. Refs. [13, 53, 54] use interstellar
gas components divided in rings (four each for the HI
and H2 related emission) and include two dust correc-
tion templates too. These components are modeled with
an energy independent morphology. The ICS emission is

divided into 6 rings and the low-latitude component of
the Fermi bubbles is also di↵erent with respect to the one
we use. Finally, they include sources from the 2FIG cat-
alog taken from Ref. [55] while we use the 4FGL catalog.
There are other di↵erences that are expected to provide
a mild e↵ect in the results such as selecting 7 years of
LAT data instead of 11 as we do, using a smaller ROI
of 30� ⇥ 30� and not using the weighted likelihood tech-
nique. We will work on a follow-up analysis dedicated
entirely to test the nuclear and boxy bulge models used
in [13, 53, 54] and on the investigation of the e↵ect that
the choice of di↵erent IEMs has on the preference of the
bulge model over the DM scenario.

IV. CONCLUSIONS

We analyze 11 years of Fermi-LAT data detected from
the Galactic center region and we provide updated mea-
surements of the characteristics of the GCE. We utilize
the state of the art IEMs created in [11] for di↵erent
source distributions, gas maps and inverse Compton con-
figurations and test di↵erent selections of the data and
analysis techniques. Employing this strategy, we derive
for the first time the systematics on several GCE prop-
erties due to the choice of several IEMs, data selections
and analysis techniques.
First, we measure the energy spectrum which is peaked

at a few GeV and is compatible with a log-parabola with
spectral index of �2.0 and curvature index of 0.27. We
also find that the GCE SED normalization systematics
are roughly a factor of 50% at 2 GeV. Our results are
compatible with previous papers such as [9, 11]. We also
verify that by including the emission of � rays produced
by cosmic rays injected from the Galactic center in the
IEM, the GCE spectrum is significantly modified, how-
ever, it is still significantly detected.
We investigate the spatial morphology of the GCE us-

ing a model independent technique based on an analysis
using concentric and uniform annuli. Fitting the annuli
to the data we find the surface brightness of the GCE
and we verify that it is compatible with a DM template
generated for a generalized NFW with � = 1.1� 1.2 and
an average value calculated among all the tested cases
of 1.25. The GCE extends with a significant flux up to
roughly 12� and its spatial morphology is well determined
in the energy range between 0.6� 30 GeV. We also use a
model dependent technique where we use directly a DM
template created with a generalized NFW and we confirm
the previous results for the best-fit values of �.
We also study the GCE taking a DM template and

dividing it into quadrants. We derive the SED and the
spatial distribution of each quadrant. The SED is similar
for each quadrant and well fit with the same SED found
for the GCE modeled with a unique DM template. The
spatial distribution is also well fit with a DM template
with � = 1.1� 1.3, where the first quadrant (defined for
(l, b) > 0), has slightly larger values of �.
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We determine the best-fit position of the GCE cen-
troid which is found to be l = [�0.3�, 0.0�] and b =
[�0.1�, 0.0�] using the di↵erent IEMs and analysis setup
of our analysis. Considering the variation in its value
and the resolution of the grid we used in the analysis,
which is 0.1�, the GCE position is thus compatible with
the dynamical Milky Way center Sagittarius A?.

Finally, we demonstrate that the GCE is compatible
with a spherically symmetric template considering the
systematic uncertainties associated with the choice of the
IEM. Indeed, if we use a DM template modeled with an
ellipsoid, we find that the ratio of the horizontal (i.e.,
along the Galactic plane) and vertical axis is between
0.8 � 1.2. Our results for the ellipticity are consistent
with the ones reported in [8, 9]. The best-fit region we
find for the DM spatial morphology is not compatible
with the one used in [13, 54] for the boxy bulge which
roughly similar to an ellipsoid with a ratio ⇠ 1.8. We
tested this also with a fit to the data finding that the DM
template provides a much better log-likelihood value with
respect to the boxy bulge template derived in [13, 54] or
the model reported in [11] that we label as IC bulge and
calculated for � rays produced for inverse Compton from
electrons and positrons injected from the Galactic stellar
bulge. Our results di↵er from the ones in Refs. [13, 53, 54]
where the boxy and nuclear bulge templates are preferred
over the DM scanario. The di↵erence is very likely due
to di↵erent background components used in the analysis.
This paper thus provides evidence that the GCE SED

has the following properties:

• DM SED: the spectrum has a bump at around 2
GeV and is well described with a log-parabola with
spectral index of �2.0 and curvature index of 0.27.

• Spatial morphology: the GCE is well modeled
with a DM template parametrized with a general-
ized NFW density profile with � = 1.1� 1.2.

• Energy evolution of spatial shape: The energy
evolution in the energy range 0.6� 30 GeV is con-
strained to be less than 10% of the � value from its
average value that is 1.25.

• Position: The GCE is centered at l = [�0.3�, 0.0�]
and b = [�0.1�, 0.0�] and thus compatible with the
dynamical Milky Way center.

• Sphericity: Considering an ellipsoid, the ratio be-
tween the horizontal, aligned along the Galactic
plane, and vertical axis is between 0.8� 1.2, so the
GCE is roughly spherically symmetric.

We will present specific interpretations of the GCE in
a companion paper. However, in Ref. [26] we have stud-
ied the properties of the GCE in case it is produced by
the di↵erent mechanisms discussed in the introduction.
Therefore, we can already try to draw some conclusions.
The GCE from cosmic-ray protons would not be spheri-
cally symmetric but rather significantly elongated on the

Galactic plane (see left panel of Fig. 1). The signal pro-
duced from cosmic-ray electrons would have a spatial ex-
tension that evolves with the energy and a spatial mor-
phology that is not spherically symmetric (see right panel
of Fig. 1). Indeed, we have found in Ref. [26] that the
value of � would change by a factor of 2 in the energy
range 1 � 100 GeV and in this paper that the surface
brightness changes shape significantly between 0.7 GeV
and 20 GeV (see Fig. 10). Finally, a millisecond pul-
sar population generated by the old stars present in the
Galactic bulge would create a GCE that is compatible
with all the properties we measured in this paper ex-
cept for the morphology that, if modeled with the tem-
plates introduced in [13, 54], would not be spherically
symmetric. Indeed, a DM template is a better fit to the
GCE than the boxy bulge scenario in [13, 54]. A mil-
lisecond pulsar population that is spherically symmet-
ric would result in a fit that is as good as the one of
DM. Finally, a DM signal would be perfectly compati-
ble with the GCE properties. However, the annihilation
cross section needed to fit the GCE flux is constrained
by the non-detection of �-rays from Milky Way dwarf
spheroidal galaxies (see, e.g., [56]). Indeed, the GCE
SED is roughly compatible with DM particles with a
mass of 50 GeV and annihilating into a bb̄ channel with
an annihilation cross section of about h�vi ⇠ 3�4⇥10�26

cm3/s16. The upper limits found from Milky Way dwarf
spheroidal galaxies are for the same DM candidate in the
range h�vi < 2� 3⇥ 10�26 cm3/2.

In order to further improve our knowledge of the GCE
characteristics, a significant improvement in the model-
ing of the IEM is necessary. Indeed, as we have demon-
strated in this paper and in Ref. [26], this component
is the main source of systematic in the analysis of this
complicated region of the sky. New gas maps, interstel-
lar radiation field data and refined source distribution
models need to be derived in order to achieve this goal.
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