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We perform a novel test of General Relativity by measuring the gravitational constant in the Large Magellanic
Cloud (LMC). The LMC contains six well-studied Cepheid variable stars in detached eclipsing binaries. Radial
velocity and photometric observations enable a complete orbital solution, and precise measurements of the
Cepheids’ periods permit detailed stellar modelling. Both are sensitive to the strength of gravity, the former
via Kepler’s third law and the latter through the gravitational free-fall time. We jointly fit the observables for
stellar parameters and the gravitational constant. Performing a full Markov Chain Monte Carlo analysis of the
parameter space including all relevant nuisance parameters, we constrain the gravitational constant in the Large
Magellanic Cloud relative to the Solar System to be GLMC/GSS = 0.93+0.05

−0.04. We discuss the implications of this
5% measurement of Newton’s constant in another galaxy for dark energy and modified gravity theories. This
result excludes one Cepheid, CEP-1812, which is an outlier and needs further study: it is either a highly unusual
system to which our model does not apply, or it prefers GLMC < GSS at 2.6σ. We also obtain new bounds
on critical parameters that appear in semi-analytic descriptions of stellar processes. In particular, we measure
the mixing length parameter to be α = 0.90+0.36

−0.26 (when assumed to be constant across our sample), and obtain
constraints on the parameters describing turbulent dissipation and convective flux.

I. INTRODUCTION

The gravitational constant G is a crucial quantity in physics,
underpinning most astrophysical and cosmological studies.
Although it is typically assumed to be spatially and temporally
constant, this assumption has not been thoroughly tested. In-
deed, extra-galactic tests of General Relativity constrain post-
Newtonian effects such as the Shapiro time-delay [1, 2] or the
existence of new non-Newtonian fifth forces [3–5] under the
assumption that the baseline value of G in other galaxies is
identical to that measured in the Solar System. A possible
cosmological time-variation of G has been constrained using
Solar System [6–8], stellar [9–11], pulsar timing [12], and
cosmological [13–15] measurements. The spatial variation of
G is poorly constrained despite being a widespread prediction
of dark energy models [4, 5, 16–18], as well as potential res-
olutions of the Hubble tension [19–21]. Large scale structure
tests on ∼1−200 Mpc scales and 0.3 . z . 1 (e.g. [22–26])
have uncertainties at the ≥20% level, and leave open the pos-
sibility of variation on galaxy scales and below. See Ref. [27]
for a review of Solar System tests of General Relativity, [3] for
a review of laboratory tests, [4, 5] for reviews of astrophysical
tests, and [28, 29] for reviews of cosmological tests.

We present a novel test of the spatial variation of G and
demonstrate its potential by applying it to observations of stars
in the Large Magellanic Cloud (LMC). Consider a detached
eclipsing binary (DEB) composed of a variable star and its
companion. Radial velocity and photometric measurements
can be used to construct an orbital solution, which allows for
the determination of the stellar masses of both components
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and the cycle-averaged radius of the variable star. Simulta-
neously, modelling the light curves allows parameters of the
variable star to be determined independently [30]. Both of
these measurements depend on G.

The orbital solution is derived using Kepler’s third law

4π2a3

Π2 = G(M + m), (1)

where a is the semi-major axis of the binary, Π is its period, M
is the mass of the variable star, and m the mass of its compan-
ion. GM and Gm may be separately inferred in DEBs from si-
multaneous measurement of the orbital period and the orbital
radii of the two stars. The inference of m/M is independent of
G, allowing us to focus attention on GM. The variable star’s
pulsation period is approximately proportional to (GM)−1/2

(the free-fall time), although a detailed numerical solution
yields slightly different powers of G and M [31]. We will
show that consistency of stellar parameters from orbital and
pulsational modelling has the potential to place strong bounds
on G. Note that in general only dimensionless quantities can
be measured [32–34], so it is important to quote variations in
G in dimensionless terms. We focus here on the ratio of G in
the LMC to that inferred in the Solar System, GLMC/GSS.

The LMC contains a population of Cepheid variable stars in
DEBs [35]. This population is ideal to demonstrate the power
of our proposed test since Cepheids are well-understood ob-
jects that can be modelled numerically to high precision. In-
deed, these objects have been useful in testing fundamental
physics previously [19, 36]. Ancillary LMC observations such
as the location of the tip of the red giant branch (TRGB) al-
low us to break degeneracies by providing a distance to the
LMC that can be used to convert apparent magnitudes to lu-
minosities. The rest of this paper explains our procedure for
modelling these objects and applies it to the LMC Cepheid
DEBs. We find sufficient constraining power in the data to
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measure G to 5%.
The paper is structured as follows. In Sec. II we describe

the data that we use, document our model for stellar struc-
ture, and present the likelihood framework within which we
derive constraints. Sec. III presents our results, while Sec. IV
discusses the significance of the results, considers systematic
uncertainties and proposes future work. Sec. V concludes.

II. METHODOLOGY

A. Observational data

Our data comes from the Araucaria Project [35], a study
of seven Cepheids in the LMC that form part of DEB sys-
tems. These were selected because they form a well-studied
sample, and because their location in the LMC will allow us
to constrain G beyond the Milky Way’s disk. The measure-
ments derive primarily from the Optical Gravitational Lens-
ing Experiment (OGLE) [37], although all the objects were
separately followed up spectroscopically. We refer the reader
to Ref. [35] and references therein for a full description of the
project and the methods employed.

We neglect LMC-T2CEP-098 since it has more in common
with Type-II than Type-I Cepheids [35], and our stellar struc-
ture modelling (see below) is unable to treat these objects re-
liably at this time [38]. For each of the remaining six Type-
I Cepheids, we use the measurements of mass M, pulsation
period P, cycle-averaged radius R, and V- and I-band magni-
tudes (Table I; see also Ref. [35] tables 1, 3, 5, 7, 9 & 11).
V , I, P and R are measured directly independently of G, the
first three from the photometric flux and its time-variation and
the latter from the eclipse curve of the binary. However, M is
inferred from modelling the orbits of the stars assuming New-
tonian mechanics (i.e. the same value for the gravitational
constant as measured locally, GLMC = GSS). In particular it
is the product GM that appears in Kepler’s laws. Thus while
we can compare our model to V , I, P and R directly we must
modify the M constraint according to the value of G we are
testing, as described in Sec. II C. The luminosities and tem-
peratures inferred by Ref. [35] depend in a non-trivial way on
G, so we do not use these constraints in our analysis: these
are input parameters to our models that we will constrain in-
dependently of Ref. [35].

B. Simulating stellar structure

To model the internal properties of the Cepheids we use
the stellar structure code MESA (Modules for Experimentation
in Stellar Astrophysics, version 12266; [39, 40]). In particu-
lar, we utilise the Radial Stellar Pulsation (RSP) module [38],
which incorporates the pulsation code of Ref. [41]. We have
modified the code to allow for a variable value of Newton’s
constant. Given a set of input parameters as described below,
RSP creates an initial stellar model which is evolved through
a series of radial pulsations until convergence. The module

includes eight parameters that control the efficiencies of vari-
ous convective and turbulent processes. These strongly affect
the shape and amplitude of the light curves, but only three of
them—αd (turbulent dissipation), αc (convective flux), and α
(mixing length)—significantly affect the period. For exam-
ple, varying αm (describing eddy-viscous dissipation) across
its expected range in Ref. [38] produces a 5× smaller change
to the period than do αd, αc or α. We treat these three as
nuisance parameters and marginalise over them. We do not
use the shape or amplitude of the light curves in our inference
due to their high sensitivity to all eight nuisance parameters,
so we fix the remaining five parameters to their fiducial val-
ues in Ref. [38]. (See Ref. [41] for a full description of the
nuisance parameters in MESA.) We fix the atmosphere model,
which sets the boundary conditions for the pulsation equa-
tions, to the MESA default. The choice of boundary conditions
may therefore be a potential source of systematic error [42].

The free parameters we use for each star are mass M, bolo-
metric luminosity L, effective temperature T , hydrogen mass
fraction X, and metallicity Z, in addition to the strength of
gravity G, and the nuisance parameters αd, αc and α. In or-
der for the joint inference of this many parameters to be com-
putationally tractable, we cannot run a full MESA simulation
(which takes ∼4−12 hours) in each likelihood evaluation. We
therefore create fitting formulae for the final converged period
and radius values {P1,R1} as a function of the linear values
{P0,R0} that are calculated following the creation of the initial
model. This is done separately for each star by performing full
MESA simulations for a set of points in parameter space sur-
rounding the best-fit values of Ref. [35], with G in the range
(0.8 − 1.2) GSS. Removing outlier cases in which the model
fails to converge, we find

P1 = βP P0 + γP P2
0 (2)

R1 = βR R0 + γR R2
0,

with fractional Gaussian scatter in P1 and R1 given by σP and
σR respectively. The fit parameters for the 6 stars are given
in Table II. Henceforth we will use ‘P’ and ‘R’ for P1 and R1
in Eq. (2), with theoretical uncertainties given by the scatters
in the fit relations. These typically exceed the measurement
uncertainties for P but not for R. Note that the periods are spe-
cific to the mode that the Cepheids pulsate in, either the fun-
damental (CEP-1812, CEP-0227 and CEP-4506) or the first
overtone (CEP-1718a,b and CEP-2532).

We have made several other modifications to MESA both to
reduce the runtime and to facilitate the running of multiple
MESA instances simultaneously within an MPI- and OpenMP-
parallelised Markov Chain Monte Carlo (MCMC) framework.
We make our modifications to MESA and likelihood code pub-
licly available.1

1 https://zenodo.org/record/4309065 [43]
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Cepheid label G/GSS M/M� ∆M/M� P/day ∆P/day R/R� ∆R/R� V ∆V I ∆I

CEP-1718a 4.27 0.04 1.9636625 0.0000063 27.80 1.20 15.72 0.03 15.21 0.036

CEP-1718b 4.22 0.04 2.4808680 0.0000116 33.10 1.30 15.74 0.03 15.22 0.036

CEP-1812 3.76 0.03 1.3129039 0.0000009 17.85 0.13 16.87 0.07 16.30 0.076

CEP-0227 4.15 0.03 3.7970782 0.0000114 34.87 0.12 15.55 0.04 14.96 0.064

CEP-2532 3.98 0.10 2.0353516 0.0000103 29.20 1.40 15.67 0.05 15.17 0.054

CEP-4506 3.61 0.03 2.9878239 0.0000075 28.50 0.20 15.78 0.03 15.21 0.050

TABLE I. Properties of the LMC Cepheids used in our inference. The data are taken from Ref. [35] and the OGLE database.a

a http://ogledb.astrouw.edu.pl/˜ogle/OCVS/

Cepheid label βP γP σP βR γR σR

CEP-1718a 1.000024 4.91 × 10−5 1.15 × 10−5 0.9999417 3.15 × 10−6 8.08 × 10−5

CEP-1718b 1.000049 3.80 × 10−5 1.04 × 10−5 0.9999538 1.56 × 10−6 1.36 × 10−5

CEP-1812 1.000085 −1.53 × 10−6 7.61 × 10−6 1.0000000 1.76 × 10−9 1.18 × 10−8

CEP-0227 1.000083 1.70 × 10−6 4.58 × 10−6 0.9999997 1.08 × 10−8 4.89 × 10−8

CEP-2532 1.000036 4.85 × 10−5 1.30 × 10−5 0.9999892 5.50 × 10−7 8.99 × 10−6

CEP-4506 1.000079 3.65 × 10−6 5.18 × 10−6 0.9999999 6.91 × 10−9 7.37 × 10−8

TABLE II. Parameters for the fitting functions relating linear period and radius to their converged values (Eq. (2)).

C. Likelihood model

Our likelihood has four contributions for each Cepheid, de-
scribing the comparison of the model to the measured masses,
luminosities, periods, and radii respectively. The first de-
scribes the constraint on the dynamical mass deriving from
the orbital solution for the binary system. Although quoted as
a bound on M in Ref. [35], this assumes GLMC = GSS. Since
it is the product GM that appears in Kepler’s laws, allowing
for variable G the quoted constraint is really on GLMCM/GSS.
Thus for e.g. GLMC < GSS, M must be larger to achieve the
same orbital fit. The log-likelihood therefore has the compo-
nent

ln(LM,i) = −
1
2

(
ln(2π∆M2

d,i) + (GiMi − Md,i)2/∆M2
d,i

)
, (3)

where i labels the Cepheid, d denotes observed value (see Ta-
ble I), and Gi ≡ Gi/GSS.

The next contribution derives from the Cepheids’ magni-
tudes. Since the V- and I-band fluxes of the Cepheids are mea-
sured, knowledge of their distance translates to knowledge of
their luminosities, which are input quantities to MESA. We cal-
culate the uncertainty-weighted best-fit value of the distance
to the LMC measured by the TRGB method from the NASA
Extragalactic Distance Database (NED-D)2 [44] as 50.5±0.3

2 https://ned.ipac.caltech.edu/Library/Distances/

kpc. Since we do not know where the Cepheids are within the
LMC along the line of sight, we include an additional uncer-
tainty of 4.4 kpc corresponding to the approximate radius of
the LMC (5◦). This gives ∆DLMC = 4.41 kpc. The TRGB
measurement does however depend on G, so the distance must
be corrected if GLMC , GSS. This correction was calculated
in Refs. [19, 20]:

DLMC(G) = 1.021 (1 − 0.04663 G8.389)1/2 DLMC(G = 1). (4)

Note that we assume an independent G for each star when
evaluating Eq. 4. Although it may be preferable to use a
combined GLMC, coupling the stars, the modification to DLMC
from this equation is subdominant to ∆DLMC for values of G
across our posteriors. We also caution that this relation was
derived at fixed mass and metallicity, so may be subject to
small uncertainties from their variation. Another source of
theoretical error not accounted for is uncertainty in the triple-
α rate. This however is expected to be subdominant to the
other uncertainties [45].

We use this distance to convert the V- and I-band magni-
tudes quoted in Ref. [35] to absolute magnitudes and their un-
certainties. We then convert these to bolometric luminosities
using bolometric corrections computed by MESA, and take the
uncertainty-weighted average of the V- and I-band results and
its uncertainty as our estimates of Mbol and ∆Mbol. Finally, we
compare the associated Lbol and ∆Lbol to the assumed bolo-
metric luminosity L (as input to MESA) in the likelihood term

ln(LL,i) = −
1
2

(
ln(2π∆L2

bol,i) + (Li − Lbol,i)2/∆L2
bol,i

)
. (5)

http://ogledb.astrouw.edu.pl/~ogle/OCVS/
https://ned.ipac.caltech.edu/Library/Distances/
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The third and fourth components of the likelihood describe
the Cepheids’ pulsation periods and radii. Both of these quan-
tities are measured in Ref. [35], and as the measurement meth-
ods are insensitive to G we can import them directly into our
analysis. Using the predicted periods P and radii R described
in Sec. II B, we have

ln(LP,i) = −
1
2

(
ln(2π∆P2

tot,i) + (Pi − Pd,i)2/∆P2
tot,i

)
, (6)

ln(LR,i) = −
1
2

(
ln(2π∆R2

tot,i) + (Ri − Rd,i)2/∆R2
tot,i

)
, (7)

where ∆Ptot,i and ∆Rtot,i are the quadrature sums of the theo-
retical and observational uncertainties.

We assume independence of the M, L, P, and R measure-
ments, so that the overall log-likelihood for star i is given by:

ln(Li(Md, Lbol, Pd,Rd|G,M,T, L, X,Z, αd, αc, α)) = (8)
ln(LM,i) + ln(LL,i) + ln(LP,i) + ln(LR,i).

We use Bayes’ theorem to derive the posteriors on the
model parameters, assuming a uniform prior in the range
1 < M/M� < 15, 2000 < T/K < 9500, 200 < L/L� < 2100,
0.01 < X < 1, 0.0001 < Z < 0.02, 0.1 < GLMC/GSS < 1.44,
0.01 < αd < 3, 0.01 < αc < 3 and 0.01 < α < 3.5.
These widely bracket the expected values. We perform
MCMC with the PyMultiNest algorithm [46–48], inferring
the 9 input parameters of each star separately for compu-
tational expediency. Each likelihood evaluation takes ∼15s
for a given star (dominated by the MESA simulation), and
convergence of the MCMC (with n live points=800,
importance nested sampling=True, multimodal=True,
evidence tolerance=0.8, sampling efficiency=0.4
and const efficiency mode=False) takes ∼3 weeks on
3 × 28 cores. We also combine the constraints on GLMC/GSS,
αd, αc and α from the separate stars, which could plausibly
be in common between them. We do this by deriving 1D
marginalised posteriors for each of these parameters for each
star from the density of samples in the equally-weighted
chains. We then use these as likelihood functions in a second
MCMC step in which we combine the constraints from all of
the stars by multiplying the likelihoods.

III. RESULTS

The full corner plots of the constraints on all 9 parame-
ters for each star are given in Fig. 1, while the median values
and 1σ constraints are shown in Table III. The constraints on
GLMC/GSS from the individual stars are ∼10%, while those on
αd, αc and α are ∼50%. We find that CEP-1812 gives values
of GLMC/GSS and αd inconsistent with the other stars at the
∼1.5σ level. As discussed in Sec. IV B this is an unusual star
in several ways, and likely violates assumptions used in our
analysis. We therefore exclude it from our fiducial joint con-
straints on GLMC/GSS, αd, αc and α shown in Fig. 2, although
we show the results with CEP-1812 included in Appendix A.

For the remaining 5 stars we obtain:

GLMC

GSS
= 0.927+0.051

−0.037, (9)

a 4.6% constraint on GLMC/GSS consistent with 1 at 1.5σ.
To our knowledge this is the first measurement of G in an-
other galaxy, complementing the direct constraints on the
parametrised post-Newtonian parameter γ that have already
been achieved [1, 2]. We obtain ∼35% constraints on αd, αc
and α when these are assumed to be the same between the
stars (see first row of Table IV). Note that although αd, αc and
α are nuisance parameters in the inference of GLMC/GSS, they
are of great importance for stellar astrophysics. In particular,
the mixing length parameter α determines the location of the
Hayashi track and the details of post-main-sequence stellar
evolution.

The only significant parameter degeneracies shown in
Fig. 1 are between M and G, and T and L. The former is
due to the GM constraint encapsulated in Eq. 3, which makes
G roughly inversely proportional to M. This degeneracy is
primarily broken by the period term in the likelihood (Eq. 6)
which we find to be sensitive to relatively small variations
in G at fixed GM. The T − L degeneracy derives from the
Stefan-Boltzmann law L = 4πσR2T 4 with R very strongly
constrained in the input. This degeneracy is tighter for the
fundamental mode pulsators for which R has been measured
to greater precision.

The values of M, T and L inferred by Ref. [35] (along with
GLMC = GSS) are shown by the dashed grey lines in Fig. 1.
We find our inferences to be consistent within 2σ with the re-
sults of that work (combining the two sets of uncertainties in
quadrature) for all stars except CEP-1812, for which we pre-
fer a significantly higher mass. Although we marginalise fully
over all parameters in deriving our constraints—including
four parameters (GLMC/GSS, αd, αc and α) not considered
in Ref. [35]—we find our parameter uncertainties to be sim-
ilar. The exception is the constraint on mass, which is sig-
nificantly weaker in our analysis as a direct consequence of
our marginalisation over GLMC/GSS. We find typical root-
mean χ2 values over the four observables of 0.3 per star at
the maximum-likelihood points, indicating that we are able to
fit the observables within their uncertainties.

IV. DISCUSSION

A. Implications of the results

Our 5% constraint on G in the LMC has implications for
tests of fundamental physics. Modified gravity and dark en-
ergy theories generically predict a violation of the equivalence
principle whereby the strength of gravity becomes spatially
variable [5, 49]. This is true also for some resolutions of the
Hubble tension [19, 21]. Any theory that is sufficiently well-
specified to predict a value for G in nearby galaxies in which
variable stars in DEBs have been measured can be tested us-
ing our framework. With future data (see Sec. IV B) it will
be possible to search for correlations of the strength of grav-
ity with stellar, galactic, and environmental properties in the
manner predicted by extensions to General Relativity. Promi-
nent examples are screened theories in which the strength of
gravity typically increases in lower density regions; since the
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FIG. 1. Corner plots of parameter constraints on all 6 Cepheids.
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FIG. 2. Combined posterior probability distributions for GLMC/GSS, αd, αc and α with CEP-1812 removed.

Cepheid label M/M� T/K L/L� X Z G/GSS αd αc α

CEP-1718a 4.69+0.50
−0.57 6310+130

−150 1130+100
−100 0.68+0.16

−0.20 0.012+0.005
−0.007 0.91+0.13

−0.09 1.32+0.80
−0.63 1.08+0.75

−0.57 1.80+0.86
−0.94

CEP-1718b 4.52+0.47
−0.42 5890+140

−130 1120+100
−100 0.59+0.19

−0.18 0.009+0.006
−0.005 0.93+0.10

−0.09 1.69+0.74
−0.88 1.24+0.88

−0.74 1.04+0.80
−0.57

CEP-1812 4.90+0.98
−0.53 6460+140

−130 488+40
−41 0.68+0.23

−0.26 0.0014+0.0008
−0.0006 0.77+0.09

−0.13 2.39+0.33
−0.41 1.03+0.63

−0.55 1.06+0.61
−0.53

CEP-0227 4.43+0.31
−0.35 6030+110

−110 1430+110
−100 0.81+0.11

−0.18 0.0007+0.0006
−0.0004 0.94+0.08

−0.06 1.39+0.89
−0.70 0.69+0.62

−0.43 0.82+0.56
−0.45

CEP-2532 4.06+0.48
−0.44 6340+140

−130 1150+100
−100 0.65+0.21

−0.21 0.007+0.006
−0.004 0.98+0.12

−0.10 1.55+0.87
−0.87 1.61+0.72

−0.81 1.04+0.69
−0.61

CEP-4506 3.84+0.39
−0.31 6280+160

−130 1120+120
−90 0.82+0.11

−0.17 0.0018+0.0014
−0.0009 0.94+0.08

−0.09 1.97+0.62
−0.79 1.29+0.85

−0.80 1.05+0.78
−0.58

TABLE III. Constraints on model parameters for each Cepheid.
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Selection GLMC/GSS αd αc α

Fiducial 0.927+0.051
−0.037 1.57+0.55

−0.50 0.90+0.41
−0.33 0.90+0.36

−0.26

All stars 0.893+0.025
−0.027 2.09+0.29

−0.35 0.90+0.36
−0.28 0.91+0.31

−0.25

TABLE IV. Joint constraints on GLMC/GSS, αd, αc, and α, combin-
ing multiple stars. The fiducial selection excludes CEP-1812; see
Secs. III and IV B.

LMC is less massive than the Milky Way disk, our prefer-
ence for GLMC < GSS, although statistically insignificant, is
not in line with such a modification. Theories such as f (R) or
DGP gravity predict up to 1/3 increase in the strength of grav-
ity in unscreened regions (though possibly much less in the
LMC, which is within the Milky Way halo and may therefore
be screened). Our results already rule out a 10% increase in G
at the location of the LMC Cepheids at >3σ significance.

Constraining spatial variation of Newton’s constant is a key
goal of the cosmology community. This is typically achieved
through the parametrisation Gmatter − Glight (otherwise known
as µ − Σ), where the first parameter modifies the amplitude of
Poisson’s equation for the Newtonian potential φ governing
the motion of non-relativistic matter, and the latter modifies
Poisson’s equation for the lensing potential φ+ψ governing the
motion of light. Large scale structure probes afford constraints
on Gmatter at the 20 − 50% level [23, 24, 50–52] for stan-
dard modified gravity parametrisations allowing for redshift
and scale dependence in G. This approach analyses Fourier
modes of the density and lensing fields at 0.3 . z . 1 on
scales k . 1h/Mpc. By analysing specific low-redshift objects
our method for constraining Gmatter has different systematics
to these, besides being independent of cosmology and requir-
ing no assumption for the form of G as a function of length
scale and time. Our measurement on the scale of 50 kpc—
the distance to the LMC—helps to fill the desert between tests
of G at AU scales in the Solar System and &10 Mpc scales
in cosmology [53]. Further, the cosmological Gmatter is only
defined within the framework of linear perturbation theory.

Our inferences of the semi-analytic parameters describing
hydrodynamics in stars are important for stellar astronomy.
Past studies have constrained these parameters by individ-
ually varying them to achieve consistency between a fidu-
cial model and observations (e.g. [54]). For the first time
we have constrained them jointly with the stellar parameters,
allowing the degeneracies to be properly mapped out. Our
constraints are not significantly broadened by marginalisation
over GLMC/GSS due to the lack of degeneracy between those
parameters, and they will be of use for any study that requires
the hydrodynamical parameters as inputs. We find evidence
for αd (turbulent dissipation) slightly larger than the fiducial
value of 1 in Ref. [38], ∼1.5−2, and α (mixing length param-
eter) slightly smaller, ∼0.9.

The mixing length parameter α in particular is a critical in-
put for stellar modelling, and represents a major source of un-
certainty in theoretical predictions. Traditionally, it has been
measured by fitting numerical models to solar observations—
with the most recent result implying α = 1.83 [55]—and is

then assumed to be the same for other objects. This assump-
tion has however been challenged by Ref. [56], who find evi-
dence for a metallicity-dependence from astroseismic studies
of giant stars. Our fiducial result of α = 0.90+0.36

−0.26 is incon-
sistent with 1.83 at 2.6σ, possibly lending credence to the hy-
pothesis of metallicity dependence. Understanding whether
α is indeed constant—and devising methods for measuring it
in a wide variety of objects—is of paramount importance for
upcoming missions such as the Transiting Exoplanet Survey
Satellite (TESS) [57], for which the dominant source of uncer-
tainty will be stellar modelling. As with GLMC/GSS, our con-
straints will strengthen significantly as more data is brought
to bear, and variations with stellar properties may also readily
be investigated.

B. Systematic uncertainties & future work

Previously, the dominant source of systematic uncertainty
in inferences of this type was the impact of nuisance param-
eters in the stellar modelling. We have removed this here by
directly marginalising over the three most important ones, αd,
αc and α. Nevertheless there remain significant potential sys-
tematics in our inference. These include the effects of possible
variations in i) the orbital parameters of the Cepheids around
the best-fit values of Ref. [35], ii) additional MESA parameters
describing the hydrodynamics of stellar structure, which we
set to the fiducial values of Ref. [38], iii) the atmosphere mod-
els that we assumed as part of our calculation, and iv) poten-
tial deviations from Eq. 4 due to mass and metallicity depen-
dence. Ideally each of these effects would be parametrised and
marginalised over, which may become possible in the future
with improved theoretical understanding and a speedup of the
stellar structure simulations to permit inference in a higher-
dimensional parameter space. We also note that MESA is a 1D
code: 3D effects that it is unable to capture may provide addi-
tional sources of systematic uncertainty.

We have removed one star from our fiducial analysis,
CEP-1812. This is a highly unusual object in several ways
[35, 58, 59]: it has significantly lower luminosity than similar
Cepheids, it is inferred to be >100 Myr younger than its red
giant companion, and it appears to be crossing the instability
strip for the first time (see Fig. 17 in Ref. [58]). This has led
Ref. [59] to suggest that CEP-1812 formed from the merger
of two main-sequence stars that subsequently evolved across
the Hertzsprung gap, giving it more in common with Anoma-
lous than Type-I Cepheids. These factors may bias our infer-
ence. In particular, our assumption that the hydrodynamics
parameters besides αd, αc and α—and other control parame-
ters of MESA—are constant at the fiducial values may not hold,
requiring them to be either re-tuned or marginalised over. In
addition, a merger origin could cause CEP-1812 to pulsate be-
tween the first and second overtones, which could render our
scaling relations between linear and nonlinear period and ra-
dius (Eq. 2) unreliable since these assumed pulsation in a sin-
gle mode. Fig. 1 shows that the posteriors we obtain based on
MESA’s solution for its mass, luminosity and temperature are
significantly discrepant with the values reported by Ref. [35].
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Further work is therefore required to analyse this star reli-
ably and hence use it to strengthen the joint constraints on
GLMC/GSS, αd, αc and α.

Aside from addressing these issues there are a number
of ways to advance the present study. It would be desir-
able to perform the full joint inference of all stars simulta-
neously, which would obviate the need for a second MCMC
step in combining the constraints but make convergence of
the Markov Chain significantly more challenging. It would
also be preferable to use the full nonlinear P and R output
by MESA rather than employing scaling relations based on the
linear values; this too would require significant advances in
computing power or optimisation of MESA to be computation-
ally tractable. It may be possible to speed up the inference
greatly using an emulator. Finally, additional data could be
brought to bear. This includes the Cepheid lightcurves mea-
sured by OGLE—which would require full MESA simulations
to model—and measurements of additional Cepheids or other
types of variable star. MESA is capable of efficiently modelling
RR Lyrae stars [38] which are found in binaries [60], and it
may also be possible to model Type-II Cepheids to the level
of accuracy our inference requires.

Other galaxies within the Local Group may be targeted.
One feature of the LMC that permits our precision measure-
ment is the fact that its distance is well constrained by the
TRGB method, allowing fluxes to be converted into luminosi-
ties. This removes one degree of freedom per star. Apply-
ing our framework to other galaxies with precise distance es-
timates (either independent of G or that can be re-calibrated
as a function of G) will yield stronger bounds. Besides the
Milky Way [61] and its satellites [62], a particularly promis-
ing target is Andromeda. This is sufficiently close for precise
measurements and contains DEBs in a wide range of gravita-
tional environments [63–65].

V. CONCLUSION

We have proposed a novel test of the universality of the
gravitational constant G. Variable stars in detached eclipsing
binaries permit independent inference of stellar radius R, lu-
minosity L, pulsation period P, and G times mass M from or-
bital modelling. We have shown that the combination of this
information affords strong bounds on the value of G in the
stars relative to that measured in the Solar System. The con-

straining power comes mainly from the orbital GM constraint
combined with the different relative sensitivity to G and M of
the pulsation period in the full equations solved by MESA.

We applied this test to the Large Magellanic Cloud, which
contains six Type-I Cepheids in eclipsing binaries observed
by the OGLE microlensing survey. Our fiducial analysis ex-
cludes CEP-1812, which is likely an unusual first-crossing
Cepheid and possibly generated by the merger of two main-
sequence stars. Performing a full Bayesian analysis marginal-
ising over the relevant properties of the remaining stars and
nuisance parameters in the implementation of hydrodynam-
ics in MESA, we obtain GLMC/GSS = 0.93+0.05

−0.04. This 5% con-
straint is a direct measurement of G outside the Solar System
and will strengthen as further data is brought to bear. Many
extensions to General Relativity and cosmological models for
dark energy predict that G is environment-dependent, and our
method may be used to probe them directly.

Our framework also provides a way to constrain stellar
properties, with all relevant parameters marginalised over, and
to infer semi-analytic parameters describing stellar hydrody-
namics. In particular, assuming the mixing length parameter
α is constant over the five stars yields α = 0.90+0.36

−0.26. We make
our code publicly available.
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Appendix A: Results including CEP-1812

Our fiducial analysis excludes CEP-1812 due to its ten-
sion in parameter constraints with the other stars and its pe-
culiar nature. In Fig. 3 we show the combined constraints on
GLMC/GSS, αd, αc and α when it is included. In this case we
obtain a 3% constraint on GLMC/GSS and a 15−35% constraint
on the stellar hydrodynamic parameters (see second row of
Table IV). This result is in 4.3σ tension with GLMC = GSS, al-
though the errorbar is biased low by the small region of over-
lap between the GLMC/GSS posteriors of CEP-1812 and the
other stars. Further investigation is required to determine if
this star truly prefers GLMC < GSS (see also Sec. IV B).
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