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Accurate and fast gravitational waveform (GW) models are essential to extract information about
the properties of compact binary systems that generate GWs. Building on previous work, we present
an extension of the NRTidal model for binary neutron star (BNS) waveforms.

The upgrades are: (i) a new closed-form expression for the tidal contribution to the GW phase which
includes further analytical knowledge and is calibrated to more accurate numerical relativity data
than previously available; (ii) a tidal correction to the GW amplitude; (iii) an extension of the spin-
sector incorporating equation-of-state-dependent finite size effects at quadrupolar and octupolar
order; these appear in the spin-spin tail terms and cubic-in-spin terms, both at 3.5PN.

We add the new description to the precessing binary black hole waveform model IMRPhenomPv2
to obtain a frequency-domain precessing binary neutron star model. In addition, we extend the
SEOBNRv4_ROM and IMRPhenomD aligned-spin binary black hole waveform models with the improved
tidal phase corrections. Focusing on the new IMRPhenomPv2_NRTidalv2 approximant, we test the
model by comparing with numerical relativity waveforms as well as hybrid waveforms combining
tidal effective-one-body and numerical relativity data. We also check consistency against a tidal

effective-one-body model across large regions of the BNS parameter space.

I. INTRODUCTION

The first gravitational wave (GW) signal associated
with electromagnetic (EM) counterparts, detected on the
17th of August 2017, marks a breakthrough in the field
of multi-messenger astronomy [IH3]. Analyses of the GW
and EM signatures favor a binary neutron star (BNS) co-
alescence, e.g., [4HI5]. Due to the increasing sensitivity of
advanced GW detectors, multiple detections of merging
BNSs are expected in the near future [I6].

A prerequisite to extract information from the data
are theoretical predictions about the emitted GW signal.
The properties of the system are typically inferred via
a coherent Bayesian analysis based on cross-correlation
of the measured strain with predicted waveform approx-
imants, e.g., [I7]. These cross-correlations are done for
a large number of target waveforms and require large
computational resources. Thus, the computation of each
individual waveform needs to be efficient and fast to en-
sure that the Bayesian parameter estimation of signals,
containing several thousand GW cycles (as typical for
BNS systems), is at all manageable. On the other hand,
waveform models need to be accurate enough to allow
a correct estimate of the source properties, such as the
masses, the spins, and internal structure of the NSs.

Over the last years, there has been significant progress
modeling the GW signal associated with the BNS co-
alescence, including the computation of higher-order
tidal corrections or spin-tidal coupling, e.g., Refs. [I8-
23], and improved accuracy of BNS numerical relativity
(NR) simulations [24H29]. However, although the ana-

lytical progress has improved the performance of post-
Newtonian (PN) waveform approximants, PN models
still become increasingly inaccurate towards the merger,
e.g. [30H36].

Most of the current time-domain tidal waveform mod-
els [24] [37H43] are based on the effective-one-body (EOB)
description of the general relativistic two-body prob-
lem [44] [45]. This approach has proven to be able to pre-
dict the BNS merger dynamics in large regions of the BNS
parameter space, but recent numerical relativity (NR)
data revealed configurations for which further improve-
ments of the tidal EOB models are required [24], [42] 46].
While one can expect that over the next years, these
issues will be overcome due to further progress in the
fields of NR, gravitational self-force, and PN theory, the
high computational cost for a single EOB waveform is yet
another disadvantage. One possibility to speed up the
EOB computation is the use of high-order post-adiabatic
approximations of the EOB description to allow an ac-
curate and efficient evaluation of the waveform up to a
few orbits before merger [4I]. The other possibility, and
most common approach, is constructing reduced-order-
models [47, 48]. Those models allow the fast computa-
tion of waveforms in the frequency domain and are well
suited for a direct use in parameter estimation pipelines.

In addition to PN and EOB approximants, there have
been proposals for alternative ways to describe tidal GW
signals. Refs. [49, [50] develop phenomenological black
hole-neutron star (BHNS) approximants based on NR
data. Ref. [5I] transforms NR simulations of binary
black hole (BBH) systems by adding PN tidal effects,



and Refs. [52] 53] develop a method to employ NR wave-
forms or computationally expensive waveform approxi-
mants (such as tidal EOB waveforms) directly for pa-
rameter estimation.

Another approach to describe BNS systems was
presented in Ref. [54], in which BBH models have been
augmented by an analytical closed-form expression
correcting the GW phase to include tidal effects. This
waveform model [34, 54], referred to as NRTidal, was
implemented in the LSC Algorithm Library (LAL) [55]
to support the analysis of GW170817 by the LIGO and
Virgo Collaborations (LVC) [Il 10, E6H58] and has also
been used outside the LVC, e.g. [59, [60]. In addition,
Ref. [6I] developed an alternative tidal approximant
in the frequency domain combining EOB and NR
information following a similar idea as in Ref. [54].

Studies showed that for GW170817, with its signal-to-
noise ratio (SNR) of ~ 30, waveform model systematics
are within the statistical uncertainties, i.e., that different
employed tidal GW models give slightly different, but
consistent constraints on the binary properties, e.g., [10].
However, systematic effects will grow for an increasing
number of detections or GW observations with larger
SNRs [35], B6]. Ref. [36] stated that for a GW170817-like
event measured with the anticipated design sensitivity of
the Advanced LIGO and Advanced Virgo detectors, sys-
tematic effects will dominate and the extracted equation
of state (EOS) constraints between existing waveform ap-
proximants will become inconsistent. Furthermore, the
analysis presented in Ref. [34] [35] showed that the origi-
nal NRTidal model could potentially underestimate tidal
deformabilities, leading to possible biases for future de-
tections with larger SNRs.

Therefore, to further push for the availability of a fast
and accurate waveform model employable for the upcom-
ing observing runs in the advanced detector era, after
recalling the basics of NRTidal and discussing the NR
simulations and hybrid waveform construction in Sec. [[I}
we improve the NRTidal description by:

(i) Recalibrating the closed-form phenomenological
tidal description including additional analytical
knowledge and using improved NR, data (Sec. [[IT A);

(ii) Adding a tidal GW amplitude correction to the

model (Sec. [[II B));

(iii) Incorporating EOS-dependent 3.5PN spin-spin and
cubic-in-spin effects proportional to the quadrupole
and octupole moments of the NSs [43, 62H64]

(Sec. LIIC).

We validate the new NRTidalv2 approximant with a
set of 10 high-resolution NR waveforms (Sec. and
18 hybrids of NR waveforms and the TEOBResumS tidal
EOB model [0] (Sec. [VB). Furthermore, we compare
the model in a larger region of the parameter space than
currently covered with NR simulations by computing
the mismatch with respect to the SEOBNRv4T tidal

EOB model [38, 39] (Sec. [[V.C). We note that for this
waveform model Ref. [48] recently developed a reduced
order model which can also be used directly for GW data
analysis. We conclude in Sec. [V] In the Appendices, we
discuss possible extensions to the model, considering the
tidal amplitude correction (Appendix and the mass
ratio dependence of the tidal phase (Appendix .

In this article geometric units are used by setting
G = ¢ = Mg = 1. At some places units are given
explicitly to allow a better interpretation. Further no-
tations are M = M4 + Mp for the total mass of the
system, x4, xB,Aa, Ap for the individual dimensionless
spins and tidal deformabilities of the stars. The mass ra-
tio of the system is ¢ = M4 /Mp and the symmetric mass
ratio is v = MaMp/(Ma+ Mp)?. We define the labeling
of the individual stars so their masses satisfy M4 > Mp.

II. BASIC IDEAS AND IMPROVED
NUMERICAL RELATIVITY DATA

A. The basic idea of NRTidal

During the BNS coalescence, each star gets deformed
due to the gravitational field of the companion. These
tidal deformations accelerate the inspiral and leave a
clear imprint in the GW signal, e.g., [65]. Consequently,
the theoretical modeling of BNSs and the extraction of
tidal effects from measured GW signals is an important
way of determining the internal structure of NSs and thus
the EOS of supranuclear dense matter.

The complex time-domain GW signal is given by

h(t) = A(t)e 0, (1)

with amplitude A(t) and time-domain phase ¢(t). Here
we only consider the dominant 2,2 [spin (—2) weighted
spherical harmonic|] mode. We assume in the following
that the phase can be decomposed into

A(w) = dpp(W) + Pso (W) + dss(@) + ¢r(w) +---, (2)

where the dimensionless GW frequency is given by @w =
Mw = MOoi¢(t). Here ¢, denotes the nonspinning,
point-particle, contribution to the overall phase, ¢so cor-
responds to contributions caused by spin-orbit coupling,
¢ss corresponds to contributions caused by spin-spin ef-
fects (both self-spin and spin-interactions), and ¢r de-
notes the tidal effects present in the GW phase.

Similar to Eq. , the waveform can be written in the
frequency domain as

h(f) = A(f)e W), (3)

with GW frequency f and frequency domain amplitude
A(f) and phase ¥(f). Here we assume again:

(@) = Ppp(@) + Pso(@) + Pss(@) +Pr(@) +--- . (4)



Constraints on the supranuclear EOS governing the
matter inside NSs rely on an accurate measurement of
the tidal phase contribution. This contribution enters
first at the 5th PN order[]

The main idea of the NRTidal approach is to provide
a closed-form approximation for the tidal phase ¢ or
1. Because standard GW data analysis is carried out
in the frequency domain, the frequency domain model is
of particular importance, due to its efficiency. In addition
to the tidal contribution, the final NRTidal approximant
also incorporates EOS dependent effects in 1gg, since the
spin-spin contributions depend on the quadrupole and
higher moments of the individual stars, and thus on the
internal structure of the stars.

We note that there are higher-order spin-tidal coupling
effects that have recently been computed [21], 22]. How-
ever, as outlined in [23], these terms will be unmeasurable
in the advanced GW detector era. Therefore, we do not
include them in the current description to avoid unnec-
essary computational costs.

B. High-precision NR simulations

The field of NR has made significant progress over the
last years. Nevertheless, the production of highly ac-
curate gravitational BNS waveforms remains challenging
and there exist only a small number of simulations with
low eccentricity and with phase errors small enough to
allow GW modeling; cf. Refs. [24-29].

In addition to the dataset used for the original NRTidal
calibration [34}, [54], we performed one additional simula-
tion for a non-spinning equal-mass BNS setup employing
a piecewise-polytropic parametrization of the SLy [68§]
EOS. This EOS is in agreement with recent constraints
extracted from GW170817 [I3] K6l 57, [60, 69 0] and
thus is a natural choice for our work}’| The same phys-
ical configuration has already been used in the past for
the construction of the NRTidal model [27] [54]; cf. Ta-
ble [[] for further details. In [27, 4], we have simulated
this setup with the BAM code [25], [72H74] for 5 different
resolutions with 64, 96, 128, 192, and 256 points in the
finest refinement level covering the individual NSs. Here,

1 There is also the possibility of extracting EOS information from
the spin-spin interaction first entering in the 2PN tgg contri-
bution, where the individual terms of g5 are proportional to
the square of the individual spins, i.e., X%, x%, or xaxs. Al
though the maximum NS spin in a BNS is not precisely known,
the fastest spinning NS in a BNS system observed to date (PSR
J1946+-2052 [66]) will only have a dimensionless spin of ~ 0.02—
0.04 at merger [67]. Thus, obtaining EOS information from the
spin-spin phase contribution is extremely challenging.

While the maximum mass of 2.05M¢ of the SLy EOS is slightly
outside of the 68.3% credible region of the recent heavy pulsar
mass measurement in [71] ([2.07,2.28) M), it is well inside the
95.4% credible region of [1.97,2.40] M, which is why we still
consider it here.
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FIG. 1. New high-resolution NR data employed for the cali-
bration of the NRTidalv2 approximant. Top panel: Real part
of the GW signal for the six different resolutions employing
64, 96, 128, 192, 256, and 320 points in the refinement levels
covering the individual NSs. The waveforms shown are al-
ready extrapolated to spatial infinity to correct for the finite
radius extraction; see [25] for more details (we use K = 1
here). Middle panel: Phase difference between different res-
olutions. Bottom panel: Phase difference between different
Richardson extrapolated waveforms or between a Richardson
extrapolated waveforms and the waveform from an individ-
ual resolution. The vertical lines in each panel refer to the
time of merger, i.e., the peak time of the GW amplitude for
the individual resolutions. The dashed lines in the bottom
two panels show the phase difference scaled to the next low-
est pair of resolutions assuming second order convergence. u
denotes the retarded time.

we add one additional simulation with 320 points in the
finest refinement level. This corresponds to a spatial res-
olution of 0.047Mg =~ 70 m and computational costs of
~ 5 million CPU-hours for this single resolution.

The availability of six different resolutions and the
presence of clean convergence across multiple resolutions
allows us to employ Richardson extrapolation to obtain
an improved GW signal and to provide an associated er-
ror budget; see Ref. [25] for more details. We present
the GW signal for the different resolutions in Fig. [1f (top
panel) and the phase difference and convergence proper-
ties in the middle and bottom panels.

Except for the lowest resolution, clean second order
convergence is obtained throughout the inspiral. This
becomes evident by comparison of the individual phase
differences with the phase differences rescaled assuming
second order convergence (dashed lines). For the lowest
resolution setup (ng4), second order convergence is lost



a few orbits before merger (u ~ 1500M). Merger times
for each resolution are indicated by vertical solid lines in
Fig.[1

The phase difference between the highest (ng20) and
second highest resolution (nas6) is 0.52 rad at the mo-
ment of merger. Performing a Richardson extrapola-
tion [25], we obtain more accurate phase descriptions.
We denote the Richardson extrapolated data obtained
from the resolutions nx and ny as R(nx,ny). We cross-
check the robustness of the procedure by presenting the
phase differences R(n320, n256) —MN320 and R(TL256, 77,192) -
negse in the bottom panel of Fig. Rescaling the
phase difference of R(ns320,M256) — N320 assuming sec-
ond order convergence shows excellent agreement with
R(nas56,m192) — nase. This demonstrates that the leading
error term scales quadratically with respect to the grid
spacing/resolution.

Thus, we can estimate the uncertainty of the Richard-
son extrapolated waveform R(nsag, naese) to be the differ-
ence with the n3og resolution. At the moment of merger,
this gives an uncertainty of 0.37 rad. At this time the
estimated error due to the finite radius extraction is be-
low 0.044 rad, which leads to a conservatively estimated
total error of A¢mrg < 0.38 rad at merger.

An alternative, but not conservative, error measure is
given by the difference between the two Richardson ex-
trapolated waveforms (green line in the bottom panel).
We find that throughout the inspiral the difference be-
tween the R(ns20, n256) and R(nase, n192) is below 0.1 rad
(at the moment of merger A¢ = 0.087 rad, which would
lead to a total error of < 0.1 rad once finite radius ex-
traction is included).

In addition to this new setup, we also consider the
additional two high resolution simulations available in
the CoRe database [28], cf. Table These setups,
CoRe:BAM:0037 and CoRe:BAM:0064, only employ 192
points across the star and have conservatively estimated
phase uncertainties at merger of 1.20 rad and 2.27 rad,
respectively. We incorporated this accuracy difference
by weighting the individual setups differently during the
construction of the NRTidalv2 phase, as discussed in the
next subsection.

C. Hybrid Construction

In the original NRTidal work, PN, EOB, and NR ap-
proximants have been separately used in different fre-
quency intervals. Here, we start by constructing hybrid
waveforms consisting of a time domain tidal EOB model
(TEOBResumS) inspiral [40] connected to the high reso-
lution NR simulation discussed above. The hybridiza-
tion is performed as discussed in Refs. [34] 35] to which
we refer for further details. In addition to the BNS hy-
brid waveforms, we also create a hybrid between the non-
tidal version of the TEOBResumS model and a binary black
hole waveform computed with the SpEC code [75], setup
SXS:BBH:0066 of the public SXS catalog [76] [77]. All the

TABLE I. The non-spinning BNS and BBH hybrids employed
in the construction of the NRTidalv2 model. The columns
refer to the name, the employed EOS, the individual masses
of the stars M*, M, the tidal deformabilities A4, A®, the
tidal coupling constant kX [Eq. ], and the ID in the CoRe
and SXS databases.

Name|| EOS My Mp Aa Ap sl 1D

SLy SLy 1.350 1.350 392.1 392.1 73.5 CoRe:BAM:009
H4 H4 1.372 1.372 1013.4 1013.4 190.0 CoRe:BAM:0037
MS1b||MS1b 1.350 1.350 1389.4 1389.4 288.1 CoRe:BAM:0064
BBH - 1.350 1.350 0 0 0 SXS:BBH:0066

2 Qur work employs a higher resolution than currently available
for this setup in the CoRe catalog.
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FIG. 2. Time domain phase of the hybrid waveforms em-
ployed to develop NRTidalv2. The bottom panel shows the
phase difference caused by tidal effects.

hybrids have an initial frequency of 20 Hz.

We present the time domain phase evolution of the
BBH and BNS hybrids in Fig. 2] For this plot we align
the waveforms at ~ 22 Hz.

We emphasize that only the four hybrid waveforms
listed in Table[llare used for calibration of the NRTidalv2
model, where the dataset we are going to fit is
oNF = .

~ 3201192 + 192 [320(¢SLy — ¢pBH) + 192(¢n4 — ¢BBH)

+ 192(dms1b — ¢BBH):|

_ % (5¢5Ly + 3614 + 3daisin — 11¢>BBH).
(5)

The factors are obtained by linearly weighting the reso-
lutions of the individual NR data, i.e., 320 points accross
the star for the SLy setup and 192 for H4 and MS1b se-
tups. We decided to use this minimal dataset since these
are the available data with the highest accuracy. Note
that a simple restriction to the highest resolution, i.e.,
the SLy data, leads to a phase description which does
not accurately characterize binaries with large tidal de-
formabilities. Thus, it would be preferable to include
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FIG. 3. Time domain tidal phase contribution divided by the
tidal coupling constant k.. We show as a gray shaded region
the parameter space covered by our hybrids (Table [I)) and
as a dashed gray line the SLy hybrid’s tidal phase divided
by the coupling constant for this setup. In addition, the
6PN (orange), 7PN (orchid), and 7.5PN (blue) tidal phase
estimates, as well as the original NRTidal [54] (green) and
Kawaguchi et al. [6I] (cyan) approximants are presented. As
a dark red line, we present an estimate obtained using the
tidal EOB model TEOBResumS. We note that the Kawaguchi et
al. and TEOBResumS tidal phases depend on A even after being
scaled by the coupling constant; for this plot and the follow-
ing ones we use A = 392.1 to describe the SLy configuration.
NRTidalv2 is shown with a black dashed line. We mark the
frequencies of 1000 Hz and the merger frequency correspond-
ing to our SLy setup, described in Table [[]

in the future a larger number of NR simulations with
varying masses, spins, mass ratios, and EOSs once these
are available. However, while there are a small number
of high quality waveforms [27], these waveforms do not
span a sufficiently large region of the parameter space to
incorporate additional mass ratio, EOS, or mass depen-
dencies in our phenomenological ansatz.

III. IMPROVEMENTS

The NRTidalv2 approach can be added to any BBH
model: we focus our discussion here on the frequency-
domain IMRPhenomPv2, IMRPhenomD, and SEOBNRv4_ROM
models. We primarily concentrate on the extension of
IMRPhenomPv2 [78, [79] describing precessing systems.
In addition, we have also added the improved tidal
phase description to the SEOBNRv4_ROM [80] and the
IMRPhenomD [79] approximantsﬂ For SEOBNRv4_ROM and
IMRPhenomD, we decided to include only the tidal phase
description to reduce additional computational costs
and allow a faster computation of waveforms than for
IMRPhenomPv2_NRTidalv2.

We present an overview of all existing NRTidal models
in Table [T

3 See [81],[82] for more details of the reduced order model technique
used to construct SEOBNRv4_ROM from the time domain approxi-
mant SEOBNRv4.

A. Recalibrating the NRTidal phase
1. Ansatz for the NRTidal time-domain phase

Non-spinning tidal contributions start entering the
GW phasing at the 5PN order and partially known ana-
lytical knowledge exists up to 7.5PN [18]:

+ cfa? + cfp™?) +[A & B) (6)
with the dimensionless EOB tidal parameter x4 (defined

below) and z(&) = (w/2)?/3. The individual coefficients
ct are

A (Xa+12X3p)

CNewt = —W7 (7a)
A 5 (260X5 — 2286X73 — 919X 4 + 3179) (7b)
te 336 (11X 4 — 12) ’
5
C:?/z =-5m (7c)

' = [5 (67702048 X5 — 223216640X 4 + 337457524.X %
—141992280X% + 96008669.X 4 — 143740242)] /
[3048192 (11X 4 — 12)], (7d)

P 7 (10232X35 — 7022X3 + 22127X 4 — 27719)

/2= 102 (11X 4 — 12) /(7¢)

and similarly with A <> B. Here X4 p = Ma /M. We
note that although analytic knowledge exists up to the
7.5PN order, some unknown terms are present at 7PN.
As discussed in Ref. [18], these terms are expected to be
small and are set to zero in our definition of ¢4, c¥.

As in the original NRTidal description [27, [54] we in-
troduce the effective tidal coupling constant n'eTff which

describes the dominant tidal and mass ratio effects:

2 X Xa\°
T _ B A A
I"ief:f = 713 [(1 + 12A> <CA> k2 + (A < B)

)

(8)

where C4 g = Ma,p/Ra p are the compactnesses of the

stars at isolation, and k;‘ P the Love numbers describ-
ing the static quadrupolar deformation of one body in
the gravitoelectric field of the companion [83H86]. The
parameter k1 is related to A (the mass-weighted tidal
deformability commonly used in GW analysis [32]) by

~ 16
A=, (9)

and the individual tidal deformability parameters are
given by

9 B
A =22
AB = 3 C:?X,B

(10)

The EOB tidal parameter used in Eq. @ is given by
RA = 3XBX;11AA.



TABLE II. Overview of the existing NRTidal approximants. The individual columns refer to: the name of the approximant,
the BBH baseline, the employed tidal phase, the employed spin-spin and cubic-in-spin contribution, employed tidal amplitude

corrections, and the incorporation of precession, as well as the computational time AT}

of the model to produce a single

min

waveform for a non-spinning, equal mass binary with individual masses M4, = 1.35 and A4, = 400 on an Intel Xeon

E5-2630v3 processor for various starting frequencies.

LAL approximant name || BBH baseline P spin-spin cubic-in-spin | tidal amp. | precession 10 Haz 2(?17;;‘"%‘0[ﬂz 40 Hz
IMRPhenomD_NRTidal IMRPhenomD | NRTidal |up to 3PN (BBH) X X X 2.55 0.29 0.14 0.07
IMRPhenomD_NRTidalv2 IMRPhenomD |NRTidalv2 up to 3PN X X X 254 0.29 0.14 0.07
SEOBNRv4_ROM_NRTidal SEOBNRv4_ROM| NRTidal up to 3PN X X X 3.39 040 0.18 0.09
SEOBNRv4_ROM_NRTidalv2 || SEOBNRv4_ROM |NRTidalv2 up to 3PN X X X 3.34 040 0.18 0.09
IMRPhenomPv2_NRTidal IMRPhenomPv2| NRTidal up to 3PN X X X 730 0.90 0.43 0.21
IMRPhenomPv2_NRTidalv2 || IMRPhenomPv2 |NRTidalv2 up to 3.5PN up to 3.5PN v v 856 1.06 0.51 0.28
In the following, we restrict the parameters the low frequency limit; the 7.5PN contribution, which

AB AB AB AB
€1 G296 2G5
the absence of a large set of high-quality unequal mass
NR data), and therefore, discard the superscripts A and
B. For this case, an effective representation of tidal
effects is obtained using

to their equal-mass values (due to

r 13
eff8l/

2%/ Pyrridava (7) (11)

or(x) = —k

with the Padé approximant

3

14+ nx+ n3/2x3/2 + nox? + n5/2m5/2 + nax

P idalv: =
NRTidalvz () 1+ diz + dg 203/ + dox?

(12)
To enforce consistency with the analytic PN knowledge
[Egs. (6)-(7€)], some of the individual terms are restricted

ny =c + d1, (13&)
— C5/2 — C3/2d 5
n3/2 = SR c1 /2» (13b)
ne = c2 + c1dy + da, (13c)
di —
dsjo = _ Cs/2 1 Cg/ad1 715/27 (13d)
C1
with
3115 51
it S 14
C1 624 C3/2 5 (14a)
28024205 4283m
= — = - . 14b
= 1100736 /2 312 (14b)

The remaining unknown 4 parameters are fitted to the
data:

N5/ = 312.48173, ns = —342.15498,
dy = —20.237200, ds = —5.361630.

(15a)
(15b)

Figure[3]shows our findings. We show as a gray shaded
region the parameter space in ¢/ Iﬁ:zﬂ covered by our sim-
ulations, where the gray dashed line refers explicitly to
the SLy configuration. Here we do not include any er-
ror estimate in the BBH hybrid used to extract the tidal
phase. In addition, we present the 6PN tidal contribu-
tion, which the old NRTidal approximant reduces to in

the new NRTidalv2 reduces to in the low frequency limit;
and the 7PN contribution, which is the PN approximant
showing the best agreement to the NR data. We also
show the tidal phase given in Kawaguchi et al. [61]E|
which has been calibrated to NR simulations up to a
frequency of 1000 Hz (thin dashed line). The model
of Ref. [61] loses validity outside its calibration region
and overestimates tidal effects at the moment of merger,
though this would not affect GW data analysis if a max-
imum frequency of 1000 Hz is employed, or the signal at
frequencies 2 1000 Hz is sufficiently suppressed by the
detectors’ noise. In addition, we find good agreement be-
tween the Kawaguchi et al. fit and the new NRTidalv2 ap-
proximation below 1000 Hz. We also show the estimated
tidal phase extracted by comparing our BBH hybrid with
a tidal EOB waveform computed for our SLy configura-
tion using the TEOBResumS [40] model. The tidal phase
estimate of the TEOBResumS model is slightly less attrac-
tive for frequencies around 1000 Hz, but more attrac-
tive at higher frequencies. Finally, the original NRTidal
model is shown as a green line. The tidal contribution
is overestimated at about f ~ 1000 Hz, and later un-
derestimated. This oscillatory behavior has been seen
before, e.g., [27, B34] [54], and could potentially lead to bi-
ases in the estimate of tidal effects from GW signals [35].
For both NRTidal and NRTidalv2 the growth of the tidal
phase around merger is much smaller than for any other
approximant, which generally reduces possible patholo-
gies in more extreme regions of the parameters, e.g.,
a cancellation of the point-particle and attractive tidal
phase close to merger. As expected the NRTidalv2 model
stays within the gray shaded region and, thus, close to
the numerical relativity dataset used for the calibration.

4 We obtain the time domain tidal phase approximant from the
frequency domain expression given in Ref. [61] using the station-
ary phase approximation.
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FIG. 4. Tidal phase in the frequency domain. We show the
6PN (orange), 7PN (orchid), and 7.5PN (blue) tidal phase
estimates, as well as the original NRTidal [54] (green) and the
Kawaguchi et al. [61] (cyan) approximant. The new model is
shown with a black dashed line. We mark the frequencies of
1000 Hz and the merger frequency corresponding to our SLy
setup, described in Table [}

2. Frequency domain phase

As in Ref. [64] we will employ the stationary phase
approximation (SPA), discussed in, e.g., [I8], to derive
the tidal phase contribution 7 in the frequency domain,
i.e., we solve

d*pr (w) _ 1dor(w)
dw? w  dw
to obtain 1. Although ¢7 is given explicitly, we solve

Eq. numerically and approximate the result with a
Padé approximant similar to Eqs. and :

(16)

7m5/2PNRTidalv2 (fﬂ) ) (17)
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T
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L+ P + figjox®/? + fox® + fisjox®/? + fga®

14+ dix+ J3/2x3/2 + dox?

pNRTidava (CE) - ;

(18)
and
N1 = C¢1 + d~17 (19&)
i — C1C3/2 — Cs /2 - &3/2d1 + ﬁ5/2’ (19b)
¢1
fig = + &rdy + Ciz, (19¢)
. c Gaody — 7
dyyo = _Cs2t C3/~2 1 715/27 (19d)
é1
where the known coefficients are:
3115 .
&1 = 151 C3/p = —, (20a)
28024205 42831
_ Cr /o = — . 20b
“ = 73302208 /2= T 092 (20b)
and the fitting coefficients are:
ng/e2 = 90.550822, n3 = —60.253578, (21a)
dy = —15.111208, ds = 8.0641096. (21b)
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FIG. 5. Absolute magnitude of the tidal phase difference

between frequency domain approximants and the NRTidalv2
model. The vertical dashed line represents 1000 Hz, the fre-
quency up to which the Kawaguchi et al. model was cali-
brated, and the solid line marks the merger frequency of the
SLy setup we consider.
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FIG. 6. Frequency domain waveform amplitude. Top panel:
We show the BBH and BNS hybrids’ amplitudes as well as
the BBH amplitude augmented with the 6PN tidal terms pre-
sented in Eq. . Bottom panel: amplitude differences with
the raw data in black and the smoothed data as a blue dashed
line. The final NRTidalv2 fit is shown in red. The vertical
dashed lines refer to 1000 Hz and to the merger frequency of
the BNS hybrid respectively.

We present the final tidal phase contribution in the
frequency domain in Fig. [f] for a number of different GW
approximants. Fig. [5]shows the corresponding phase dif-
ferences with respect to the NRTidalv2 model on a double
logarithmic scale.

B. Tidal amplitude corrections

The extraction of binary properties relies mostly on
the GW phase, which makes an accurate description of 1
the primary target of GW modeling. However, a realistic
estimate of the GW amplitude is also of importance, e.g.,



for a precise distance measurement.

Therefore, we will discuss a possible extension of the
NRTidal approach including a tidal amplitude correction
in the frequency domain. An alternative time and fre-
quency domain amplitude correction is presented in Ap-
pendix [A]

Here, we will derive the frequency domain tidal cor-
rection from the frequency domain representation of the
SLy and BBH TEOBResumS-NR hybrids, described in Ta-
ble [l We do not employ the H4 and MS1b setup for the
amplitude correction since their lower merger frequen-
cies add additional complications during_the construc-
tion procedure. The top panel of Fig. |6| shows A for
our generic setups and also the BBH result augmented
(A = Agpn + Ar) by the 6PN expression:

1 M? 2 44
60mv T .—7/4 (_7$5 _ 9x6> ’

97 Dy et

76PN
A7 16 64

(22)
e.g., Ref. [33], where Dy, is the luminosity distance of the
source, which is the appropriate substitution for the effec-
tive distance used in Ref. [33] for our caseﬂ Kawaguchi et
al. [61] extended Eq. to

A"Kawaguchi _ 1607v M2 T _—7/4
P -

= Ko @
27 Dy °f (23)
27 5 449 ¢ 7.890
X ( 161: o1 T 4251x .

Based on the good agreement we have found between
the results of Ref. [6I] and the new NRTidalv2 phase
description below 1000 Hz, we want to use Eq. as
baseline for a possible frequency amplitude extension of
the NRTidalv2 approximantﬁ

For this purpose we employ the ansatz

JNRTidalvz _ _\/@%KJT 1874 1+ %w + mﬁgmxz.sg
’ 24 Dy e T da :
(24)

Equation ensures that for small frequencies
Eq. is recovered, but that the high frequency
behavior (f > 1000 Hz) can be adjusted. We obtain
d = 13477.8 by fitting the data presented in Fig. [f] (blue
dashed line in the bottom panel).

5 Note further that as before, we have restricted our analysis to
the leading order mass ratio effect and do not incorporate fur-
ther mass ratio dependence in the PN parameters. Furthermore,
we restrict our consideration to gravitoelectric contributions and
do not consider gravitomagnetic tidal effects recently computed
in [20].

6 We note that the phase and amplitude extension presented in [61]
follow different approaches: While the tidal phase correction is
based on an additional contribution due to non-linear tides, i.e.,
a higher order A contribution, the amplitude correction only uses
linear tidal effects, but adds an effectively higher order PN coef-
ficient. Therefore, the proposed amplitude extension of [6I] can
easily be incorporated in our approach.
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FIG. 7. Quadrupolar and octupolar spin-spin and cubic-in
spin contributions at 2PN, 3PN, and 3.5PN order, as well as
their sum, all without the overall Newtonian scaling. Nega-
tive terms are shown with dashed lines, positive terms with
solid lines. The plot assumes an equal-mass system with
dimensionless spins x4 = xB = 0.2 and tidal deformabil-
ities of A4 = Ap = 350. The quadrupole and octupole
moments are computed according to Eq. and Eq.
(C§ = C§ =4.30, C5, = CE. = 7.28).

As for the previous NRTidal implementation, we add
a Planck taper [87] to end the inspiral waveform. The
taper begins at the estimated merger frequency [Eq. (11)
of [34]] and ends at 1.2 times the merger frequency. Thus,
the final amplitude is given as:

A = (ABBH + A?RTidava) X APIancl@ (25)

Because of the smooth frequency and amplitude evolu-
tion even after the moment of merger, this taper only
introduces negligible errors and does not lead to biases
in the parameter estimation of even SNR 100 signals, as
shown using an injection of an SLy hybrid with the same
parameters as those considered here in [35].

C. Incorporating higher-order spin-spin effects

While nonspinning NSs and black holes only have a
nonzero monopole moment, spinning neutron stars and
black holes have an infinite series of nonzero (Geroch-
Hansen) multipole moments, e.g., Refs. [88, 89]. The
contributions from the stars’ (mass) monopole and (spin)
dipole to the binary’s motion are explicitly accounted
for in the BBH baseline. Additionally, contributions
from higher spin-induced multipoles in the BBH baseline
model are indirectly included due to the calibration to
NR simulations. However, without further adjustment,
all multipoles would be specialized to the black hole val-
ues, which (as shown in [34]) noticeably reduces the ac-
curacy for spinning BNS systems. Thus, to improve the
performance of NRTidalv2 for spinning configurations,
we include an EOS dependence in the quadrupole and
octupole, as these are the moments that appear in cur-
rent PN calculations. These two moments (in their scalar



: . A,B
versions) can be written as M{*?) = —CEM3 5X3 B

SéA’B) = fC’géBMﬁ’BXEAB, respectively, for star A and

B. Here C’S B and C”OqéB are the quadrupolar and octupo-
lar spin-induced deformabilities for the individual stars.
Both Cq and Co. are 1 for a black hole.

In this paper, we extend the existing LALSuite imple-
mentation, which currently contains the EOS dependence
of the quadrupole moment only up to 3PN [63][90] to in-
clude the 3.5PN spin-squared terms, completed using the
recently computed 3.5PN tail terms [43]. We also include
leading order spin-cubed terms entering at 3.5PN order.

The contributions of the quadrupole and octupole de-
formations of the stars to the binary’s binding energy
and energy flux have been computed through 3.5PN,
Refs. [40, 62, 63], building on earlier work reviewed
in [9I]. We compute the phase in the frequency do-
main using the SPA. These contributions to the phase
were already presented in [64], except the 3.5PN spin-
spin terms, as [64] did not have the 3.5PN spin-squared
tail term from Ref. [40]. Explicitly, the self-spin (i.e., Cq
and Co.) terms in the phasing that we add to the BBH
baseline are

3u=5/% 1 (a (A (A
tss = 1280 (wés,)szl’Q + ¢és,)3pN333 + wés,)?).sPNfUWQ)

+[A < B] .
26

with
o .
wéS?QPN = _50C3X31X2A

. 5 .
D8 o = o (0407 +8218X 4 — 2016X7%) C4X A%

3 3

N 308 89
wég,)S.SPN = 10[(){3 + XA> Xa + (X123 - XB) XB

- 407r] CHXAXA — 44008 . X5
(27)
Here we use C‘S = CS —1and C§, := C&, —1 to remove
the contribution from the black hole multipoles already

present in the baseline BBH phase.
Finally, we relate C’S to the tidal deformability A 4 and

C. to C4 using the EOS-insensitive relations (Tables 1
and 2 from [92]):
log(C§) = 0.1940 4 0.09163 log(A 4 ) 4 0.048121og*(A 4)
—0.0042861og®(A 4) 4 0.00012450 log* (A 4)
(28)
and
log(C4.) = 0.003131 + 2.0711og(C4) — 0.715210g*(C4)
+0.2458log®(C§) — 0.03309log*(C§).
(29)

To allow a better interpretation of the spin-spin terms
discussed above, we present in Fig. [7] the individual

9

contributions @é‘g) 2PN> ﬁé‘g) spny and z/?é‘g) aspn. 1D
addition, for better visibility, we also show explicitly the
spin-cubed octupole term 1/}(0‘?)173_5})1\1 = —440@30Xix?4.
For an equal mass setup with A% = 350 and x4 5 = 0.2
the 2PN contribution dominates up to @ ~ 0.06, before
the positive 3PN term becomes larger. Overall, we find
that except the 3PN contribution all terms are negative
for the chosen setup. We also see that throughout the
inspiral the octupole term is about 1 order of magnitude
smaller than other contributions. This observation
remains valid even for spins close to break-up x ~ 0.75.
Thus, we do not attempt to include additional higher
order multipoles.

D. Precession dynamics

We conclude the discussion of the model by shortly
describing the incorporation of precession. The preces-
sion dynamics in IMRPhenomPv2_NRTidalv2 is included
as in the previous IMRPhenomPv2_NRTidal approach [34].
For this we assume that the spin-orbit coupling can be
approximately separated into components parallel and
perpendicular to the instantaneous orbital angular mo-
mentum, where the component perpendicular to the or-
bital angular momentum is driving the precessional mo-
tion [93HI8].

Consequently, we construct a precessing tidal wave-
form approximant from the spin-aligned model after
adding all tidal corrections to the underlying spin-aligned
point particle model. We then rotate the waveform to ac-
count for precession, as discussed in Refs. [97] 98].

IV. VALIDATION

A. Time domain comparison with NR simulations

As a first wvalidation check, we compute
the time domain phase  difference  between
IMRPhenomPv2_NRTidalv2 and a selected set of

NR data; see Table [[IT] All of the employed wave-
forms are publicly available in the CoRe database
(www.computational-relativity.org [28]). In ad-
dition to IMRPhenomPv2_NRTidalv2, we also present
the phase difference with respect to SEOBNRv4T and
IMRPhenomPv2_NRTidal in Fig. [8]

Waveform alignment: For comparison, we align all
waveforms with respect to the NR data by minimizing
the phase difference in the time interval [t;, ]

7(6.08) = [ lonn(®) ~ ot + 30) + 6l dt,  (30)

tq

where x denotes the individual waveform approximant.
The alignment windows are marked by vertical dashed
lines in Fig.
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TABLE III. NR BNS configurations for validation of the time domain phasing. The columns refer to the CoRe-ID of the setup,
the EOS (see Ref. [68]), the NSs’ individual masses M4, g, the stars’ dimensionless spins x 4,5, the tidal deformabilities of the
stars A4, g, the tidal deformability of the binary A, the grid resolution covering the NS, and the residual eccentricity of the
configuration. In the last column we state whether we employ Richardson extrapolation for a better estimate of the phase. For
those setups the errors shown in Fig. [B] present a conservative error measure and are shown as green shaded regions. We note
that setups CoRe:BAM:0037 and CoRe:BAM:0064 have also been employed for the calibration of the model; see Eq. .

Name EOS My [Mo] Mg [Mo] xa xB Aa  Ap A |hsine [Mg] e [107?] Richardson
CoRe:BAM:0001|| 2B 1.371733 1.371733 0.000 0.000 126.73 126.73 126.73| 0.0930 7.1 X
CoRe:BAM:0011 || ALF2 1.500006 1.500006 0.000 0.000 382.77 382.77 382.77| 0.1250 3.1 X
CoRe:BAM:0037|| H4 1.371733 1.371733 0.000 0.000 1006.2 1006.2 1006.2| 0.0833 0.9 v
CoRe:BAM:0039|| H4 1.372588 1.372588 0.141 0.141 1001.8 1001.8 1001.8| 0.0833 0.5 v
CoRe:BAM:0062 || MS1b 1.350398 1.350398 -0.099 -0.099 1531.5 1531.5 1531.5| 0.0970 1.8 v
CoRe:BAM:0064 || MS1b 1.350032 1.350032 0.000 0.000 1531.5 1531.5 1531.5| 0.0970 1.8 v
CoRe:BAM:0068 || MS1b 1.350868 1.350868 0.149 0.149 1525.2 1525.2 1525.2| 0.0970 2.3 v
CoRe:BAM:0081 || MS1b 1.500016 1.000001 0.000 0.000 863.8 7022.3 2425.5| 0.1250 15. X
CoRe:BAM:0094 || MS1b 1.944006 0.944024 0.000 0.000 182.9 9279.9 1308.2| 0.1250 3.4 X
CoRe:BAM:0105|| SLy 1.350608 1.350608 0.106 0.106 388.2 388.24 388.2 | 0.0783 0.7 v

NR data uncertainty: For a quantitative compari-
son with respect to the NR data, we assign each dataset
with an uncertainty, where we generally distinguish be-
tween (i) setups employing the high-order flux scheme
of |25] for which clean convergence is found throughout
the inspiral, and (ii) setups whose behavior is mono-
tonic, but no clean convergence is present. For the se-
tups employing the high-order flux scheme, we obtain
a better phase estimate and an error measure (green
shaded region) due to Richardson extrapolation [25] 27];
cf. Sec. [TB] Other configurations are marked by blue
shaded regions. For these cases, the uncertainty due to
numerical discretization is estimated by the difference be-
tween the two highest resolutions, which is not necessar-
ily a conservative error estimate. For both scenarios, we
also include an error measuring the effect of the finite
radius extraction of the GW from the numerical domain.
This error measure is obtained by computing the differ-
ence in the waveform’s phase with respect to different
extraction radii; see e.g. Refs. [25] 46] for a more detailed
discussion.

NRTidalv2 dephasing: Considering the performance
of the NRTidalv2 approximation, we find that for all
cases with reliable error measure (green shaded re-
gions), the dephasing between the model and the NR
data is well within the error estimate and never ex-
ceeds 1 rad. The performance is comparable with the
SEOBNRvAT model which is shown as a blue dashed-
dotted line[’] Considering the difference with respect to
IMRPhenomPv2_NRTidal, we find that as expected the
new NRTidalv2 model is less attractive, which is caused
by the slightly different behavior in the frequency range
w > 0.05.

7 We note that very recently Ref. [48] has constructed a reduced
order model of SEOBNRv4T which can also be used directly for
parameter estimation.

For the NR setups which show no clear convergence
throughout the inspiral, we find that for most cases the
estimated uncertainty is larger than the phase difference
between the NRTidalv2 and the NR data, the exceptions
are BAM:0081 and BAM:0094. These setups are charac-
terized by high mass ratios [BAM:0094 is to date the NR
dataset with the largest simulated mass ratio (¢ = 2.1)]
and tidal deformabilities which are in tension with the
observation of GW170817 [57].

Additional simulations with clean convergence for large
mass ratios are needed to allow an overall improvement
of BNS models in these regions of the parameter space

(see Appendix .

B. Mismatch Computations with respect to
EOB-NR hybrids

To validate the new NRTidalv2 model, we compare our
LALSuite implementation against a set of target wave-
forms combining TEOBResumS and NR data by comput-
ing the mismatch. Those waveforms have been con-
structed for Ref. [34] and are publicly available un-
der www.computational-relativity.org [28]. We refer
to [34] for further details. The main properties of these
target waveforms are summarized in Table [[V]

Mismatch computation: We compute the mismatch
according to

F—1— max (h1(¢cat6)|h2)

derte \/(h1lh1)(halha)

where ¢, t. are an arbitrary phase and time shift. The
noise-weighted overlap is given by

Tmex by (f)ha(f)
Sfmin Sn(f)

where tildes denote the Fourier transform, S,(f) is
the spectral density of the detector noise, and f is

(31)

(h1|h2) =4R

df , (32)
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FIG. 8. Top panel: Real part of the GW signal obtained from the NR data (black) and the IMRPhenomPv2_NRTidalv2 model
(red dashed). Bottom panel: Phase difference between the NR data listed in Table and the IMRPhenomPv2_NRTidalv2,
IMRPhenomPv2_NRTidal, and SEOBNRvAT models; note that we discard the IMR-prefix for better visibility in the panel legends.
The green shaded regions denote the errors computed using Richardson extrapolation and w is the retarded time, while blue
shaded regions present the phase difference between the two highest NR resolutions. The vertical dashed lines mark the
alignment region while the solid vertical line marks the merger. See the main text for further details.

the GW frequency (in the frequency domain). We with a fixed fiin = 30Hz and a variable f,.x ranging
used the Advanced LIGO zero-detuning, high-power from 500 Hz up to the merger frequency (fmrg) reported
(ZERO_DET_high_P) noise curve of [99] for our analysif®|  in Table [Vl

slightly [100], but for consistency with Ref. [34] we employ the
8 We note that this noise curve has recently been updated old noise curve.
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TABLE IV. BNS hybrid configurations. The columns describe: the name of the hybrid (CoRe database ID), the EOS, cf. [68],
the NSs’ individual masses M4, g, the stars’ dimensionles§ spins x4, B, the stars’ compactnesses Ca, g, the tidal deformabilities
of the stars Aa g, the tidal deformability of the binary A, the effective dimensionless coupling constant xX, and the merger

frequency furg.

Name [ EOS Ma [Mo] Ms [Mo]  xa

Ca Cp Aa Ap A Ko foorg [Hz|

equal mass, non-spinning

CoRe:Hyb:0001|| 2B 1.3500 1.3500 0.000 0.000 0.205 0.205 127.5 127.5 127.5 23.9 2567
CoRe:Hyb:0002|| SLy  1.3500 1.3500 0.000 0.000 0.174 0.174 392.1 392.1 392.1 73.5 2010
CoRe:Hyb:0003|| H4 1.3717 1.3717  0.000 0.000 0.149 0.149 1013.4 1013.4 1013.4 190.0 1535
CoRe:Hyb:0004||MS1b  1.3500 1.3500 0.000 0.000 0.142 0.142 1536.7 1536.7 1536.7 288.1 1405
CoRe:Hyb:0005 || MS1b 1.3750 1.3750  0.000 0.000 0.144 0.144 1389.4 1389.4 1389.4 260.5 1416
CoRe:Hyb:0006|| SLy  1.3750 1.3750 0.000 0.000 0.178 0.178 347.3 347.3 347.3 65.1 1978
unequal mass, non-spinning

CoRe:Hyb:0007||MS1b  1.5000 1.0000 0.000 0.000 0.157 0.109 866.5 7041.6 2433.5 456.3 1113
CoRe:Hyb:0008||MS1b 1.6500 1.1000 0.000 0.000 0.171 0.118 505.2 4405.9 1490.1 279.4 1170
CoRe:Hyb:0009||MS1b 1.5278 1.2222  0.000 0.000 0.159 0.130 779.6 2583.2 1420.4 266.3 1301
CoRe:Hyb:0010|| SLy  1.5000 1.0000 0.000 0.000 0.194 0.129 192.3 2315.0 720.0 135.0 1504
CoRe:Hyb:0011|| SLy  1.5274 1.2222  0.000 0.000 0.198 0.157 167.5 732.2 365.6 68.6 1770
CoRe:Hyb:0012|| SLy  1.6500 1.0979  0.000 0.000 0.215 0.142 93.6 1372.3 408.1 76.5 1592
equal mass, spinning

CoRe:Hyb:0013|| H4 1.3726 1.3726  +0.141 +0.141 0.149 0.149 1009.1 1009.1 1009.1 189.2 1605
CoRe:Hyb:0014||MS1b 1.3504 1.3504 -0.099 -0.099 0.142 0.142 1534.5 1534.5 1534.5 287.7 1323
CoRe:Hyb:0015||MS1b 1.3504 1.3504 +0.099 +0.099 0.142 0.142 1534.5 1534.5 1534.5 287.7 1442
CoRe:Hyb:0016||MS1b  1.3509 1.3509 +0.149 +0.149 0.142 0.142 1531.8 1531.8 1531.8 287.2 1456
CoRe:Hyb:0017|| SLy  1.3502 1.3502 +0.052 +0.052 0.174 0.174 392.0 392.0 392.0 73.5 2025
CoRe:Hyb:0018|| SLy  1.3506 1.3506 +0.106 +0.106 0.174 0.174 391.0 391.0 391.0 73.5 2048

Mismatch with respect to hybrid waveforms:
We compute the mismatch for 18 TEOBResumS-NR hybrid
waveforms (Table against a range of different phe-
nomenological models: IMRPhenomD [79, [T0T] (no tidal ef-
fects), IMRPhenomD_NRTidal (incorporating tidal effects
using the NRTidal model of [34] but no quadrupole-
monopole self-spin terms), IMRPhenomPv2_NRTidal in-
corporating tidal effects using the NRTidal model of
[34] including quadrupole-monopole self-spin terms up to
3PN, and the new model IMRPhenomPv2_NRTidalv2. In
addition, we include the new SEOBNRv4_ROM_NRTidalv2
and IMRPhenomD_NRTidalv2 approximants. We evaluate
the waveform models at the parameters of the hybrids
reported in Table [[V] with an initial frequency of 30 Hz.

Generally, we find that IMRPhenomPv2_NRTidalv2 per-
forms as well or better than IMRPhenomPv2_NRTidal, ex-
cept for 2 cases. For all configurations the mismatch
stays below 5 x 1072 even for maximum frequencies at
or above the merger frequency. In addition, our compar-
isons show again that the inclusion of the quadrupole-
monopole terms is important even for astrophysically
reasonable spins—see [34), 102, 103] for previous stud-
ies. In most cases the mismatches between the hybrids
and IMRPhenomD_NRTidalv2 are marginally smaller com-
pared to SEOBNRv4_ROM_NRTidalv2. Even less notable
are the differences between IMRPhenomD_NRTidalv2 and
IMRPhenomPv2_NRTidalv2 which are dominantly driven
by the additional 3.5PN spin-spin and cubic-in-spin con-
tributions in IMRPhenomPv2_NRTidalv2. The additional

tidal amplitude corrections have almost a negligible ef-
fect; cf. the non-spinning configurations in Fig. [9]

Our comparison shows that the TEOBResumS-NR hy-
brids are well described by the new approximant and that
no additional pathologies (in the low frequency regime)
are introduced during recalibration.

C. Cross validation against SEOBNRv4T

As a final check of the approximant, we compute
the mismatch between the IMRPhenomPv2_NRTidalv2
and the SEOBNRv4T model for a number of ran-
domly sampled configurations. We compare these mis-
matches with mismatches between IMRPhenomPv2 and
IMRPhenomPv2_NRTidalv2 to give an impression of the
importance of tidal effects. The match computation is
restricted to the frequency interval of f € [40,2048] Hz.
We have tested starting frequencies of 25 Hz and 30 Hz
for a smaller number of cases and obtained smaller mis-
matches than for the 40 Hz initial frequency. Therefore,
to save computational costs and to provide a conservative
estimate, we use a minimum frequency of 40 Hz.

1. Non-spinning Configurations

We start this analysis by considering non-spinning con-
figurations. For this purpose, we select 1000 samples with
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FIG. 9. Mismatch with respect to the TEOBResumS-NR hybrids. We mark the merger frequency with a vertical dashed line. For
CoRe:Hyb:0001 the merger happens at 2567Hz. The horizontal dashed lines mark mismatches of 1072, 1072, and 10~ .

flat priors in M4, Mp € [1,3] Mg and A4, Ap € [0,5000].
The final analysis is shown in Fig. [I0] where we compare
the IMRPhenomPv2_NRTidalv2 and SEOBNRv4T approxi-
mant. For non-spinning configurations the mismatches
between IMRPhenomPv2_NRTidalv2 and SEOBNRv4T are
below 0.034 for our set of configurations. The largest dif-
ference is found for large mass ratios; cf. upper left and
lower right corners of the top panel. For better visualiza-
tion, we mark mass ratios of ¢ = 1.25; 1.5; 2.0 by diagonal
gray, dark gray, and black lines, respectively. Restricting
to mass ratios below 1.5, we find a largest mismatch of
F =0.024

In addition, our analysis shows that for larger tidal de-

formabilities the mismatch between the two models tends
to increase; cf. upper right corner of the right panel in
Fig. We mark in the plot A4+ Ap = 1250; 2500; 5000
with gray, dark gray, and black lines. Restricting our
analysis to A4 + Ag < 2500 leads to a maximum mis-
match of F' = 0.016.

Overall, the average mismatch between
IMRPhenomPv2_NRTidalv2 and SEOBNRv4T for our
dataset is 0.009. Interestingly, if we restrict our analysis
to the more physical parameter space in which the more



0.030
0.025
0.020,
0.015
0.010
0.005

0.030
0.025
0.020
0.015
0.010
0.005

0 2000
Aa

4000

FIG. 10. Mismatch between IMRPhenomPv2_NRTidalv2 and
SEOBNRv4T. We consider 1000 randomly distributed non-
spinning configurations with Ma, Mg € [1,3] My (here we
relax our usual assumption that M4 > Mp) and Aa,AB €
[0,5000]. The mismatches are computed within the frequency
interval f € [40,2048] Hz and we use a sampling rate of
8192 Hz. We mark in the top panel mass ratios of 1.25;1.5; 2.0
with diagonal gray, dark gray, black dashed lines, respectively.
Similarly, Aa + Ap = 1250; 2500; 5000 are marked in the bot-
tom panel.

massive star has the smaller tidal deformabilityﬂ the
average mismatch decreases by roughly a factor of 2 to
0.0059.

Consequently, we find for non-spinning configura-
tions a good agreement between the tidal EOB model
SEOBNRvAT and IMRPhenomPvQ_NRTidavaIEl

9 For equations of state with no phase transition, the dimensionless
tidal deformability is a monotonically decreasing function of the
star’s mass—see, e.g., Fig. 1 in [104] for an illustration. However,
in cases with a phase transition that yield twin stars, the tidal
deformability is no longer a monotonically decreasing (or even a
single-valued) function of mass, as illustrated in, e.g., Refs. [105]
[T06]. Of course, even in twin star cases, the deviations from
monotonic decrease and single-valuedness are not large, while the
parameters we generate by the aforementioned random sampling
can have significant violations.

10 We note that as cross-validation of the implementation of
the other approximants, we also tested the mismatch between
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2. Spinning Configurations

We further consider spinning configurations using flat
priors Ma g € [1,3] Mg, Aas € [0,5000], and xa,p €
[—0.30,0.30] as well as x4 € [—0.60,0.60]. For both
prior choices we select 3000 randomly distributed sam-
ples.

If we consider spins within x4,5 € [—0.30,0.30] (up-
per panels of Fig. , we find a maximum mismatch of
F = 0.034, which is comparable with the non-spinning
result presented before. Overall, the average mismatch of
our 3000 samples for spins within x4 g € [—0.30,0.30] is
F = 0.0072. For the same set of configurations, the aver-
age mismatch with respect to IMRPhenomPv2_NRTidal is
F =0.0092, i.e., 25% larger. Furthermore, we find that,
as for the non-spinning cases, the largest mismatches are
obtained for configurations which have large mass ratios
and large tidal deformabilities. If only spin magnitudes
up to |xa,p| < 0.3 are considered, we do not find a no-
ticeable spin effect.

However, spin effects become important for large
spin magnitudes. For spin magnitudes up to
0.6, the largest mismatches between SEOBNRv4T and
IMRPhenomPv2_NRTidalv2 are found for large anti-
aligned spins, i.e., the lower left corner of the right-most
bottom panel of Fig. The maximum mismatch is
F = 0.167 for our randomly chosen set of configurations.

Comparing average values, we find that while
the average mismatch is 0.043 between the origi-
nal IMRPhenomPv2_NRTidal model and SEOBNRvAT, the
average mismatch decreases to 0.021 between the
IMRPhenomPv2_NRTidalv2 model and SEOBNRvAT, i.e.,
much better agreement is found within this large region
of the parameter space.

The  disagreement  between  SEOBNRv4AT  and
IMRPhenomPv2_NRTidalv2 for large anti-aligned spins
needs further investigation and requires additional NR
simulations in regions of the parameter space which are
currently not covered. Note that for the largest anti-
aligned spin, high-quality NR setups (CoRe:BAM:0062)
the NSs have only a spin of x4,5 = —0.10. For this
physical configuration, both waveform approximants
(SEOBNRv4AT and IMRPhenomPv2_NRTidalv2) describe
the data within the estimated uncertainty.

V. SUMMARY

In this article we have presented our most recent up-
date of the NRTidal model. The model gives a closed an-
alytical expression for tidal effects during the BNS coales-
cence and can be added to an arbitrary BBH baseline ap-
proximant. We added the new NRTidalv2 approximant

IMRPhenomPv2_NRTidalv2 and SEOBNv4_ROM_NRTidalv2 and find
an average mismatch of ~ 5 x 1074,
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FIG. 11. Mismatch between IMRPhenomPv2_NRTidalv2 and SEOBNRv4T. We consider randomly distributed configurations with
Ma,g € [1,3] Mg, Aa,g € [0,5000], and xa,5 € [—0.30,0.30], as well as xa,g € [—0.70,0.70]. The mismatches are computed
within the frequency interval f € [40,2048] Hz and a sampling rate of 8192 Hz is employed. We select 3000 random samples
for configurations with spins xa,5 € [—0.30,0.30] (top panels) and 3000 samples for xa,5 € [—0.60,0.60] (bottom panels).

to IMRPhenomPv2 [78] [79] to obtain a frequency-domain
precessing BNS approximant as well as to the (frequency-
domain) SEOBNRv4_ROM [80] and the IMRPhenomD [79] ap-
proximants to allow an improved and fast modeling of
spin-aligned systems.

Our main improvements in comparison to the initial
NRTidal model are:

(i) a recalibration of the tidal phase to improved NR
data incorporating additional analytical knowledge
for the low frequency limit;

(ii) the addition of a tidal amplitude correction to the
model;

(iii) incorporation of higher order (3.5PN) quadrupole
and octupole information to the spin sector of the
model.

We also hope to further improve the NRTidalv2 model
for higher mass ratios to allow an accurate description
of high mass ratio systems. Such an extension requires
additional high-quality NR simulations for a variety of
different mass ratios.

An additional improvement would be the incorporation
of the effect of f-mode resonances as recently computed
in Refs. [I07, [T08], the incorporation of an updated pre-
cession dynamics as used in [I09], or the incorporation of
higher modes [110, 111].

We have compared the IMRPhenomPv2_NRTidalv2
model with high resolution numerical relativity data and
found agreement within the estimated uncertainty for all

NR data with clear convergence. Overall, the perfor-
mance of IMRPhenomPv2_NRTidalv2 is comparable with
state-of-the-art tidal EOB models.

This accuracy was verified by the mismatch com-
putation  between  IMRPhenomPv2_NRTidalv2 and
TEOBResumS-NR hybrid waveforms, for which mis-
matches are well below 5 x 1073,

We concluded the performance test of the model with
a mismatch computation with respect to the tidal EOB
model SEOBNRvAT. For non-spinning cases (or cases with
small spins as employed in the low spin prior of the
LVC analysis) the mismatch computed from a start-
ing frequency of 40 Hz never exceeds F =~ 0.034 for
Map € [1,3] Mg and Agp € [0,5000]. Considering
spinning setups (x4, € [—0.6,0.6]), the mismatch in-

creases to a maximum of F = 0.164.
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Appendix A: Alternative formulation of a tidal
amplitude correction

1. Tidal amplitude corrections in the time domain

As in the frequency domain, the BNS waveform time
domain amplitude can be obtained by augmenting ex-
isting BBH-models with additional tidal corrections Ar,
ie.,

Agns = Agpn + Ar. (A1)

Refs. [I8], 20] present the tidal amplitude corrections for
the leading and next-to-leading order

A = My TN X405 301+ 2X5)
Dr “\'5

63 — 15X — 205X% — 45X 3
+ 14

z+0@E*?)| (A2

+ [A<—>B]}.

While Eq. (A2)) describes the tidal amplitude correc-
tions for small frequencies, it loses validity close to the
moment of merger. For extreme cases, i.e., stiff EOSs and
low NS masses, the additional amplitude corrections can
become larger than Aggy causing the overall amplitude
to be negative. Thus, a further calibration to NR or EOB
data is required. We will employ the quasi-universal re-
lations, which allow an EOS-independent description of
important quantities at the moment of merger (merger
frequency, merger amplitude, reduced binding energy,
specific orbital angular momentum, and GW luminos-
ity) [TI2HIT5]. As shown in Fig. 6.7 of Ref. [114], the
GW amplitude at the merger follows a quasi-universal
relation as a function of the tidal coupling constant

Xp (Xa\° 4 Xa (XB ° B
_9 24 (2B A
[ (CA> k? + XB (CB> k2 ’ ( 3)
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namely,
D A™®/(vM) =

1+2.5603- 10723 — 1.024 - 107°(x2)?

1.6498
14472781027

()

We note that a straightforward extension of Eq.
[Eq. (6.15d) of Ref. [114]], would be the incorporation of
a larger number of NR simulations as publicly available
under www.computational-relativity.org, Ref. [28§].
However, we postpone this to future work [I16], in which
a more general discussion about quasi-universal relations
during the BNS coalescence will be given.

To incorporate Eq. ( l in Eq. h, we extend the
analytical knowledge Wl an additional, unknown higher
order PN-term and define the NRTidal amplitude correc-

tion as
ANRTidal _ 8Mv |m (A sl+éte | 51+ éjlgx)
T = —x4/ = | cakax ~— + CBKBL ———+— |,
Dy, 5 1 T 1+ dx
(A5)

where the individual terms ¢ 4, é’f‘, CB, é’IB can be obtianed
from Eq. (A2) once we express A4 p in terms of k4 p.
Enforcing
Amrg(xmrg) _ ABBH(xmrg) + A’I}TRTidal(xmrg) (AG)

gives us the unknown parameter d according to

~{BraaE [oama (1+ete)

+ épkap (1 +613x)] - %} (A7)
with AA = A™r8 (l.mrg) — ABBH (xmrg).

We note that although the outlined approach has been
tested for a selected number of cases, we did not imple-
mented it in LALSuite due to the large computational
costs inherent to time domain waveform approximants.

2. Frequency domain amplitude corrections by SPA

In addition to the frequency domain amplitude correc-
tion presented in the main text, we also want to present
a possible alternative way to augment the frequency do-
main binary black hole amplitude with tidal correction.
For this purpose we use the SPA to obtain the frequency-
domain amplitude from Eq. . Following the SPA
approach,

(A8)

where ¢ refers to the second time derivative of ¢.
Using Eq. . see also Eq. (14) in [18] note that the
published version is missing an equals sign|, Eq. can

be rewritten as
. [ |d%y
A=A,/— .
2\ dw?

(A9)



Inserting A = Aggy + At and ¢ = ¥y + Y7 leads to

A = (Agpy + Ar) \/7\/ Zi/)wBQBH ;pQT

Treating the tidal phase correction as a small change of
the underlying BBH waveform, we rewrite the expression
as

(A10)

d d2
A= (s an) [T T [y Lt fjfﬁ
(All)

Linearizing in € = O(k) and neglecting terms propor-
tional to 2 [noting that Ar = O(k)| leads to

~ 7 |d*YsBH € 7 [d*¢Ypeu
A= o [ [ (14 5 oan 7 T
—_—

Apgn Apgu/ABBH
(A12)
Thus, the final expression is given as
A A 1d? d?
-1+ s wQT w?fH (A13)
ABBH ABBH 2 dw dw

The approach outlined in this appendix, i.e., Eq. @ ,
leads to much larger computational cost than the Padé
approximant [Eq. ], which is why we chose the eas-
ier and more straightforward implementation shown in
the main body of the paper. However, this additional
approach might become relevant for a potential improve-

ment/extension in the future.

17

Appendix B: Extension of the NRTidal phase
incorporating additional mass ratio dependence

We now outline a possible extension of the NRTidalv2
model which incorporates additional analytically known
mass-ratio dependence. Since we do not find such an
extension to perform better in our tests and to reduce
computational costs, we limited the mass ratio depen-
dence in the tidal phase simply to the prefactor o< RZH /v
in the current implementation of the model.

However, it is possible to recast Eq. as

Yr(r) = *”ACO /2 PNRTldaI( ) — “BC§$5/2]51\]?RTida1(I)

(B1)
with c§ = fm (12 + ) (and similarly for cZ).

The individual Padé approximants Pdgpriga(2),

P () are similar to Eq. together with the

constraints in Eqgs. (19), but the known PN coefficients

~A,B ~A,B ~AB ~A h tio d d
Cl 03/2 ,02 s 5/2 ave a mass ratio dependence as

given in Ref. [I§].

Due to the limited set of high-quality NR data, the
fitting coefficients in Egs. (d1,dz, 752, 723) can only
be determined for the equal mass case.

We find that while such a choice of the coefficients leads
to a correct mass ratio dependence for the low frequency
limit, the higher frequency phase is described worse com-
pared to the NRTidalv2 approximation given in the main
text. We suggest that this is caused by the inconsistency
introduced by adding the mass-ratio dependence in only
some of the Padé coefficients.
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