
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Level densities of ^{74,76}Ge from compound nuclear
reactions

A. V. Voinov, T. Renstrøm, D. L. Bleuel, S. M. Grimes, M. Guttormsen, A. C. Larsen, S. N.
Liddick, G. Perdikakis, A. Spyrou, S. Akhtar, N. Alanazi, K. Brandenburg, C. R. Brune, T. W.
Danley, S. Dhakal, P. Gastis, R. Giri, T. N. Massey, Z. Meisel, S. Nikas, S. N. Paneru, C. E.

Parker, and A. L. Richard
Phys. Rev. C 99, 054609 — Published  8 May 2019

DOI: 10.1103/PhysRevC.99.054609

http://dx.doi.org/10.1103/PhysRevC.99.054609


Level densities of 74,76Ge from compound nuclear reactions

A.V. Voinov,1, ∗ T. Renstrøm,2 D.L. Bleuel,3 S.M. Grimes,1 M. Guttormsen,2

A.C. Larsen,2 S.N. Liddick,4, 5 G. Perdikakis,6, 5 A. Spyrou,7, 5 S. Akhtar,1 N. Alanazi,1, †

K. Brandenburg,1 C.R. Brune,1 T.W. Danley,1 S. Dhakal,1, ‡ P. Gastis,6 R. Giri,1

T.N. Massey,1 Z. Meisel,1 S. Nikas,6, § S.N. Paneru,1 C.E. Parker,1, ¶ and A.L. Richard1, ∗∗

1Department of Physics and Astronomy, Ohio University, Athens, OH 45701, USA
2Department of Physics, University of Oslo, 0316, Oslo, Norway

3Lawrence Livermore National Laboratory, 7000 East Avenue, Livermore, CA 94551 USA
4Department of Chemistry, Michigan State University, East Lansing, MI 48824, USA

5National Superconducting Cyclotron Laboratory, Michigan State University, East Lansing, MI 48824, USA
6Department of Physics, Central Michigan University, Mount Pleasant, MI 48859, USA

7Department of Physics and Astronomy, Michigan State University, East Lansing, MI 48824, USA

The level densities of 74,76Ge nuclei have been studied with 68,70Zn(7Li,Xp) reactions. Proton
evaporation spectra have been measured at backward angles in a wide energy region from about 2 to
25 MeV. The analysis of spectra allowed for a testing of level density models used in modern reaction
codes for practical cross section calculations. Our results show that at excitation energies above
the discrete level region, all level density models tested in this work overestimate the level densities
that are needed to reproduce proton spectra from these reactions. The Gilbert and Cameron model,
which includes the constant temperature energy dependence of the level density, shows the best
agreement with experiment, however, its parameters need to be adjusted to reflect the observed
reduction of the level density at higher excitation energies.

I. INTRODUCTION

Nuclear level densities have been of renewed interest in
recent years due to their wide use in calculations of as-
trophysical phenomena, which often require a large num-
ber of nuclear reaction rates as input. The majority
of nuclear reaction rates used in astrophysical reaction
rate libraries, e.g. JINA REACLIB [1], BRUSLIB [2]
are calculated using the Hauser-Feshbach reaction model
[3], which needs nuclear level densities as input. Un-
derstanding these inputs is critical, as model calcula-
tions have indicated that nuclear reaction rate variations
have a marked impact on a variety of phenomena, such
as nucleosynthesis via the r-process [4], i-process [5], p-
process [6], νp-process [7], and α-capture in neutron-rich
ν-driven winds [8], as well as on the rp-process which
powers X-ray bursts on accreting neutron stars [9]. Nu-
clear level densities are virtually unmeasured for nuclei
off the valley of β-stability and Hauser-Feshbach (HF)
models employing existing theoretical estimates already
find a factor of 3 or more variability in resulting nuclear
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reaction rates [10, 11]. As such, nuclear level density
measurements are critically needed to guide models.
Phenomenological level density models used in modern

reaction codes are mainly based on Fermi-gas (FG) [12]
or Gilbert and Cameron (GC) [13] prescriptions. The
parameters such as the level density parameter a, the
pairing shift ∆, the spin cutoff parameter σ, and the nu-
clear temperature T are found using experimental data
on neutron resonance spacings [14] and the density of
discrete low-lying levels known from spectroscopic exper-
iments [15]. There are many different parameterizations
developed to calculate the nuclear level density in a wide
mass range. Some of them can be found in Refs. [13, 15–
20]. The vulnerability of such an approach consists of
the fact that neutron resonance spacings are known only
for a very limited spin and excitation energy range. Such
limitations might lead to uncertainties of calculated level
densities in other spin and excitation energy ranges im-
portant for reaction cross section calculations. There are
also uncertainties associated with analysis of neutron res-
onance data that requires accurate accounting for missing
resonances, which is not always a straightforward proce-
dure [15]. The experimental information on spin and
parity distributions at excitation energies above the dis-
crete level region is scarce and so an approach based on
theoretical models is used. Therefore it is obvious that
in order to progress further towards constraining level
density models, other experimental data, beyond that on
neutron resonance spacings, are needed.
The availability of microscopic level density calcula-

tions of the nuclear level density is also limited. The
only global calculations for practical use are available
in reaction codes such as Talys [21] and Empire [22].
These models are described in Refs. [23, 24]. Despite the
fact that authors use a microscopic approaches, model
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deficiencies are compensated with renormalization co-
efficients to match data on neutron resonance spacings
and the density of discrete levels, the same way as phe-
nomenological models do. There are calculations based
on the shell model, such as the Shell Model Monte-Carlo
approach used in Ref. [25]. However, calculations have
been done for a very limited number of nuclei which do
not include nuclei studied in this work.

The technique known as the Oslo method to obtain
both the level density and the γ-strength function [26, 27]
was initially based on measuring outgoing particle-γ co-
incidences with stable beams. It has now been ex-
panded using β-radioactive nuclei produced with radioac-
tive beams (it is referred to as the ‘β-Oslo method’ in the
literature). The latter method uses the summing 4π de-
tector SuN to detect γ-radiation following β-decay [28].
This technique is designed to constrain (n, γ) reaction
rates in astrophysics for nuclei away from stability be-
cause the level density and the γ-strength functions are
the most uncertain parameters determining (n, γ) cross
sections. Both Oslo and β-Oslo methods use the simulta-
neous extraction of the level density and γ-strength func-
tions from particle-γ (Oslo method) and β − γ (β-Oslo
method) coincidences. In order to get absolute values,
extracted functions have to be normalized to absolute
values available from other experiments. In most cases,
again, the neutron resonance spacings and density of dis-
crete levels are utilized.

The general question we address here is whether level
density model parameterizations based on available neu-
tron resonance spacing data are able to reproduce dif-
ferential cross sections of nuclear reactions. This is a
key question which needs to be addressed to understand
the source of uncertainties of level density models used as
inputs for cross section calculations. Specifically, it is im-
portant for low-energy reactions studied in astrophysics,
including those occurring off the stability line. Since the
experimental study of level densities off the stability line
is currently very limited, the goal is to increase the accu-
racy of models by benchmarking them with an extended
set of data, which would also include data from particle
differential spectra of nuclear reactions. Studying differ-
ent isotopes of the same element would help us to make
more accurate extrapolations to the region off the stabil-
ity line.

The purpose of this work is to use an experimental
technique which would allow us to study the level den-
sity independently from data on neutron resonance spac-
ings and in spin and excitation energy regions where
resonance data are not available. Particle evaporation
from compound nuclear reactions is a method which is
known for its capability to study the nuclear level density
[29], however, there is still a lack of analyses compar-
ing level densities obtained from different experimental
techniques. We found that the nuclei 74,76Ge studied
with Oslo [30] and β-Oslo [28] methods can be popu-
lated with the first stage (or primary) protons from the
68,70Zn(7Li, p)74,76Ge reactions. First stage protons are
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FIG. 1. Total 68Zn(7Li,Xp) (full line) and primary
68Zn(7Li,p) (histogram) proton evaporation spectra calcu-
lated with the Empire code [22] for the 16 MeV 7Li projectiles.

protons that are the first particles emitted from a com-
pound nucleus, as opposed to protons following other
particles which come out first. The latter reactions are
referred as (7Li,Xp) where X is any type and number
of particles permitted by reaction Q-values. In the high
energy region, a proton spectrum contains only primary
protons populating levels from the ground state up to
the lowest particle separation energy. The example of
the first generated 68,70Zn(7Li, p)74,76Ge and total pro-
ton spectra 68,70Zn(7Li,Xp)74,76Ge calculated with the
Empire code of Ref. [22] are shown in Fig 1.

If the energy of the lithium beam is low, slightly above
the Coulomb barrier, it is expected that the compound
mechanism is dominant and the differential cross section
is determined by the evaporation reaction mechanism.
In this case, according to the HF compound nuclear the-
ory [3], both the differential cross sections and shape of
the proton spectrum are determined by transmission co-
efficients of outgoing particles and the level density of
the residual nuclei. It is assumed that transmission co-
efficients calculated from optical model potentials have
much smaller uncertainties compared to level densities
obtained from theoretical models (see Sec. IV for details).
Therefore, particle evaporation spectra are used as a tool
to test level density models.

In this work, proton spectra and corresponding differ-
ential cross sections are measured from the 70Zn(7Li,Xp)
as well as from 68Zn(7Li,Xp) reactions. Proton spectra
are compared with HF calculations using different level
density model prescriptions. The level densities of both
74Ge and 76Ge are extracted from 68,70Zn(7Li, p)74,76Ge
primary proton spectra and compared with level densities
obtained with the Oslo method [30] for 74Ge, and with
some theoretical models used as inputs for the reaction
codes Talys [21] and Empire [22].
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FIG. 2. Particle identification plot for the ∆E − E telescope
detector. The energy span for the E detector corresponds to
the energy range between approximately 8 and 20 MeV.

II. EXPERIMENT

The experiment was performed at the Edwards Ac-
celerator Laboratory [31] with the tandem electrostatic
accelerator. A 16-MeV 7Li beam was directed on a 3.5-
mg/cm2 68Zn and 4-mg/cm2 70Zn metal foils enriched to
99.2% and 95.5%, respectively. Protons were registered
with two methods. The first method used the time-of-
flight technique. A Si detector was set-up at a distance
of 1 m from the target at 142◦ with respect to the beam
direction. Both time of flight and the energy deposited in
the detector were used for particle identification. For this
type of measurement the beam was pulsed and bunched
with a repetition rate of 1.250 MHz and about 3 ns of
a beam burst. With 1.5 mm thick Si detectors, protons
were registered in the energy range of about 2-15 MeV.
The second method used a ∆E − E telescope consisting
of two 0.25 mm and 5 mm thick silicon detectors setup
at minus 142◦ with respect to the beam direction and
at distance of about 10 cm from the target. The direct
current (DC) regime used for this method allowed us to
increase the beam current considerably compared with
the pulsed and bunched regime. Both DC beam and the
short target-detector distance were indispensable to be
able to acquire sufficient statistics for high energy pro-
tons, where the cross section drops exponentially as pro-
ton energy increases. Count rates were maintained at
about 800 and 50 counts/sec for ∆E and E detectors
respectively. The pile up effect was estimated with com-
puter simulations and found to be negligible (< 1%). The
telescope was able to detect protons in the energy range
from about 8 MeV to 25 MeV. Example of the particle
identification plot (∆E− E) for the telescope detector is
shown in Fig. 2. It shows no background in the high en-
ergy region, the low energy region contains some random
background but its relative contribution was estimated to
be less than one percent so its contribution was neglected
Thus, the proton energy spectrum in the energy range
from 2 to 25 MeV was obtained by combining the spec-

tra from both time-of-flight and telescope detectors. The
experimental energy resolution for protons in Si detec-
tors was about 2%. The maximum energy of the outgo-
ing protons in the laboratory system from these reactions
is determined to be 24.06 MeV for the 68Zn target and
24.36 MeV for the 70Zn target. The energy calibration of
the silicon detectors was determined from measurements
of protons from 12C(7Li, p)18O and 27Al(7Li, p)33P reac-
tions on thin natural carbon (about 0.05 mg/cm2) and
aluminum (about 0.7 mg/cm2) foils. The first reaction
gives a well characterized peak structure in the energy
range 6-18 MeV due to population of discrete levels of
18O. The second reaction allows us to use the similar
structure at higher proton energies, around 22-25 MeV.
This structure is due to population of discrete levels in
33P. Since it was difficult to make calibration of ∆E and
E detectors separately, the spectra measured by only E
detector were used with non-linear calibration function.
The calibrated proton spectra from reactions on carbon
and aluminum are shown in Fig. 3. The same calibration
was used for spectra measured from zinc targets. Be-
cause the large thicknesses of the zinc targets resulted
in slowing down the lithium beam to about 13.5 MeV
at the end of the target from its original 16 MeV, and
because the reaction cross section decreases rapidly with
the beam energy (see next section for details), the differ-
ential absolute proton yield dY (εp)/dεp rather than the
cross section dσ(εp)/dεp was determined from this ex-
periment. The uncertainty of the absolute proton yield
is mainly determined by the uncertainties of the beam
current integration (about 3 %) and detector solid angle
(about 10 %). Experimental proton evaporation spectra
from lithium induced reactions on both 68,70Zn nuclei are
shown in Fig. 4.

III. MODEL CALCULATIONS

The calculations of proton energy spectra have been
performed with the reaction code Empire [22] using the
HF model available as an option for compound reaction
calculations. According to the HF theory, the energy-
averaged cross section for the reaction with the projectile
nucleus a and the ejectile b proceeding through states in
a compound nucleus can be expressed as follows:

dσ

dεb
(εa, εb) =

∑

Jπ

σCN
Jπ (εa)

∑

Iπ Tb(U, J, π, E, I, π)ρb(E, I, π)

T (U, J, π)
(1)

with

T (U, J, π) =
∑

b′

(

∑

k

Tb′(U, J, π, Ek, Ik, πk)+

∑

I′π′

∫ U−Bb′

Ec

dE′ Tb′(U, J, π, E
′, I ′, π′) ρb′(E

′, I ′, π′)

)

(2)
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FIG. 3. Calibrated proton spectra from 12C(7Li,p) (a) and 27Al(7Li, p) (b) reactions measured by the E detector. Spectra
are shown in the center of mass system. Empire calculations are arbitrary scaled to show the structure due to discrete level
populations in residual nuclei. This structure was used for the energy calibration.
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FIG. 4. Experimental proton evaporation spectra from
68,70Zn(7Li,Xp) reactions measured at 142◦. Only statisti-
cal uncertainties are shown.

Here σCN
Jπ (εa) is the fusion cross section, εa and εb

are energies of relative motion for incoming and outgo-
ing channels (εb = U −Ek −Bb, where Bb is the separa-
tion energy of particle b from the compound nucleus), the
Tb are transmission coefficients of the outgoing particle,
and the quantities (U, J, π) and (E, I, π) are the energy,
the angular momentum, and the parity of the compound
and residual nuclei, respectively. ρb is the level density of
residual nuclei. The energy, Ec, is the discrete levels cut-
off, above which the number of levels is calculated using
a level density model. For energies below Ec, the known
excitation energies Ek, spins, and parities of discrete lev-
els are used. In practice, the Ec is already established
in RIPL files [15] with discrete levels which are used as
input files in Empire and Talys.

A. Fusion model

The HF formula (1) consists of two global terms, the
first, σCN

Jπ (εa), is a fusion cross section which is respon-
sible for the formation of a compound nucleus and the
second term determines its decay. The formation cross
section determines the overall scaling of the double dif-
ferential yield of outgoing particles. It also determines
the Jπ spin population in a compound nucleus. For light
projectiles, the formation cross section is usually deter-
mined from optical model calculations, specifically from
the imaginary potential of the optical model [22]. Optical
model parameters are well established for light particles
such as protons, neutrons, and to a lesser extent for α
particles. For 7Li projectiles, there is a compilation by
J. Cook [32] but it does not include energies and nuclei
of our interest. The optical parameters in Ref. [33] are
established for 7Li energies of about 30 MeV and higher.
Therefore we used the coupled channel model available
in the Empire code [22] as an option to calculate the
fusion cross sections for projectiles heavier than α par-
ticles. Before this model was used in our calculations it
was benchmarked against experimental fusion cross sec-
tions for the 7Li + 64Zn reaction from Ref. [34] in the
energy region of our interest. The calculated fusion cross
section is compared with experimental data in Fig. 5. A
good agreement suggests the model is correct for fusion
cross section calculations for our 7Li+68,70Zn reactions
with 13.5-16 MeV (approximately 12.2-14.5 MeV in the
center of mass (C.M.) system) for the projectile energy.

B. Test of level density models

We tested the following level density models which ap-
pear to be most distinct from each other because of dif-
ferent approaches that they use:

• the back-shifted Fermi-gas (referred to as
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FIG. 5. Fusion cross section for 7Li+64Zn reaction. Data
points are from Ref. [34]; the calculation is with the coupled
channel model of the Empire code [22].

BSFG RIPL global) model based on Bethe
formula [12]

ρ(U) =
exp(2

√
aU)

12
√
2σa1/4U5/4

, (3)

where the effective excitation energy U is deter-
mined through the actual excitation energy E and
the backshift parameter ∆ as U = E−∆. The level
density parameter a is determined to be energy de-
pendent according to the Ignatyuk expression of
Ref. [16]

a(U) = ã

[

1 +
δW

U
· (1− exp(−γ · U))

]

, (4)

where ã is the asymptotic level density parameter,
δW is the shell correction, and γ is the dumping
parameter. Parameters are calculated according to
the RIPL global systematics of Ref. [15]. The spin
cutoff parameter, σ(U), is determined according to
the following expression:

σ2(U) = 0.0138 · A5/3
√

U · a(U)/ã. (5)

• the global parameterization of the Gilbert and
Cameron model (GCM RIPL global) which is also
based on prescriptions from the RIPL compilation
[15]. The GC model combines the constant temper-
ature and the Fermi-gas functions. At low excita-
tion energies, below the matching energy E < Em,
the constant temperature formula is used:

ρ(E) =
1

T
· exp(

E − E0

T
) (6)

The Fermi-gas model (3,4,5) is used for E > Em.

• the back-shifted Fermi-gas parameterization ac-
cording to Ref. [20] (referred as BSFG Egidy09).

It uses the model of Eq. (3) with the energy in-
dependent parameter a. Parameters a and ∆ are
obtained from fitting neutron resonance data and
the density of discrete levels with Eq. (3) using a
different spin cutoff formula which has been derived
in Ref. [20] from fit to discrete levels with known
spins only. Data on neutron resonances have not
been used for the spin cutoff parameter derivation.
The final formula was obtained to be as follows:

σ2(E) = 0.391 · A0.675 · (E − 0.5Pd)
0.312, (7)

where Pd is the deuteron separation energy. It sug-
gests the spin cutoff parameter has a different ex-
citation energy dependence (in power of 0.312 in-
stead of 0.5) as it is prescribed in Eq. (5). It results
in smaller level density parameters, a, leading to a
flatter level density excitation dependence. It is ex-
pected that according to Eq. (1), it should also re-
sult in flatter proton evaporation spectra compared
to those calculated with the spin cutoff model of
Eq. (5).

• the microscopic calculations based on the Hartree-
Fock-Bogoliubov (referred to as HFB 2008) combi-
natorial model allow calculations of parity and spin
-dependent level densities [23]. This model is avail-
able as one of the input options in both the Empire
and Talys computer codes. For practical calcula-
tions, the model uses renormalization coefficients to
bring initial microscopical calculations into agree-
ment with data on neutron resonance spacings and
the density of discrete levels.

The zinc foils used as targets in the measurements were
thick such that the interaction of projectiles with target
nuclei occurred as projectiles slowed down from 16 MeV
at the entrance to about 13.5 MeV at the exit of the tar-
get. According to Empire calculations, the fusion cross
section decreases from 302 down to 42 mb in this en-
ergy range (see Fig. 5). In order to calculate a proton
spectrum, the target was subdivided into slices, each one
corresponded to the 0.5 MeV beam energy loss along the
beam path. For each slice, the decrease of both the beam
energy and fusion cross section were taken into account,
and the corresponding proton spectrum was calculated
with the Empire program in units of absolute proton yield
dY (εp)/dεp. Each proton spectrum, initially calculated
in the center-of-mass system, was converted to the lab
system using reaction kinematics formulas and then all
spectra were summed to get the final proton spectrum in
the lab system. This approach allows us to make a com-
parison between experimental and calculated spectra for
thick targets in the lab system.
The comparison between calculated and experimental

proton spectra measured at 142◦ is shown in Fig. 6. One
can see that the different model predictions result in more
than an order of magnitude difference in proton yield,
especially at higher proton energies. Generally, this in-
dicates that the method based on experimental particle
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FIG. 6. Proton evaporation spectra from 68Zn(7Li,Xp) (a) and 70Zn(7Li,Xp) (b) reactions. Points are from this experiment,
and are the same as in Fig 4, lines are calculations. Arrows show the energy interval where known discrete levels are used in
calculations instead of level density models.

evaporation spectra is a good tool to benchmark level
density models. Besides comparing absolute yields, it is
also informative to compare shapes of spectra. As follows
from the HF formula (1), the shape of a proton spec-
trum is mainly determined by the shape (functional de-
pendence) of the level density of nuclei populated in this
reaction, especially, the level density of the final nuclei
populated by primary protons; in our case these are 74Ge
and 76Ge from 68Zn(7Li, p)74Ge and 70Zn(7Li, p)76Ge re-
actions, respectively. It is seen from Fig. 6 that all calcu-
lations are unable to reproduce the shape of experimental
proton spectra in the whole energy region. The common
feature of all calculations is the rapid decrease of cross
sections at higher proton energies, which is not supported
by the data points. This indicates that the level density
functions used in HF calculations are too steep for both
74Ge and 76Ge. This can be caused by the overestimation
of the parameter a in the Fermi-gas level density formula
(3) used in calculations. Because level density parame-
ters for all models are based on neutron resonance data,
this discrepancy might indicate some general problem in
applying this parameterization to describe particle spec-
tra from nuclear reactions, at least in some regions of the
nuclear chart.
To verify that a decrease of the level density param-

eter ã in Eq. (4) would help us to reproduce experi-
mental spectra, we implemented calculations in which
ã was gradually decreased with the multiplication factor
m = (1.0 − 0.02n) where n = 0, 1, 2, 3... and for each
modified ãmod=mã, a calculated proton spectrum was
compared to the experimental one by calculating the av-
erage relative deviation per experimental point

RD =
1

N

i=N
∑

i=1

∣

∣

∣

∣

dY i(Ep)
dEp

exp

− dY i(Ep)
dEp

th
∣

∣

∣

∣

dY i(Ep)
dEp

exp (8)

in the proton energy range from 3 to 24 MeV. The val-
ues of the ã parameter were decreased globally for all
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FIG. 7. Proton evaporation spectra from 68,70Zn(7Li,Xp) re-
actions. Points are experiment, same as in Fig 4, full lines
are best fit calculations with GCM RIPL global level density
model of Ref. [15] with the reduced level density parame-
ter ã. The dotted line is the best fit calculation with the
BSFG RIPL global model for 70Zn(7Li,Xp). See text for de-
tails.

nuclei populated in these reactions including those pop-
ulated by (7Li, n), (7Li, np), and (7Li, αp) decay chan-
nels. The best fit calculated spectra, which correspond
to the minimum RD values obtained at m ≈ 0.82 for the
GCM RIPL global model, are compared with our data
in Fig. 7. The comparison indicates a good agreement.
The best fit obtained with the BSFG RIPL global model
is shown for 70Zn(7Li,Xp) only for comparison (m=1).
It underestimates data points at higher proton energies.
Such analysis is considered to be approximation only, just
to show in which direction models need to be modified.
The specific values of parameters and their systematic
uncertainties require deeper analysis that is beyond the
scope of this paper.
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C. Pre-equilibrium mechanism

Since it is important to be confident that we consider
proton spectra from purely compound reactions, the pos-
sible non-compound contributions which are presumably
due to the pre-equilibrium reaction mechanism were esti-
mated with the reaction code Empire. The code includes
the module PCROSS which is based on the exciton model
of Ref. [35] but has been developed further as described
in Ref. [22]. Corrections due to pairing nuclear inter-
actions were turned off, just to see an effect, otherwise,
the pre-equilibrium contribution comes out to be almost
negligible. The GCM RIPL global level density model
with initial parameters of the RIPL-3 systematics [15]
was used. The proton spectrum 68Zn(7Li,Xp) calculated
with the pre-equilibrium reaction mechanism is compared
with the compound spectrum in Fig. 8. The figure in-
dicates that the pre-equilibrium contribution increases
the proton cross sections in the energy range from 10 to
20 MeV and it rapidly decreases at higher energies so that
it almost does not affect the high energy part of the pro-
ton spectrum. Experimental spectra do not exhibit such
a signature, so that including the pre-equilibrium mech-
anism in calculations makes agreement with the shape of
experimental spectra worse in the higher energy region
and does not help us to explain the discrepancy between
experimental and model proton spectra shown in Fig. 6.
Calculations were done for the angle integrated spectrum.
Calculating angular dependence is not implemented in
the Empire code. It is expected that at backward an-
gles the contribution from non-compound mechanisms is
much smaller. In the next sections, the pre-equilibrium
contribution is assumed to be negligible when the level
density for both 74,76Ge is extracted.
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FIG. 8. Proton evaporation spectra from 68Zn(7Li,Xp)
calculated with the Empire reaction code using the
GCM RIPL global model. Lines show spectra calculated with
the compound reaction model (dotted magenta line) and com-
pound plus pre-equilibrium models (solid green line).

IV. UNCERTAINTIES DUE TO PROTON

TRANSMISSION COEFFICIENTS

The HF Eq. (1) shows that both shape and absolute
cross sections in proton spectra, besides level densities,
also depend on transmission coefficients of outgoing par-
ticles, which in our case, are protons. Transmission coeffi-
cients are calculated from the optical model of nuclear re-
actions [36]. Most of the optical model parameters avail-
able in the literature are compiled in the RIPL data base
[15]. For protons, there are seven different compilations
applicable in our mass and energy ranges (see Table I).
Proton spectra from 68Zn(7Li,Xp) were calculated with
different optical model parameters from those compila-
tions. Calculations performed for two level density mod-
els are presented in Fig. 9. It shows that the ratio for
each level density model, between highest to lowest cross
sections is a factor of about 2 in the lower energy re-
gion and it gradually reduces to about 15% (±7.5% from
average) for higher proton energies. One can see that
uncertainties due to uncertainties in proton transmission
coefficients are much smaller in the high energy region
than uncertainties due to different level density models.

TABLE I. References to proton optical model parameter com-
pilations tested in calculations.

RIPL

Ref. No.
4100 4101 5100 5405 5410 5501 5602

Reference [37] [38] [39] [40] [41] [42] [43]
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FIG. 9. Proton spectra from 68Zn(7Li,Xp) calculated with
the HF model of the Empire [22] reaction code using
GCM RIPL global (bottom lines) and BSFG RIPL global
(top lines) level density models. The 7Li beam energy is
16 MeV. There are seven lines for each level density models
on the plot which show spectra calculated with seven different
optical model parameterizations referenced in Table I.
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V. LEVEL DENSITIES FOR 74,76Ge

It was shown in the previous section that the level den-
sity parameter ã of the GCM RIPL global systematics
based on neutron resonance data has to be reduced by
about 20% to reproduce experimental proton evaporation
spectra. In this section we attempt to estimate the actual
level density functions for both 74,76Ge in the excitation
energy region which is populated by primary protons.
According to model estimation shown in Fig. 1, the pri-
mary protons dominate for energies higher than about 12
MeV, corresponding to populating an excitation energy
range up to about 13 MeV in a residual nucleus.
The technique is described in Ref. [29] and it was used

in our previous publications [44–47]. It is based on the
kinematics relation between the energy of the outgoing
proton, εp, the excitation energy E∗

res of the residual nu-
cleus A− 1, and the Q-value of reaction

Ecm + (Q− E∗) = εp ·
A− 1

A
+ Eres ·

1

A
, (9)

where Ecm is the energy of the projectile in the center
of mass system, Eres is the kinetic energy of the residual
nucleus, and A is the atomic mass of the compound nu-
cleus. The experimental level density function ρ(E∗)exp
of the residual nucleus A−1 can then be obtained by bin-
wise renormalization of the input level density function
ρ(E∗)calc used in calculations of (Y (εp)/dε)calc as

ρ(E∗)exp = ρ(E∗)calc
(dY (εp)/dεp)exp
(dY (εp)/dεp)calc

·Knorm, (10)

where Knorm is a normalization coefficient calculated as
a ratio of spectra integrals in the high energy region be-
tween E1 and E2, where primary protons populate dis-
crete levels, i.e. where the density of levels is known:

Knorm =





E2
∫

E1

dY (εp)/dεp · dεp





calc




E2
∫

E1

dY (εp)/dεp · dεp





exp

. (11)

The energy region corresponding to discrete level popula-
tion is shown in Fig. 6 by arrows. Note, that Eq. (10) can
only be used in the εp energy region where primary pro-
tons emitted from a compound nucleus dominate. This is
usually valid in the high energy region which corresponds
to excitation energies up to the neutron separation en-
ergy in a residual nucleus. Generally, such a technique
does not allow for obtaining the absolute normalization
of ρ(E∗)exp unless experimental data on (dY (εp)/dεp)exp
are available in the high energy εp region corresponding
to population of discrete levels in a residual nucleus. In
this case the absolute normalization becomes possible us-
ing information about the density of discrete levels from

the level scheme and applying the normalization coeffi-
cient of Eq. (11). In this work, difficulty arises from the
large target thickness that causes the experimental pro-
ton spectra to be a sum of spectra resulting from different
7Li beam energies due to the slowing down of the beam
in the target. Therefore, it is not possible to establish
one-to-one correspondence between the energy εp of an
outgoing proton and the excitation energy E∗

res of the
residual nucleus populated by this proton as it follows
from Eq. (9). The lithium beam loses about 2.5 MeV in
the target. For this reason, as a first approach, we used
an approximation that consists of using (Y (εp)/dεp)calc
in Eq. (10) to be an average spectrum calculated at an
average lithium beam energy of 15 MeV (instead of the
actual 16 MeV) which was calculated as an average of
beam energies weighted with the fusion cross sections
while the beam passes through the target. The level
density functions extracted using approach are shown
by points in Figs. 10-12. For the second approach, we
used Eqs. (9-11) to extract a set of 15 level densities for
74Ge and 76Ge. For different level densities in each set,
the same experimental (dY (εp)/dεp)exp proton spectrum
was used but the calculated (dY (εp)/dεp)calc was differ-
ent corresponding to a different projectile energy as the
projectile slows down in the target. The level densities
were extracted with a 0.1 MeV projectile energy step in
a 14 - 16 MeV energy interval. The (7Li, p) cross section
at 14 MeV is about 5% of the cross section at the initial
16 MeV, so it is assumed that the remaining contribution
has a negligible effect on the shape of the proton evapo-
ration spectra. The variation between different extracted
level densities in a set gives an estimation of uncertain-
ties due to the large target thicknesses in our experiment.
These uncertainties are shown in Figs. 11-12 by shaded
bands which include statistical uncertainties as well. The
GCM RIPL global model with adjusted parameters was
chosen for ρ(E∗)calc in (10) since it was shown in Fig. 7
that it allows one to reproduce experimental spectra suf-
ficiently well.

Comparison with level density models used for pro-
ton spectra calculations presented in Fig. 6 is shown in
Fig. 11. The comparison shows that all models have
a much steeper excitation energy dependence compared
to experimental data points and this is the reason for
the discrepancy between the calculated and experimental
proton spectra in Fig. 6. Such a discrepancy implies an
overestimation of the level density for model predictions
at higher energies. It appears that level density models
which are parameterized with available data on neutron
resonance spacings are not able to reproduce experimen-
tal proton differential cross sections from compound re-
actions due to an overestimation of the level densities at
higher excitation energies.



9

10-1

100

101

102

103

104

105

106

 0  5  10  15  20

L
e
v
e
l 
d
e
n
si

ty
 (

1
/M

e
V
)

Excitation energy (MeV)

Discrete 74Ge
Discrete 76Ge

74Ge exp
76Ge exp

FIG. 10. Experimental level densities for 74,76Ge extracted
assuming the average 15 MeV 7Li beam energy (see text for
details).

.

Comparison with data obtained from the Oslo

technique

The level density for 74Ge has been studied in
Ref. [30]. 3He − γ coincidences from the reaction of
74Ge(3He,3 He′γ) were analyzed with the Oslo method.
The procedure of the level density extraction has been
performed and the level density was normalized using the
density of discrete levels at low-excitation energies and
the density of neutron resonances at the neutron separa-
tion energy of 10.192 MeV. The same level density model
from Ref. [20] which is referred to as BSFG Egidy09 in
this work, was also used to estimate the total density of
levels at the neutron separation energy. The compari-
son with the data of this work (referenced as Ohio data)
obtained from the proton evaporation spectrum is pre-
sented in Fig. 12. The figure indicates that agreement is
quite good up to about 6 MeV in excitation energy and
data start to diverge at higher energies. One should un-
derstand, however, that the normalization procedure in
the Oslo level density requires an independent estimate of
the absolute total level density at some excitation energy.
Usually this estimate is based on the model for the spin
and parity distribution at the neutron separation energy
and on neutron resonance spacing data. Incorrect esti-
mates of any or all of these would result in an incorrect es-
timation of the total level density used for normalization
of the Oslo data points. Therefore, the discrepancy in
Fig. 12 reflects the fact that the spin distribution model
and neutron resonance data at the neutron separation en-
ergy for 74Ge result in the total level density estimate to
be higher than that obtained from the Ohio experiment.
This is also shown in Fig. 11 where the BSFG Egidy09
model overestimates data points by a factor of about 2.
It is obvious from Fig. 12 that normalizing Oslo data
points to data points from the Ohio experiment would
bring level densities to a good agreement.

The level density for 76Ge was obtained with the β-

Oslo method in Ref. [28]. Data points were deduced at
excitation energies below 3 MeV where discrete levels are
known and data points from our experiment have large
uncertainties (see Fig. 10). All data and models in this
energy region agree within uncertainties. Nevertheless, a
strong indication of this work that at higher excitation
energies theoretical level density models parameterized
with neutron resonance data might not be consistent with
level densities estimated from particle spectra, needs to
be taken into account when estimating the absolute level
density and γ-strength functions with the Oslo method.

VI. DISCUSSION

It is important to note that experimental proton spec-
tra obtained in this work are distinct from most of the
similar spectra available from literature in a way that
protons were measured in a wide energy region spanning
from 2 to 25 MeV which includes protons populating dis-
crete states at low excitation energies of residual nuclei.
Such spectra are very sensitive to the level density of pop-
ulated nuclei. Availability of data points corresponding
to the population of discrete levels allows one to estimate
absolute values of level density functions.
It appears that proton spectra measured in this work

are totally due to the compound reaction mechanism be-
cause of the following considerations: they were mea-
sured at backward angles and the possible contributions
due to the pre-equilibrium reaction mechanism, which
is an usual concern in such types of experiments, were
estimated with the exciton model in the Empire code
[22] and found to be inconsistent with experimental data
points. We do not exclude, however, that the pre-
equilibrium model can be modified so it would be able
to reproduce the high energy part of the experimental
proton spectra with available level density models. This
is a subject for future developments of nuclear reaction
models. For the moment it is shown that only the re-
duction of level densities at higher energies allows one to
describe experimental proton spectra well.
Two other possible effects, which could, in principle,

explain the high energy increase of proton spectra have
also been considered. The first one is the pile-up effect,
when two consecutive pulses from a detector overlap and
are registered as a single proton with a higher energy.
The second effect is when two protons from (7Li, pp) re-
action channel are registered by one detector at the same
time. The pile-up effect was estimated in section II and
found to be negligible. According to Empire calculations,
the cross section of the (7Li, pp) channel constitutes of
about 5 · 10−4 from the cross section of the (7Li, p) chan-
nel. Considering that the probability of registering two
protons simultaneously by the same detector is about
10−6 at our geometry, this effect can be neglected as well.
All level density models currently used as input options

in reaction codes are parameterized using the data on
neutron resonance spacings, which are usually believed
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FIG. 11. Experimental (same as in Fig. 10) and model level densities for 74Ge (a) and 76Ge (b). The “GCM RIPL global adj”
on the right panel shows the GCM RIPL global level density model calculated with the parameter ã adjusted (reduced) to fit
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FIG. 12. Comparison between 74Ge level densities estimated
from proton evaporation spectra of the Ohio experiment
(same as in Figs. 10-11) and from analysis of the Oslo ex-
periment from Ref. [30].

to be the only reliable data on level densities at the neu-
tron separation energy. Even microscopic calculations
of Ref. [23] use renormalization coefficients to bring ini-
tially calculated level densities into agreement with neu-
tron resonance data. The data obtained in this work
might indicate that the level density models parameter-
ized with neutron resonance data overestimate the ab-
solute level densities at neutron separation energies and
higher. Depending on the model, a factor in the range
from 2.2 to 3.7 is obtained for the 74Ge nucleus at the
neutron separation energy of 10.196 MeV. More studies
are needed to confirm this.

The inability of level density models to describe re-
action differential cross sections of lithium induced re-
actions on 68,70Zn isotopes raises the important general
question of degree of applicability of models parameter-
ized with neutron resonances to describe reaction cross
sections. The main question is in which excitation en-

ergy and atomic mass region are such models applicable
and where the disagreement can be observed. The avail-
able data and studies on this subject are scarce and not
conclusive. The data obtained in this work might be
the first indication of the problem. This should bring
the focus on possible uncertainties of the level density
model parameterizations, most uncertain of which are
the spin and parity distribution models at the neutron
separation energy. Also, some of the data on neutron
resonance spacings might need to be revised. There is
still a disagreement between different evaluations of the
same data, specifically, for the 74Ge nucleus studied here
the values of the level spacings for s-wave resonances were
reported to be 124(14) eV [48], 99(10) eV [14] and 62(15)
eV [15]. The s-wave resonance spacing which would be
consistent with our estimate of the level density func-
tion is around 200 eV. This estimate is based on existing
models of gaussian spin distribution with the spin cutoff
parameter according to Eq. (5). All possible uncertain-
ties stemming from resonance data analysis might lead
to an incorrect estimation of level density parameters in
certain mass ranges. Therefore it is important to include
other experimental data in the analysis, specifically evap-
oration spectra of compound nuclear reactions which are
sensitive to the nuclear level density. On the other hand,
there are needs for developments of nuclear reaction mod-
els, specifically correct estimates of contributions from
pre-equilibrium and other non-compound reaction mech-
anisms for different types of projectiles, their energies
and angular distribution of ejectiles.

VII. CONCLUSION

Proton differential cross sections from 68,70Zn(7Li,Xp)
reactions have been studied with a 16-MeV 7Li beam.
Proton spectra were measured at the backward angle of
142◦ in the energy range from 2 to 25 MeV. Spectra were
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analyzed with the HF compound nuclear reaction theory
to test level density models for 74,76Ge isotopes. Anal-
ysis shows that HF calculations with input level density
models based on neutron resonance data are not able
to reproduce experimental proton differential cross sec-
tions. Experimental data suggest that model level densi-
ties need to be reduced as the excitation energy increases
in 74,76Ge isotopes. This can be achieved if the asymp-
totic level density parameter ã in Eq. (4) is reduced by
about 20% from that calculated with the systematics of
Ref. [15]. The reduction of the level density parameter
results in disagreement with data on neutron resonance
spacings if the same form of the spin and parity distri-
bution is used. This finding is considered to be impor-
tant for further studies of level densities and their pa-
rameterizations in this and other mass ranges. Further
studies need to be performed using an extended set of
data including neutron resonances and particle evapora-

tion spectra from compound reactions. It would allow
better understanding spin and parity distributions of the
level density and lead to increased accuracy of reaction
cross section calculations for practical needs.
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