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Statistical errors in ground state observables and single-particle properties of spherical even-even
nuclei and their propagation to the limits of nuclear landscape have been investigated in covariant
density functional theory (CDFT) for the first time. In this study we consider only covariant energy
density functionals with non-linear density dependency. Statistical errors for binding energies and
neutron skins significantly increase on approaching two-neutron drip line. On the contrary, such
a trend does not exist for statistical errors in charge radii and two-neutron separation energies.
The absolute and relative energies of the single-particle states in the vicinity of the Fermi level
are characterized by low statistical errors (σ(ei) ∼ 0.1 MeV). Statistical errors in the predictions
of spin-orbit splittings are rather small. Statistical errors in physical observables are substantially
smaller than related systematic uncertainties. Thus, at the present level of the development of theory,
theoretical uncertainties at nuclear limits are dominated by systematic ones. Statistical errors in the
description of physical observables related to the ground state and single-particle degrees of freedom
are typically substantially lower in CDFT as compared with Skyrme density functional theory. The
correlations between the model parameters are studied in detail. The parametric correlations are
especially pronounced for the g2 and g3 parameters which are responsible for the density dependence
of the model. The accounting of this fact potentially allows to reduce the number of free parameters
of non-linear meson coupling model from six to five.

PACS numbers: 21.10.Dr, 21.10.Pc, 21.10.Ft, 21.60.Jz, 21.60.Ka

I. INTRODUCTION

Although significant progress has been achieved over
the years in the development of theoretical tools for the
description of low-energy nuclear phenomena, some sim-
plifications and approximations are still necessary be-
cause of the complexity of nuclear many-body problem
and the impossibility of its exact solution for the systems
with large number of particles. In addition, fine details of
nuclear force and its dependence on density are still not
fully resolved. As a result, it becomes necessary to esti-
mate theoretical uncertainties in the description of phys-
ical observables [1–3]. This is especially important when
one deals with the extrapolations beyond the known re-
gions, as, for example, in particle number or deformation,
since experimental data which acts as a substitute of ex-
act solution are not available there. Such estimates are
also required for the evaluation of predictive power of the
models and the robustness of their predictions. The need
for such estimates has been clearly recognized by nuclear
theory community as illustrated by a substantial number
of the studies aiming at the quantification of theoreti-
cal uncertainties in nuclear structure, nuclear reactions
and nuclear astrophysics (see Refs. [3–10] and references
quoted therein).

There are two types of theoretical uncertainties: sys-
tematic and statistical ones [2, 11]. Systematic theo-
retical uncertainties emerge from underlying theoretical
approximations. In the framework of density functional
theory (DFT), there are two major sources of these ap-
proximations, namely, the range of interaction and the
form of the density dependence of the effective interac-

tion [12, 13]. In the non-relativistic case one has zero
range Skyrme and finite range Gogny forces and different
density dependencies [12, 14]. A similar situation exists
also in the relativistic case: point coupling and meson
exchange models have an interaction of zero and of finite
range, respectively [15–18]. The density dependence is
introduced either through an explicit dependence of the
coupling constants [16, 18, 19] or via non-linear meson
couplings [13, 17]. This ambiguity in the definition of the
range of the interaction and its density dependence leads
to several major classes of the covariant energy density
functionals (CEDF) which were discussed in Ref. [3].

It is necessary to recognize that precise quantification
of systematic errors in the regions of nuclear chart for
which experimental data is not available is not possible
due to a number of reasons [2, 3]. Thus, we prefer to use
the notation systematic uncertainties (instead of system-

atic errors introduced in Ref. [2]) which has more narrow
meaning since they are defined with respect of selected
set of the functionals (see introduction of Ref. [3]).

An additional source of theoretical uncertainties is re-
lated to the details of the fitting protocol such as the
choice of experimental data and the selection of adopted
errors. It applies only to a given functional and the re-
lated theoretical uncertainties are called statistical errors

[2, 11]. Note that the selection of adopted errors is to a
degree subjective, in particular, if one deals with quanti-
ties of different dimensions.

The covariant density functional theory (CDFT) repre-
sents a relativistic extension of the DFT framework to the
nuclear many-body problem [15]. It exploits basic prop-
erties of QCD at low energies, in particular symmetries
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and the separation of scales [20]. It provides a consistent
treatment of the spin degrees of freedom and spin-orbit
splittings [21] and includes the complicated interplay be-
tween the large Lorentz scalar and vector self-energies
induced on the QCD level by the in-medium changes of
the scalar and vector quark condensates [22]. In addition,
CEDFs include nuclear magnetism [23], i.e. a consistent
description of currents and time-odd mean fields [24], for
which no new adjustable parameters are required because
of Lorentz invariance. The CDFT has been successfully
applied to the description of a large variety of nuclear
phenomena (see reviews in Refs. [15, 25–27]).

However, only recently systematic efforts have been
undertaken to quantify theoretical uncertainties in the
description of physical observables within the CDFT
framework. Systematic uncertainties, their sources and
their propagation to the extremes of neutron number
have been studied globally for the ground state masses,
deformations, two-particle separation energies, charge
radii and neutrons skins of even-even nuclei, as well as
for the positions of drip lines in Refs. [3, 5, 28–31]. In
Ref. [29] systematic uncertainties in the predictions of
the ground state properties of superheavy nuclei have
been investigated. Above mentioned investigations were
restricted to even-even nuclei which are either spherical
or have only even-multipole deformations in the ground
state. This restriction has been removed in Refs. [30, 32]
in which the global studies of octupole deformed nuclei
and related systematic uncertainties in their description
have been performed. The investigations of systematic
uncertainties have also been carried out for excited states
such as inner fission barriers in superheavy nuclei (Ref.
[33]), deformed one-quasiparticle states in odd-mass ac-
tinides [34, 35] and rotational states in even-even and
odd-mass actinides (Ref. [36]).

Although impressive amount of data on systematic un-
certainties in the description of physical observables in
the CDFT has been collected within last few years, very
little is known about related statistical errors. So far,
they have been investigated only for potential energy
curves in a single superheavy nucleus for two CEDFs
in Ref. [33]. To fill this gap in our knowledge of the
performance of CEDFs, the present manuscript aims on
a systematic study of statistical errors in the descrip-
tion of the ground state and single-particle properties of
spherical nuclei.

A second goal of the present investigation is to estab-
lish the correlations between the CEDF parameters and
to see whether these parameters are independent. Such
correlations have not been studied systematically so far in
the CDFT framework. Their presence affects statistical
errors in the description of physical observables [37]. The
removal of parametric correlations leads to the reduction
of the dimensionality of the parameter hyperspace and
to the decrease of statistical errors. The latter was illus-
trated in Ref. [37] on the example of the study of sta-
tistical errors in the single-particle energies of spherical
nuclei performed with Woods-Saxon potential.

So far, mostly the covariance analysis has been used
in the studies of statistical errors for physical observ-
ables in the DFT framework (see, for example, Refs.
[2, 6, 38, 39]. However, in the calculations of the co-
variance matrix a linearized least-square system in the
vicinity of the minimum of objective function χ2

norm is
usually assumed [11]. This means that the covariance
analysis assumes that full information about statistical
errors is contained in the derivatives taken at the op-
timum parametrization and ignores potential non-linear
dependence of the observables on the coupling constants
in the parts of the parameter hyperspace away from the
optimum parametrization. However, there is no guaran-
tee that linear approximation is valid for non-linear prob-
lems in the region of the parameter hyperspace away from
the optimum parametrization (see Ref. [11]). If that is a
case the covariance matrix loses its validity [11]. A pri-
ori such non-linearities, which are present in the CDFT
models, cannot be disregarded. For example, the analy-
sis of the correlations between the αS and αV parameters
in point coupling models performed in Ref. [40] clearly
indicates their presence.

Thus, we use alternative approach based on the Monte-
Carlo method in which randomly generated functionals
are accepted/rejected based on the condition of Eq. (4)
given in Sec. II below. As a result, the set of reasonable
functionals is generated which is used for the calculations
of statistical errors in the physical observables of interest
(see Sec. II). The advantage of this method is that its
outcome is defined by full parameter hyperspace used in
the analysis (and not only by the neighborhood of op-
timum parametrization as in covariance analysis). This
allows to take existing non-linearities between the param-
eters fully into account. Thus, the Monte-Carlo approach
is free from above mentioned deficiencies of the covari-
ance analysis. However, it is much more numerically time
consuming than relatively simple covariance analysis and
requires significant computational power. As a result, so
far it was applied only to the analysis of statistical er-
rors in the single-particle energies of phenomenological
Woods-Saxon potential (see Ref. [37]). Because of this
reason we focus in the present exploratory study on the
non-linear (NL) CEDFs which are characterized by the
minimum number of the parameters (and, as a conse-
quence, by minimal dimensionality of the parameter hy-
perspace) among the state-of-the-art CEDFs. Their six
parameters are the mass mσ and coupling constant gσ of
the σ-meson, the coupling constant gω of the ω-meson,
the coupling constant gρ of the ρ meson which is respon-
sible for the isovector channel of the functional and the
coupling constants g2 and g3 which define the density
dependence of the functional.

The paper is organized as follows. Section II describes
the details of the analysis of statistical errors. Fitting
protocols and related theoretical uncertainties are dis-
cussed in Sec. III. The ranges of the parameters and
parametric correlations in the functionals are discussed
in Sec. IV. Statistical errors in the description of the
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ground state observables of spherical even-even nuclei
and their propagation towards neutron drip line are in-
vestigated in Sec. V. Sec. VI is devoted to the discussion
of statistical errors in the description of single-particle en-
ergies and their consequences for the predictions at the
extremes of neutron number and charge. Note that sta-
tistical errors discussed in Secs. V and VI are compared
with available systematic uncertainties estimated previ-
ously in Refs. [3, 5, 29, 31]. Finally, Sec. VII summarizes
the results of our work.

II. STATISTICAL ERRORS AND THE DETAILS
OF THE CALCULATIONS

The normalized objective function is defined for model
having Npar adjustable parameters p = (p1, p2, ..., pNpar

)
as

χ2

norm(p) =
1

s

Ntype
∑

i=1

ni
∑

j=1

(

Oi,j(p)−Oexp
i,j

∆Oi,j

)2

(1)

where

s =
χ2(p0)

Ndata −Npar
(2)

is global scale factor (Birge factor [41]) defined at the
minimum of the penalty function (optimum parametriza-
tion p0

1) which leads to the average χ2(p0) per degree
of freedom equal to one [2] and

Ndata =

Ntype
∑

i=1

ni (3)

is the total number of data points of different types. Here,
Ntype stands for the number of different data types. The
calculated and experimental/empirical values of physical
observable j of the i−th type are represented by Oi,j(p)
and Oexp

i,j , respectively. ∆Oi,j is adopted error for physi-
cal observable Oi,j . These quantities for the functionals
under study are summarized in Table I.
The acceptable functionals are defined from the condi-

tion [2]

χ2

norm(p) ≤ χ2

norm(p0) + 1. (4)

This condition specifies the ’physically reasonable’ do-
main around p0 in which the parametrization p provides
a reasonable fit and thus can be considered as acceptable.
This domain is the N -dimensional parameter hyperspace
Pspace = [p1min

−p1max
, p2min

−p2max
, ..., pNmin

−pNmax
],

where pimin
and pimax

represent the lower and upper
boundaries for the variation of the i − th parameter.

1 Because of the experimental errors and incompleteness of the
physical modelling optimum parametrizations of the models are
known only up to their uncertainty probability distributions [37].

These boundaries are defined in such a way that their
further increase (for pimax

) or decrease (for pimin
) does

not lead to additional points in parameter hyperspace
which satisfy Eq. (4).
The numerical calculations are performed in the fol-

lowing way. New parametrizations p are randomly gen-
erated in the N -dimensional parameter hyperspace and
they are accepted if the condition (4) is satisfied. Using
the set [p1,p2, ...,pM ] of M accepted functional varia-
tions the calculations are performed for spherical nuclei
in the Ca, Ni, Sn and Pb isotope chains from proton to
neutron drip lines. For each nucleus the mean values of
physical observables

Ōi,j =
1

M

M
∑

k=1

Oi,j(pk) (5)

and their standard deviations

σi,j =

√

√

√

√

1

M

M
∑

k=1

[Oi,j(pk)− Ōi,j ]2 (6)

are calculated. The latter serves as a measure of statis-
tical error.
As mentioned in the introduction we consider here only

non-linear meson coupling models which are character-
ized by the minimal set of the parameters amongst differ-
ent classes of the CDFT models. In the meson-exchange
models [17, 42], the nucleus is described as a system of
Dirac nucleons interacting via the exchange of mesons
with finite masses leading to finite-range interactions.
The starting point is a standard Lagrangian density [43]

L = ψ̄ [γ · (i∂ − gωω − gρ~ρ~τ − eA)−m− gσσ]ψ

+
1

2
(∂σ)2 − U(σ) −

1

4
ΩµνΩ

µν +
1

2
m2

ωω
2

−
1

4
~Rµν

~Rµν +
1

2
m2

ρ~ρ
2 −

1

4
FµνF

µν (7)

which contains nucleons described by the Dirac spinors
ψ with the mass m and several effective mesons char-
acterized by the quantum numbers of spin, parity, and
isospin. They create effective fields in a Dirac equation,
which corresponds to the Kohn-Sham equation [44] of
non-relativistic density functional theory. The density
dependence is introduced into model via a non-linear me-
son coupling [13]

U(σ) =
1

2
m2

σσ
2 +

1

3
g2σ

3 +
1

4
g3σ

4. (8)

In simplest ansatz, the Lagrangian (7) contains as param-
eters the massmσ of the σ meson, the coupling constants
gσ, gω, and gρ as well as density dependent parameters
g2 and g3. The masses m, mω and mρ are typically fixed
in non-linear meson coupling models. e is the charge of
the protons and it vanishes for neutrons.
The calculations have been performed using the spher-

ical RHB code. The truncation of the basis is performed
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in such a way that all states belonging to the shells up to
NF = 20 fermionic shells and NB = 20 bosonic shells are
taken into account. In order to avoid the uncertainties
connected with the definition of the size of the pairing
window we use the separable form of the finite range
Gogny pairing interaction introduced by Tian et al [45]
with the strength of pairing defined in Ref. [3]. This is
also done for the consistency with previous global studies
of systematic uncertainties in the description of physical
observables within the CDFT framework [3, 5, 28–31].

III. FITTING PROTOCOLS: AN EXAMPLE OF
THE ORIGIN OF THE UNCERTAINTIES

Previous fits of the non-linear CEDFs have been per-
formed in the RMF+BCS framework with simple pair-
ing (see Refs. [17, 46–49] for details). Since in the
present work the RHB framework with separable pair-
ing of finite range is used in fitting protocol for the first
time, the investigation of the dependence of the optimum
parametrization on the details of the fitting protocol is
performed.
The starting point is the fitting protocol of the NL3*

functional (see Ref. [17]). The types of the input data
for this protocol and related adopted errors are summa-
rized in column 2 of Table I. The minimization within
this protocol leads to optimum functional labeled NL5(A)
(see Table II). When considering the quality of the func-
tional we take into account the ranges of the nuclear mat-
ter properties recommended for relativistic functionals in
Ref. [50]. These are ρ0 ∼ 0.15 fm−3, E/A ∼ −16 MeV,
K0 = 190−270, J = 25−35 MeV (J = 20−35 MeV) and
L0 = 25−115 (L0 = 30−80) for the SET2a (SET2b) sets
of the constraints on the experimental/empirical ranges
for the quantities of interest. As compared with the
CEDF NL3*, the NL5(A) functional has better J and
L0 values but much worse K0 value. The analysis of the
contributions of physical observables of different classes
shows that χ2

total is dominated by the contributions from
4 data points on neutron skins with the contribution of
the single data point on the neutron skin of 90Zr provid-
ing 22.1% of χ2

total. These large contributions from neu-
tron skin data to χ2

total clearly illustrate that these func-
tionals cannot accurately describe presently adopted ex-
perimental values of rskin obtained by means of hadronic
probes2.

2 There is a significant contraversy in the adopted experimen-
tal values of neutron skins (see discussion in Sect. [3] and in
Ref. [51]). For example, the experiments based on hadronic
probes provide neutron skin in 208Pb around 0.2 fm or slightly
smaller. However, these experimental data are extracted in
model-dependent ways. Alternatively, a measurement using
an electroweak probe has been carried out in parity violating
electron scattering on nuclei (PREX) and it brings rskin =
0.33 ± 0.17 [51]. A central value of 0.33 fm is particularly in-

To compensate for too large value of K0 and to force
it to more acceptable value, the adopted error for K0

has been reduced from 10% to 2.5% in the fitting proto-
col of the NL5(B) functional (see column 3 of Table I).
This functional and related nuclear matter properties as
well as penalty function contributions are shown in Ta-
ble II. Its E/A, ρ0 and K0 values are close to the NL3*
ones, but it has better symmetry energy J and the slope
of symmetry energy L0. However, similar to NL5(A) it
suffers from too large contribution of neutron skins (and
especially, the one coming from 90Zr) to χ2

total.
To reduce this problem, the neutron skin of 90Zr has

been dropped from the fitting protocol of the NL5(C)
functional3 (see column 4 in Table I.) This functional has
E/A, ρ0 and K0 values similar to the ones of the NL3*
and NL5(B) functionals (see Table II). Its J and L0

values are better than those of the NL3* functional but
slightly worse as compared with those of the NL5(B) one.
However, the NL5(C) functional provides better descrip-
tion of binding energies and charge radii as compared
with the NL5(A) and NL5(B) ones; these are physical
observables which are precisely measured in experiment.
On the other hand, it gives slightly worse description of
neutron skins in the 116Sn, 124Sn and 208Pb nuclei but
as mentioned before this physical observable is charac-
terized by substantial experimental uncertainties.
One can consider removing the neutron skins (as least

reliable experimental data on finite nuclei) from the fit-
ting protocol; this leads to the NL5(D) functional (see
Table II). It is characterized by a substantial reduction
(by a factor of 2 as compared with the CEDF NL5(C))
of the error in the reproduction of experimental data on
binding energies. However, for this functional the J and
L0 values deviate more from recommended values as com-
pared with the NL5(C) one.
Alternatively, one can use experimental errors (from

Refs. [53–55]) as adopted errors for neutron skins which
are substantially larger than adopted errors (5%) of the
fitting protocol of the NL5(A-C) functionals (Table I).
This leads to the NL5(E) functional in which the impact
of neutron skins on total χ2

total is substantially reduced as
compared with NL5(A-C) functionals. As a consequence,
the nuclear matter properties of the NL5(D) and NL5(E)
functionals are similar and they provide comparable de-
scription of binding energies and charge radii.
The results presented here clearly show that the selec-

tion of the fitting protocol (physical observables and re-

triguing because it is around 0.13 fm higher than central values
obtained in other experiments. The electroweak probe has the
advantage over experiments using hadronic probes that it allows
a nearly model-independent extraction of the neutron radius that
is independent of most strong interaction uncertainties [52]. Note
that non-linear CEDFs typically give rskin ∼ 0.3 fm, so if the
central value rskin ∼ 0.33 obtained in PREX experiment would
be confirmed in future PREX-2 experiment [52], this would lead
to substantial reduction of χ2

skin.
3 The same procedure has been employed in the fitting protocol of
the DD-ME2 functional in Ref. [16].
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TABLE I. Input data for fitting protocol of the NL5() CEDFs. The number ni of experimental (empirical) data points and
adopted errors ∆Oi,j are presented for each type of data. The binding energies of the 16O, 40Ca, 48Ca, 72Ni, 90Zr, 116Sn, 124Sn,
132Sn, 204Pb, 208Pb, 214Pb and 210Po nuclei, the charge radii of 16O, 40Ca, 48Ca, 90Zr, 116Sn, 124Sn, 204Pb, 208Pb and 214Pb
nuclei as well as neutron skins of the 90Zr, 116Sn, 124Sn and 208Pb nuclei are used in the fitting protocol. In addition, employed
empirical values Oi,j for the properties of symmetric nuclear matter at saturation are provided; these are the density ρ0, the
energy per particle E/A, the incompressibility K0 and the symmetry energy J . The columns 3-6 show only the changes with
respect of the values provided in column 2.

NL5(A) NL5(B) NL5(C) NL5(D) NL5(E)
1 2 3 4 5 6

1. Masses E (MeV)
n1 12

∆E [MeV] 0.001E
2. Charge radii rch (fm)

n2 9
∆rch [fm] 0.002 rch

3. Neutron skin rskin (fm)
n3 4 3 [no 90Zr] 0

∆rskin [fm] 0.05 rskin see text
4. Nuclear matter properties

n4 4
E/A [MeV] -16.0
∆E/A [MeV] 0.05E/A

ρ [fm−3] 0.153
∆ρ [fm−3] 0.1ρ
K0 [MeV] 250.0
∆K0 [MeV] 0.1K0 0.025K0 0.025K0 0.025K0 0.025K0

J [MeV] 33.0
∆J [MeV] 0.1J

Parameters of Eq. (1)
Ndata 29 28 25
Npar 6
Ntype 4 3

lated adopted errors) is to a degree subjective. Definitely
the use of more experimental data of different types is ex-
pected to reduce this level of subjectivity but it cannot
be completely eliminated. Since the Monte-Carlo anal-
ysis of statistical errors is numerically extremely time-
consuming, we restrict our investigation of statistical er-
rors of non-linear CEDFs to NL5(C) and NL5(A) func-
tionals.

IV. THE RANGES OF THE PARAMETERS
AND PARAMETRIC CORRELATIONS IN THE

FUNCTIONALS

In meson exchange models the general features of the
nuclei are dominated by the properties of the σ and ω
mesons which are responsible for intermediate range at-
traction and short range repulsion. They lead to at-
tractive scalar S and repulsive vector V potentials with
magnitudes of S ≈ −400 MeV/nucleon and V ≈ +350
MeV/nucleon [56, 57]. Their sum defines the depth of
nucleonic potential (∼ −50 MeV/nucleon).
Because of these large magnitudes, very small varia-

tions of the masses and coupling constants of these two
mesons lead to substantial changes in binding energies

(see Figs. 1a and d). Note that in this chapter instead of
functional parameters pari we are using the ratio

fi =
pari

paropti

(9)

where paropti is the value of the parameter in the optimum
functional and i indicates the type of the parameter. This
allows to better understand the range of the variations
of the parameters and related parametric correlations in
the functionals.
Coming back to Figs. 1a and d, one can see that ±5%

change in the values ofmσ, gσ and gω leads to the changes
of binding energies in the range of 2000-3000 MeV. Other
physical observables used in the fitting protocols such as
charge radii rch also sensitevely depend on fi (see Figs.
1b and e). However, some flexibility in acceptable ranges
of these parameters is provided by the fact that binding
energies and charge radii have different dependencies on
f(mσ), f(gσ) and f(gω) (see Fig. 1).
Above discussed features lead to the fact that the mσ,

gσ and gω parameters are well localized in the parameter
hyperspace of all meson-exchange CEDFs (see Fig. 2).
Note that the absolute majority of these parameters are
located within 5% deviation band with respect to mean
value. This similarity between the functionals becomes
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TABLE II. Different functionals obtained in the present work. The details of the fitting protocols are discussed in the text.
First part of the table shows the parameters of the functionals. Note that the masses of nucleon, ω and ρ mesons are fixed
at mN = 939.0 MeV, mω = 782.6 MeV and mρ = 763.0 MeV, respectively. Related nuclear matter properties are displayed
in the second part of the table. In addition to those quoted in Table I, they also include the slope of the symmetry energy
L0. Total penalty function χ2

total and the contributions to it coming from nuclear matter properties (χ2
NM ), binding energies

(χ2
E), charge radii (χ2

Rch) and neutron skins (χ2
Nskin) [and, in particular, the contribution of neutron skin of 90Zr (χ2

Nskin(Zr))]
are presented in the last part of the table. Note that these contributions are given both in absolute values and in percentages
[in parantheses] with respect of χ2

total. In addition, the penalty function per degree of freedom χ2
total/degree (Birge factor)

is provided. For comparison, the NL1 [46] (which is historically the first succesful CEDF) and NL3* [17] CEDFs and their
nuclear matter properties are included in columns 2 and 3. The global performance of the NL3*, NL5(C), NL5(D) and NL5(E)
functionals in the description of ground state properties of even-even nuclei is discussed in Appendix A.

NL1 NL3* NL5(A) NL5(B) NL5(C) NL5(D) NL5(E)

1. Parameters
mσ 492.250 502.574200 516.993054 503.253177 502.481217 503.122989 503.298890
gσ 10.1377 10.094400 10.165747 9.896631 9.900244 10.187753 10.263955
gω 13.2846 12.806500 12.658290 12.457831 12.489590 12.940276 13.052487
gρ 4.9757 4.574800 4.277136 4.202553 4.318575 4.589814 4.582673
g2 -12.1742 -10.809300 -8.350509 -10.925997 -10.821667 -10.858440 -10.976703
g3 -36.2646 -30.148600 -19.260373 -28.502727 -28.27378 -30.993091 -32.006687

2. Nuclear matter properties
E/A -16.42 -16.31 -16.25 -16.20 -16.24 -16.29 -16.27
ρ0 0.152 0.150 0.146 0.150 0.150 0.150 0.150
K0 211.11 258.27 318.42 259.22 260.673 256.50 252.96
J 43.46 38.68 34.92 34.92 35.925 38.87 38.93
L0 140.07 122.68 108.85 108.33 112.31 123.98 124.96

2. Penalty function contributions

χ2
total 343.901 367.822 273.014 74.973 85.049

χ2
total/degree 14.95 15.99 12.41 3.9459 3.698
χ2
NM (%) 8.120 ( 2.3 %) 2.626 (0.5 %) 3.842 (1.1 %) 4.434 (5.3 %) 3.625 (3.5 %)
χ2
E ((%) 128.318 (37.3 %) 145.727 (39.6 %) 111.550 (40.9 %) 55.221 (73.7 %) 51.231 (60.2 %)

χ2
Rch (%) 34.231 ( 9.9 %) 18.363 (5.0 %) 16.124 (5.9 %) 15.318 (20.4 %) 16.802 (19.7 %)

χ2
Nskin ( %) 173.235 (50.4 %) 201.105 (54.6 %) 141.498 (51.8 %) 0 (0.0 %) 13.390 (15.7 %)

χ2
Nskin(Zr)(%) 76.071 (22.1 %) 86.591 (23.5 %) 0 (0.0 %) 0 (0.0 %) 1.178 (1.4 %)

even more striking if we consider the ratios gi
mi

(see Figs.

2c and f). In reality, many physical observables depend
on such ratios in the CDFT framework. For example, the
vector and scalar fields of the CDFT are proportional to
(

gω
mω

)2

and
(

gσ
mσ

)2

in the lowest order [56]. Another

example is the equation of the state of nuclear matter
which depends on the ratios gi

mi
[19]. Effective meson-

nucleon coupling in nuclear matter is also determined by
such ratios [16].
On the contrary, the impact of the terms which define

isovector dependence, such as the ρ-meson, and density-
dependent terms (such as g2 and g3) on total binding en-
ergies and charge radii is substantially smaller (see Fig.
1a, b, d and e). For example, to get comparable changes
in binding energy of 208Pb, the changes in the g2, g3 and
especially gρ parameters have to be substantially larger
than those for the mσ, gσ and gρ parameters (Table III4).
In general, the gρ parameter has significantly larger im-

4 The results presented in Table III illustrate extreme sensitivity of
the results to precise value of the parameters. This is especially

pact on neutron skin than other parameters (see Fig. 1c).
However, in the vicinity of the optimum functional its
impact is comparable with the ones of other parameters
(see Fig. 1f). Note also that the potential range of the
variations of the gρ, g2 and g3 parameters is substantially
larger as compared with the range of variations of the gσ,
mσ and gω parameters (see Fig. 1).
Fig. 3 shows that the level of localization of the gρ

parameter in the parameter hyperspace is lower as com-
pared with the parameters of the σ and ω mesons. The
largest deviations from the mean gρ value, defined over
the set of considered functionals, are seen for the models
with explicit density dependencies (Group C function-
als). However, even for group A functionals, the devia-
tions from mean values reach 10%. The level of localiza-
tion is even lower for the g2 and g3 parameters for which
the deviations from the mean values (defined for the set
of considered functionals) could reach and even exceed

true for the parameters related to the σ and ω mesons. This is
a reason why in Table II all the parameters are given with six
significant digits.
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FIG. 1. (Color online) The range of the variations of the parameters of the NL5(C) CEDF and related changes of physical
observables such as total binding energy E (left columns), charge radius rch (central columns) and neutron skin rskin (right
columns). Upper row shows the full range of the parameter variations, while the bottom panels magnify the region in the
vicinity of optimum parametrization (fi = 1.0). On the one end, the range of parameters is limited by the condition that the
total energy of the nucleus is negative. On the other end, it is defined by the collapse of numerical solution due to underlying
numerical instabilities. For each line, only the indicated parameter is changing while the remaining parameters are kept at the
values corresponding to optimum NL5(C) functional.

25% limit (see Fig. 4). However, it is interesting that for
the considered functionals the g3/g2 ratio is very close to
2.75 (see Fig. 4c). Only two functionals, namely, NLSH
and NL5(A), exceed 10% deviation band from the mean
value for the g3/g2 ratio. Considering that these two pa-
rameters define the density dependence of the non-linear
meson coupling model, this consistency of the g3/g2 ratio
over the studied functionals suggests hidden parametric
correlations between the g2 and g3 parameters.

The 2-dimensional distributions of the parameters
of the acceptable functional variations for the NL5(C)
CEDF are presented in Fig. 5. The parameters vary with
respect of the central value of the distribution (which are
typically given by the parameters of optimum functional)
by at most 1.5% for mσ, 3% for gσ, 3% for gω, 3% for gρ,

7% for g2 and 10% for g3. However, these ranges of the
parameter variations are dependent on the details of the
fitting protocol. For example, in the NL5(A) functional
these ranges of the parameter variations are substantially
larger for the g2 and g3 parameters for which they are
around 20% and 40%, respectively (see Fig. 6a). These
larger ranges for the g2 and g3 parameters in the accept-
able NL5(A) functionals as compared with the NL5(C)
ones are the consequence of the 4-fold increase of adopted
error for K0 (from 2.5% up to 10% [see Table I]).

The analysis of these distributions can also provide the
information on the presence of non-linear effects which
are related either to non-linear dependencies of the ob-
servables on the coupling constants or complicated struc-
ture of the χ2 hypersurface exibiting several separated lo-
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FIG. 2. (Color online) The masses and coupling constants of the σ and ω mesons in different CEDFs which contain meson
exchange. They are combined into three groups dependent on how self- and mixed-couplings are introduced. Group A represents
the parametrizations which include non-linear self-couplings only for the σ-meson. Group B contains the parametrizations which
include self-couplings for the σ- and ω-mesons (and ρ−mesons in the case of PK1R). Group C represents the parametrizations
which include density-dependent meson-nucleon couplings for the σ-, ω-, and ρ-mesons. Note that the mass mω of the ω-meson
is fixed at indicated values in all functionals except NL3, PK1 and PK1R. The parameters are taken from Refs. [46] (NL1),
[49] (NL3), [17] (NL3*), [47] (NL-Z), [58] (NL-Z2), [48] (NL-SH), [59] (NL-RA1), [60] (PK1,PK1R), [61] (TMA), [62] (TM1),
[19] (TW99), [63] (DD-ME1), [16] (DD-ME2), [64] (DD-MEδ), [60] (PKDD). Note that we omitted mass-dependent terms for
gω in the TMA parametrization which is a good approximation for heavy nuclei since gω = 12.842 + 3.191A−0.4 [61]. Vertical
solid lines represent the mean values of the respective parameter over the set of indicated functionals. Red dashed and dotted
lines show the ±5% and ±10% deviation bands with respect of these mean values.

cal minima [40]. The position of the optimum functional
in the plots of Figs. 5 and 6 corresponds to the crossing
point of the f(pari) = 1.0 and f(parj) = 1.0 lines. In
absolute majority of the cases the distributions shown in

Figs. 5 and 6 have ellipsoid-like shapes with central point
of the distribution at this crossing point. This means
that non-linear effects are not affecting these distribu-
tions. The only exception is the case of the f(g3)− f(g2)
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TABLE III. The factor g by which one has to multiply the
indicated parameter of the NL5(C) functional in order to get
10 MeV increase in binding energy of 208Pb. Note that other
parameters of the functional are kept at their original values.

Parameter Factor g
mσ 0.999801
gσ 1.000170
gω 0.999796
gρ 0.992981
g2 1.002189
g3 0.997833

2 3 4 5 6 7
gρ

NL1
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NL3*
NL-Z

NL-Z2
NL-SH

NL-RA1
NL5(A)
NL5(C)
NL5(D)

PK1
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TMA
TM1

A

TW99 C

B

DD-ME1
DD-ME2
DD-MEδ

PKDD

FIG. 3. (Color online) The same as Fig. 2 but for the gρ
parameter. Red dotted, dashed and dash-dotted lines show
the ±5%, ±10% and ±25% deviation bands with respect of
mean values.

distribution for the NL5(A) functional in which the opti-
mum functional is located off the center of the distribu-
tion (see Fig. 6a).

In addition, the correlations between the parameters
of the functional can be easily defined from these dis-
tributions. Strong correlations between the mσ and gσ
parameters are clearly visible in Figs. 5d and 6d. The
same is true for the pair of the mσ and gω parameters
(see Figs. 5b and 6b). This is not surprising since these
parameters enter the definition of the nucleonic poten-
tial via the sum of attractive scalar potential S (which
depends on mσ and gσ) and repulsive vector potential
V (which depends on mω and gσ) [15]. Note that mω

is fixed at mω = 782.6 MeV (see Table II). It is inter-
esting to mention that these strong correlations between

the mσ and gω parameters are clearly visible in Figs. 1a,
b, d, and e where the modifications of the factors f(gω)
and f(mσ) lead to almost the same changes in binding
energies and charge radii.

In contrast, the gρ parameter does not correlate with
other parameters of the functional. This is illustrated in
Figs. 5c and 6c where the f(gρ) − f(mσ) distributions
are plotted. The fact of the absence of the correlations
are easy to understand since the gρ parameter defines
the isovector properties of the functionals while the mσ

parameter the attractive scalar potential S.

The parametric correlations are especially pronounced
for the g2 and g3 parameters which define the density
dependence of the functional via a non-linear meson cou-
pling (see Eq. (8)). Figs. 5a and 6a clearly show that
these two parameters are not independent and that the
following linear dependence

f(g3) = af(g2) + b (10)

exists. The parameters a and b, defined from f(g3) −
f(g2) distributions shown in Figs. 5a and 6a, have the
following values a = 1.461276 and b = −0.458276 for
NL5(C) and a = 1.643 and b = −0.64693 for NL5(A).
These parametric correlations are more pronounced for
the NL5(A) functional for which the f(g3)− f(g2) distri-
bution is narrower and more elongated.

The NL5() functionals depends on 6 parameters. The
present analysis strongly suggests that its parameter de-
pendence could be reduced to 5 independent parameters,
namely, mσ, gσ, gω, gρ, and g2 if the parametric correla-
tions given in Eq. (10) are taken into account. However,
this requires new refit of the functional with linear depen-
dence of Eq. (10) explicitly used in the fitting protocol.
An alternative analysis in manifold boundary approxi-
mation method (Ref. [65]) has shown that it is possible
to reduce the dimension of the parameter hyperspace of
the DD-PC1 CEDF from ten parameters to eight without
sacrificing the quality of the reproduction of experimen-
tal and empirical data. Similar to the NL5() case, this
reduction in Ref. [65] takes place in the channel of the
functional which defines its density dependence. In the
context of the analysis of theoretical uncertainties there
is one clear advantage of the reduction of the dimen-
sionality of the parameter hyperspace via the removal of
parametric correlations: such reduction leads to the de-
crease of statistical errors. This was illustrated in Ref.
[37] on the example of the study of statistical errors in
the single-particle energies and it is discussed for ground
state observables in the present manuscript in Sec. VB.
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±10% and ±25% deviation bands with respect of the mean values. Note that only the functionals which belong to group A
are considered here.

V. STATISTICAL ERRORS IN THE GROUND
STATE OBSERVABLES OF EVEN-EVEN

NUCLEI.

A. The case of the NL5(C) functional

In this section we will investigate statistical errors in
the description of the ground state properties of spherical
Ca, Ni, Sn and Pb even-even isotopes. Within the isotope
chain the calculations cover all nuclei between the two-
proton and two-neutron drip lines. When possible the
statistical errors obtained in the present study will be
compared with systematic uncertainties defined in Refs.
[3, 31]. In addition, they will be compared with statistical
errors obtained in the Skyrme DFT study with UNEDF0
functional of Ref. [6].

Statistical errors in binding energies obtained with the
CEDF NL5(C) and their propagation with the neutron
number are shown in Fig. 7a. They are close to adopted
errors of the fitting protocol [0.1% of binding energy (see
Table I)] for the nuclei used in the fit. With increasing
isospin the statistical errors in binding energies substan-
tially increase reaching ∼ 2.6, ∼ 2.6, ∼ 5.0 and ∼ 6.0
MeV at the two-neutron drip line in the Ca, Ni, Sn and
Pb isotope chains, respectively. However, they are sig-
nificantly smaller at the neutron-drip line than those ob-
tained in the Skyrme DFT studies of Ref. [6]; by factors
4.6, 3.1, 3.4 and 2.3 for the Ca, Ni, Sn and Pb isotopes, re-
spectively. Statistical errors in binding energies of these
nuclei are by a factor 2-3 smaller than systematic un-
certainties in the binding energies obtained in Ref. [3]
(see Fig. 8 in this reference). Note that the estimate

of systematic uncertainties of Ref. [3] are based only on
four CEDFs, namely, NL3*, DD-PC1, DD-ME2 and DD-
MEδ. The investigation of Ref. [28] suggests that the
addition of the PC-PK1 functional could lead to a sub-
stantial increase of systematic uncertainties in binding
energies. This is at least a case for the Yb (Z = 70)
isotopes for which they increase by a factor of 2.1 when
the PC-PK1 results are added (see Fig. 3 in Ref. [31]).

Statistical errors in charge radii rch are presented in
Fig. 7b. They are in the vicinity of 0.1% of the calcu-
lated rch values shown in Fig. 23 of Ref. [3]. For the
nuclei used in the fitting protocol, statistical errors are
below the adopted errors of 0.2% for rch. Calculated sta-
tistical errors are below 25% of the rms deviations ∆rrms

ch
between calculated and experimental charge radii, which
are typical for the state-of-the-art CEDFs and which are
shown in Table VI of Ref. [3]. Systematic uncertainties
in the predictions of charge radii of the Ca and Ni iso-
topes obtained from the set of the four functionals (see
Fig. 24 of Ref. [3]) are substantially larger (on average,
by an approximate factor of 8 and 10, respectively) than
relevant statistical errors. This difference goes down with
the increase of proton number. For example, the situa-
tion in the Pb isotopes depends on the neutron number
N . Statistical errors are only somewhat smaller than
systematic uncertainties in the Pb nuclei with N ∼ 110
and N ∼ 126. On the other hand, they are smaller than
statistical uncertainties by a factor of approximately 10
for the nuclei with N ∼ 102. On average, for the Pb
nuclei the statistical errors in charge radii are by a fac-
tor of approximately 4 smaller than relevant systematic
uncertainties. Similar situation is observed also in the
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FIG. 5. (Color online) Two-dimensional projections of the distribution of the functional variations in the 6-dimensional
parameter hyperspace. The colors indicate the a value of the χ2

norm(p) of the functional variation where the latter is expressed
as χ2

norm(p) = χ2
norm(p0) + a. The colormap is used for the functional variations with a ≤ 1.0; there are 500 such variations.

Note that it was found in the studies that further increase of the number of functional variations does not change the results
for statistical errors. In addition, black circles are used for the functionals with 1.0 < a ≤ 1.25. The optimum functional is
shown by large open symbol. The dashed line in panel (a) shows the parametric correlations between g2 and g3 parameters
defined by Eq. (10).

Sn isotopes, but the average difference between statisti-
cal errors and statistical uncertainties in charge radii is
of the order of 7.

Contrary to Skyrme DFT calculations with the UN-
EDF0 functional (see Fig. 4b in Ref. [6]), statistical er-
rors in charge radii calculated with NL5(C) (see Fig. 7b in
the present paper) do not show significant increase with
neutron number. In reality, the σ(rch) values obtained
with NL5(C) for the Sn and Pb isotopes show very mod-
est increase of approximately 20% on going from two-
proton to two-neutron drip line. Note that the σ(rch)
values show some fluctuations as a function of neutron
number which are due to underlying shell structure; they
become especially pronounced in the Ni isotopes. While
statistical errors for charge radii of the Ca, Ni and Sn iso-
topes are comparable for Skyrme UNEDF0 and CDFT
NL5(C) calculations for the nuclei near two-proton drip
line, the situation changes drastically with the increase
of neutron number so that for the Ca, Ni, Sn and Pb

nuclei at the two-neutron drip line the σ(rch) values ob-
tained in Skyrme calculations are by factor of 17-33 larger
than those obtained in CDFT calculations with CEDF
NL5(C).

Statistical errors in two-neutron separation energies
are displayed in Fig. 7c. They are typically in the range
of 0.1 - 0.3 MeV and do not show a clear tendency of the
increase on approaching two-neutron drip line. These
statistical errors show substantial fluctuations as a func-
tion of neutron number with the changes in the slope
of σ(S2n) typically taking place in the vicinity of the
shell (N = 20, 28, 50, 82 and 126) and subshell (N = 40)
closures. The calculated σ(S2n) values are typically by
a factor of 3-4 smaller than the rms-deviations between
theory and experiment for the state-of-the-art CEDF (see
Table III in Ref. [3]). It is interesting to compare our re-
sults with the ones obtained in Skyrme DFT calculations
of Ref. [6]. While the σ(S2n) values are comparable for
both models in the vicinity of the β-stability line, they
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FIG. 6. (Color online) The same as Fig. 5 but for the NL5(A) functional. Considering the increase of the size of the pa-
rameter hyperspace and extremely time-consuming nature of numerical calculations only 150 functional variations satisfying
the condition of Eq. (4) have been collected. This leads to some reduction of the accuracy of the calculations of statistical
errors. However, the analysis of the NL5(C) results for which 500 acceptable functional variations have been collected allows
to conclude that statistical errors obtained with the 150 functional variations differ from those calculated with 500 variations
only by approximately 5%.

increase drastically with increasing neutron number in
the Skyrme DFT calculations approaching ∼ 1.4, ∼ 1.4,
∼ 0.8 and ∼ 0.75 MeV for Ca, Ni, Sn and Pb nuclei
at the two-neutron drip line, respectively. This trend is
contrary to the one seen in the CDFT results.

Statistical errors in the neutron skin thickness rskin
are shown in Fig. 7d. They are close to zero near the
N = Z line but increase with increasing neutron num-
ber. This increase is rapid in the Ca, Ni and Sn iso-
topes but it is more moderate in the Pb isotopes. An
interesting feature of the latter chain is the decrease of
the σ(rskin) values above N ∼ 170 which is most likely
due to underlying shell effects. The statistical errors in
the neutron skin thickness are substantially larger in the
Skyrme DFT calculations with the UNEDF0 and SV-min
functionals (Ref. [66]) than in the present RHB calcula-
tions with CEDF NL5(C). For example, for 208Pb the
σ(rskin) values are 0.058 fm, 0.037 fm and 0.0035 fm in
the calculations with the UNEDF0, SV-min and NL5(C)
functionals, respectively. In the neutron-rich Ca isotopes

near the two-neutron drip line the σ(rskin) values ob-
tained in non-relativistic calculations are by a factor of
approximately 7 larger than those obtained in the rela-
tivistic ones. The statistical errors in the neutron skin
thickness shown in Fig. 7d are substantially smaller than
systematic uncertainties shown in Fig. 25 of Ref. [3]. In
the vicinity of the two-neutron drip line, the latter ones
reach 0.15 fm, 0.2 fm, 0.25 fm and 0.25 fm in the neutron
rich Ca, Ni, Sn and Pb nuclei, respectively.

It is also necessary to mention that in general theo-
retical statistical errors have to be taken into account
when theoretical results are compared with experimen-
tal data. This is illustrated in Figs. 9 and 10 where the
differences between calculated and experimental binding
energies and charge radii are compared with relevant sta-
tistical errors. One can see that for binding energies these
differences in many nuclei are smaller or comparable to
relevant statistical errors (see Fig. 9). On the contrary,
with exception of doubly-magic or near doubly-magic nu-
clei, the differences between theory and experiment for
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FIG. 7. (Color online) The propagation of statistical errors in binding energies [panel (a)], charge radii [panel (b)], two-neutron
separation energies [panel (c)] and neutron skins [panel (d)] with neutron number. The results are presented for the Ca (Z = 20),
Ni (Z = 28), Sn (Z = 50) and Pb (Z = 82) isotopes between two-proton and two-neutron drip lines. Open symbols are used
to indicate the nuclei whose experimental data of the type shown on the vertical axis of the panel has been used in the fitting
protocol of the NL5(C) functional.

charge radii are larger than relevant statistical errors (see
Fig. 10).

An interesting question is whether statistical errors in
physical observables provide a meaningful estimate on
how much should we trust in the predictions of a given
functional in experimentally unknown region. The an-
swer to this question is intimately connected to the fact
that total theoretical error in extrapolation to unknown
region is the sum of statistical and systematic errors (Ref.
[2]). The problem lies in a quantitative definition of a
systematic error. This type of error is related to the se-
lection of the form of the energy density functional (EDF)
(and thus of underlying physics) (see Refs. [2, 3]). This
selection is done by humans within the limits of their
knowledge which leads to unknown biases in the EDF
form.

Moreover, existing functionals do not form indepen-
dent statistical ensemble (see Ref. [3]) and in strict math-
ematical sense the systematic error cannot be described
in terms of standard deviation given by the equation sim-
ilar to Eq. (6) (see Ref. [11]). This is especially true for

small sets of the functionals for which the importance of
the biases of individual models is significant. That was a
reason why in our previous studies (Refs. [3, 28, 31]) sys-
tematic theoretical uncertainties were described in terms
of the spreads (Ref. [3]) defined as

∆O(Z,N) = |Omax(Z,N)−Omin(Z,N)| (11)

where Omax(Z,N) and Omin(Z,N) are the largest and
smallest values of the physical observable O(Z,N) ob-
tained with the employed set of CEDFs for the (Z,N)
nucleus.
Fig. 11 compares statistical errors obtained for binding

energies and charge radii of the Sn isotopes with above
mentioned systematic theoretical uncertainties given by
the spreads. In addition, we add systematic errors de-
fined in terms of Eq. (6)5 but keep in mind above men-
tioned limitations of this definition (that is a reason

5 This would correspond to the assumption that the biases in-
troduced in different models are independent leading to some
randomization of systematic errors (see Sect. 4 in Ref. [2]).
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FIG. 8. (Color online) The propagation of statistical errors for the binding energies (σ(E)), charge radii (σ(rch)), neutron skins
(σ(rskin)) and two-neutron separation energies (σ(S2n)) in the Ca and Pb isotope chains. The results of the calculations with
the NL5(C) and NL5(A) functionals are shown by solid black line and blue solid line with solid circles, respectively. In addition,
red triangle symbols show statistical errors for the NL5(C) functional under the condition that the gρ, g2 and g3 parameters
are fixed at the values corresponding to optimum NL5(C) functional.

why they are labelled as ”σ(O)syst” versus statistical er-
rors σ). One can see that these systematic uncertain-
ties (∆E(7) and ∆rch(7)) and errors (”σ(E)syst(7)” and
”σ(rch)syst(7)”) are typically larger than statistical ones
in the unknown region (N ≥ 84). One should also keep in
mind that they represent a lower limit of these uncertain-
ties/errors since only very limited set of the functionals
is used. The increase of the number of the functionals
employed in the analysis will without any doubt increase
these systematic uncertainties/errors.

The comparison of systematic uncertainties and sys-
tematic errors obtained with the sets of 7 and 6 func-
tionals illustrates possible biases in model assumptions.
Indeed, the removing of the NL5(C) functional from the
set of employed functionals does not affect so much the
∆(E) and ”σ(E)stat” quantities of known nuclei but dras-
tically reduces them in unknown nuclei (see Fig. 11a).

On the contrary, such an action has almost no effect on
systematic uncertainties and systematic errors of charge
radii (see Fig. 11b).

Based on these considerations, one can conclude that
when extrapolating to unknown regions statistical errors
represent only a relatively small part of total theoretical
error. This result is similar to the one obtained in the
studies of 27 HFB mass models in the Skyrme DFT per-
formed in Ref. [67]. As a consequence, statistical errors
in physical observables of a given CEDF do not provide
alone a meaningful estimate on how much should we trust
in the predictions of a given functional in experimentally
unknown regions.
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FIG. 9. (Color online) The comparison of the differences between calculated and experimental binding energies Eth − Eexp

in the Ca, Ni, Sn and Pb isotopes with relevant statistical errors. The statistical errors obtained with the NL5(C) functional
are shown by the shaded area which spans from −σ(N) up to σ(N) at a given value of neutron number N . Note that the
calculated results for the NL5(C), NL5(D) and NL5(E) functionals are shown only for the nuclei which are spherical in their
ground states (see Appendix A) since the statistical errors are defined only for such shapes in the present manuscript.

B. The impact of the details of the fitting protocol
and of soft parameters on statistical errors.

It is important to understand how the details of the
fitting protocol could affect the statistical errors in phys-
ical observables of interest. Considering the ingredients
entering into fitting protocol and the uncertainties in
the definition of empirical/experimental values of physi-
cal observables and adopted errors, the complete answer
to this question requires enormous amount of numerical
calculations which are beyond the scope of the present
investigation. However, in order to get a crude estimate
of potential changes in statistical errors additional calcu-
lations have been performed for the two cases discussed
below.

In the first case, we analyse statistical errors obtained
with the NL5(A) functional. This functional differs from

the NL5(C) one by an increased adopted error forK0 and
the presence of neutron skin of 90Zr in the fitting proto-
col (see Table I). As a consequence of these features, the
acceptable NL5(A) functionals show larger range of vari-
ations for the g2 and g3 parameters as compared with the
NL5(C) ones (compare Figs. 5a and 6a). This leads to
some increase in statistical errors for binding energies (es-
pecially in neutron-rich nuclei in which the σ(E) values
are increased by ∼ 30% as compared with the NL5(C)
results) and two-neutron separation energies (see Figs.
8a, e, d and h). On the contrary, as compared with the
NL5(C) results statistical errors in neutron skin are only
slightly increased (see Fig. 8c and g) and statistical er-
rors in charge radii even decrease in the Pb isotopes and
for some Ca isotopes (see Fig. 8b and f).

Despite these changes statistical errors for physical ob-
servables of interest obtained with the NL5(A) functional
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Fig. 23b in Ref. [3]).

still remain substantially smaller than those obtained in
Skyrme DFT calculations (compare results presented in
this subsection with the discussion in Sec. VA).

In the second case, we use the NL5(C) functional but
fix the g2, g3 and gρ parameters at the values of the op-
timal functional during the Monte-Carlo procedure. As
shown in Secs. III and IV, the gσ, mσ and gω parameters,
which are allowed to change during Monte-Carlo proce-
dure, are well localized in the parameter hyperspace and
they vary in a very narrow range with respect of the op-
timum functional. Fig. 8 compares the results for the Ca
and Pb nuclei presented in Fig. 7 with statistical errors
obtained in such calculations. The freezing of the g2, g3
and gρ parameters in the functional leads to a substan-
tial decrease of statistical errors in binding energies of
neutron-rich nuclei so that in two-neutron drip line nu-
clei they are only by a factor of approximately two larger
than those for the nuclei used in the fitting protocol (Fig.
8a and e). Note that the σ(E) values obtained is such

calculations are typically significanly smaller (especially
in very neutron-rich nuclei) than those obtained in full
NL5(C) calculations shown by solid black line. The only
exception is the region of neutron numbers in which the
experimental data on binding energies was used in the
fitting protocol. Statistical errors in two-neutron separa-
tion energies become very small (σ(S2n) < 0.05 MeV) in
the calculations with fixed g2, g3 and gρ parameters (see
Fig. 8d and h). They are also significantly smaller than
those obtained in full NL5(C) calculations. Simultane-
ous freezing of the g2, g3 and gρ parameters leads to a
substantial decrease of statistical errors in neutron skin
so that in the most of the nuclei they are very close to
zero (see Fig. 8c and g). On the contrary, the impact
of freezing of the g2, g3 and gρ parameters on statisti-
cal errors in charge radii is very limited (see Fig. 8b and
f)). It is interesting that it leads to slight increase of the
σ(rch) as compared with those obtained in full NL5(C)
calculations.
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which the results of the NL5(C) functional are dropped.

This analysis clearly illustrates the importance of the
discrimination of the impact of the stiff and soft parame-
ters of CEDFs on statistical errors. Such a separation of
the parameters into two types was discussed in Ref. [65].
Even when the parameters of nuclear EDFs are adjusted
to experimental/empirical/pseudo data, their predictions
are sensitive to only a few combinations of parameters
(stiff parameter combinations) and exhibit an exponen-
tial decrease of sensitivity to variations of the remaining
soft parameters that are only approximately constrained
by data. In non-linear meson coupling models, the stiff
parameters are represented bymω, gω and gσ. Their con-
tribution to statistical errors is rather small and mostly
independent of neutron number. On the contrary, the
combination of soft parameters g2, g3 and gρ leads to a
significant increase of statistical errors for binding ener-
gies and neutron skins on approaching two-neutron drip
line. They also lead to an increase of statistical errors in
two-neutron separation energies. Thus, one can conclude
that the presence of soft parameters in the CEDFs is the
major source of statistical errors.

VI. STATISTICAL ERRORS IN THE
SINGLE-PARTICLE ENERGIES

The energies of the single-particle states ei represent
another quantity which affects many physical observables
(see Refs. [21, 28, 29, 34, 68]). In this section we investi-
gate statistical errors in the description of the energies

of the single-particle states ei; they are quantified by
the standard deviations σ(ei). We focus on three nuclei,
namely, 208Pb, 266Pb and 304120. The first one is well
known doubly magic nucleus which serves as a testing
ground in many theoretical studies. Second nucleus is the
last bound neutron-rich Pb isotope in absolute majority
of theoretical studies (see Fig. 14 in Ref. [3]); it is char-
acterized by large N = 184 shell gap (see Fig. 6a in Ref.
[28]). Third nucleus is the Z = 120, N = 184 superheavy
nucleus which is considered as doubly magic in a number
of studies (see, for example, Ref. [58]); this conclusion
is however model dependent (see Refs. [29, 58, 69, 70]
and references quoted therein). The comparison of the
results obtained for these three nuclei will allow to assess
the propagation of statistical errors on going from the
valley of beta-stability towards the extremes of neutron
number and charge.

Tables IV, V and VI show the calculated mean energies
ēi of the single-particle states and related standard devi-
ations σ(ei) obtained in these nuclei. The general trend,
which is clearly seen in these tables, is the decrease of sta-
tistical errors on going from the bottom of nucleonic po-
tential towards continuum. The states at the bottom of
potential are characterized by σ(ei) ∼ 0.35 MeV both for
proton and neutron subsystems for all nuclei under con-
sideration. In 208Pb, the neutron and proton states are
characterized by σ(ei) ∼ 0.1 MeV in the vicinity of the
respective Fermi levels which have similar energies. The
addition of neutrons leading to 266Pb moves the proton
Fermi level to lower energies (deeper into the potential)
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TABLE IV. Neutron and proton single-particle states in the
208Pb nucleus. Columns 2 and 5 show the mean energies
ēi [in MeV] of these states obtained in the calculations with
CEDF NL5(C). Columns 3 and 6 show their standard devia-
tions σ(ei) [in MeV]. The positions of the proton and neutron
Fermi levels are indicated.

Neutron Proton
Orbital ēν σ(eν) Orbital ēπ σ(eπ)

1 2 3 4 5 6
1s1/2 -58.257 0.424 1s1/2 -47.100 0.401
1p3/2 -52.142 0.376 1p3/2 -41.573 0.360
1p1/2 -51.581 0.363 1p1/2 -40.933 0.345
1d5/2 -44.809 0.316 1d5/2 -34.691 0.307
1d3/2 -43.497 0.282 1d3/2 -33.249 0.270
2s1/2 -40.566 0.241 2s1/2 -29.725 0.221
1f7/2 -36.614 0.252 1f7/2 -26.864 0.251
1f5/2 -34.228 0.189 1f5/2 -24.320 0.187
2p3/2 -30.515 0.149 2p3/2 -20.045 0.150
2p1/2 -29.526 0.128 2p1/2 -19.054 0.136
1g9/2 -27.862 0.191 1g9/2 -18.402 0.199
1g7/2 -24.177 0.112 1g7/2 -14.556 0.128
2d5/2 -20.708 0.098 2d5/2 -10.465 0.122
2d3/2 -19.127 0.091 1h11/2 -9.544 0.159
1h11/2 -18.809 0.141 2d3/2 -8.903 0.121
3s1/2 -18.301 0.095 3s1/2 -7.729 0.121

Proton Fermi level
1h9/2 -13.774 0.108 1h9/2 -4.367 0.134
2f7/2 -11.320 0.085 2f7/2 -1.107 0.120
1i13/2 -9.661 0.104 1i13/2 -0.481 0.133
2f5/2 -9.390 0.098 2f5/2 0.802 0.131
3p3/2 -8.591 0.087 3p3/2 2.133 0.121
3p1/2 -7.895 0.090 3p1/2 2.828 0.125
Neutron Fermi level
1i11/2 -3.515 0.148
2g9/2 -2.688 0.080
3d5/2 -0.873 0.062
2g7/2 -0.855 0.090
4s1/2 -0.599 0.050
1j15/2 -0.597 0.081
3d3/2 -0.281 0.061
4p3/2 2.557 0.018
4p1/2 2.669 0.019

and neutron Fermi level closer to continuum limit. As a
consequence, the σ(ei) values for the proton states in the
vicinity of the proton Fermi level increase to ∼ 0.15 MeV
(see Table V). On the contrary, with the exception of the
high-j ν1j15/2 and ν1j13/2 states for which σ(ei) ∼ 0.15
MeV, the σ(ei) values for the neutron states in the vicin-
ity of the neutron Fermi level is less than 0.1 MeV (see
Table V). Because the neutron and proton Fermi levels
are located at ∼ −6.4 MeV and ∼ −2.4 MeV, respec-
tively, in the 184120 nucleus [which is not far away from
their values in 208Pb], the σ(ei) values for the single-
particle states in this nucleus are comparable with the
ones in 208Pb (compare tables IV and VI).

The detailed analysis of the results of the calculations
shows that the freedom to rebalance the depths of the
proton and neutron potentials is a major source of these

TABLE V. The same as Table IV but for the 266Pb nucleus.
The states in the energy range from ∼ −42 MeV up to ∼ −20
MeV are omitted in order to simplify the table.

Neutron Proton
Orbital ēν σ(eν) Orbital ēπ σ(eπ)

1 2 3 4 5 6
1s1/2 -53.045 0.364 1s1/2 -49.945 0.323
1p3/2 -47.922 0.333 1p3/2 -45.498 0.304
1p1/2 -47.567 0.326 1p1/2 -45.070 0.297
—– —– —– —– —— —–
2d3/2 -20.427 0.153 1h11/2 -18.396 0.199
3s1/2 -19.619 0.153 2d3/2 -18.075 0.176
1h11/2 -19.595 0.188 3s1/2 -16.727 0.169

Proton Fermi level
1h9/2 -16.052 0.159 1h9/2 -14.726 0.186
2f7/2 -13.384 0.142 2f7/2 -10.867 0.172
2f5/2 -11.882 0.138 1i13/2 -10.415 0.184
1i13/2 -11.638 0.163 2f5/2 -9.372 0.182
3p3/2 -11.057 0.130 3p3/2 -7.655 0.171
3p1/2 -10.494 0.128 3p1/2 -7.086 0.177
1i11/2 -7.153 0.161 1i11/2 -5.779 0.198
2g9/2 -5.728 0.124 2g9/2 -2.583 0.174
2g7/2 -4.138 0.123 1j15/2 -2.234 0.175
3d5/2 -3.847 0.100 2g7/2 -0.896 0.186
1j15/2 -3.691 0.143 3d5/2 0.851 0.168
4s1/2 -3.342 0.088 3d3/2 1.540 0.173
3d3/2 -3.252 0.097 4s1/2 2.130 0.162
Neutron Fermi level
2h11/2 1.038 0.096 1j13/2 3.185 0.216
4p3/2 1.292 0.034
1j13/2 1.406 0.164
4p1/2 1.460 0.033
3f7/2 1.546 0.051
3f5/2 1.998 0.045
2h9/2 2.387 0.086

statistical errors in the energies of the single-particle
states. Indeed, it was observed that when proton poten-
tial becomes deeper as compared with the one in the opti-
mum functional, the neutron potential becomes less deep
as compared with the one in optimum functional. This
leads to more/less bound proton/neutron single-particle
states and allows to keep total energy of the system close
to the one in the optimum functional. The opposite situ-
ation with deeper neutron and less deep proton potentials
takes place with similar frequency.

In general, statistical errors in the absolute energies of
the single-particle states could affect model predictions
for the position of the two-neutron drip line. Indeed, as
discussed in Ref. [28] its position sensitively depends on
the positions (in absolute energy) and the distribution of
the single-particle states (and especially high-j intruder
and extruder ones) located around the continuum limit.
However, in the nuclei around 266Pb the standard de-
viations σ(ei) for such neutron single-particle states are
safely below 0.1 MeV (see Table V); the only exception is
the ν1j13/2 orbital for which σ(ei) = 0.164 MeV. Thus, it
is reasonable to expect that the impact of statistical er-



19

TABLE VI. The same as Table IV but for the 304120 nucleus.
Neutron states in the energy range from ∼ −50 MeV up to
∼ −25 MeV and proton states in the energy range from ∼ −35
MeV up to ∼ −12 MeV are omitted in order to simplify the
table.

Neutron Proton
Orbital ēν σ(eν) Orbital ēπ σ(eπ)

1 2 3 4 5 6
1s1/2 -57.748 0.386 1s1/2 -41.480 0.367
1p3/2 -53.698 0.362 1p3/2 -37.545 0.349
1p1/2 -53.459 0.359 1p1/2 -37.246 0.343
—– —– —– —– —— —–
3s1/2 -24.421 0.107 3s1/2 -9.349 0.134
1h9/2 -23.315 0.105 1h9/2 -8.169 0.126
2f7/2 -19.452 0.098 1i13/2 -4.150 0.153
1i13/2 -18.893 0.132 2f7/2 -3.903 0.123
2f5/2 -17.953 0.092 2f5/2 -2.418 0.121

Proton Fermi level
3p3/2 -15.293 0.092 3p3/2 -0.302 0.132
3p1/2 -14.947 0.093 3p1/2 0.017 0.134
1i11/2 -14.288 0.103 1i11/2 0.612 0.130
2g9/2 -11.194 0.086 1j15/2 3.758 0.133
1j15/2 -10.809 0.103 2g9/2 4.230 0.119
2g7/2 -9.206 0.099
3d5/2 -7.336 0.085
3d3/2 -7.014 0.085
4s1/2 -6.372 0.077
Neutron Fermi level
1j13/2 -5.195 0.136
2h11/2 -3.278 0.084
1k17/2 -2.669 0.084
2h9/2 -1.227 0.100
3f7/2 -0.626 0.066
3f5/2 -0.188 0.067
4p3/2 0.080 0.051
4p1/2 0.259 0.052
5s1/2 2.353 0.016
4d5/2 2.822 0.017

rors in the energies of the single-particle states on the
position of two-neutron drip line will be rather mod-
est. Moreover, these statistical errors are substantially
smaller than systematic uncertainties in the predictions
of the energies of single-particle states which for many
orbitals exceed 1 MeV in nuclei near two-neutron drip
line (see Figs. 11c and 6c in Ref. [28]). These facts sug-
gest that the theoretical uncertainties in the prediction
of the position of two-neutron drip line are dominated by
systematic ones.
While the accuracy of the prediction of the position

of the neutron drip line is sensitive to calculated abso-
lute energies of the single-particle states, the accuracy of
the reproduction of the single-particle spectra depends
mostly on the predictions of the relative energies of the
single-particle states. Tables VII, VIII and IX show
the mean relative energies ∆ei of the pairs of neigh-
boring single-particle states (as defined in the NL5(C)
functional) and related standard deviations σ(∆ei). One
can see that in all nuclei the σ(∆ei) values are substan-

TABLE VII. Relative energies ∆ei(m, j) = ei(m) − ei(j) of
the pairs of neutron (i = ν) and proton (i = π) single-particle
states in the 208Pb nucleus. The pairs of neighboring states
m and j shown in the columns 1 and 4 are defined from the
single-particle spectra obtained with the NL5(C) CEDF. The
columns 2 and 5 show their mean relative energies ∆ei(m, j)
[in MeV] while the columns 3 and 6 show standard devia-
tions σ(∆ei(m, j)) [in MeV]. All the pairs of the states up to
the label “proton/neutron Fermi level” have both members
located below respective Fermi levels. Next line after this
statement indicates the pair of the states one of the members
of which is located below the large shell gap (either proton
Z = 82 or neutron N = 126 one) and another above this gap.
Subsequent lines show the pairs of the states both members of
which are located above respective Fermi levels (above proton
Z = 82 or neutron N = 126 shell gaps).

Neutron Proton
Orbital Orbital

pairs (m, j) ∆eν σ(∆eν) pairs (m, j) ∆eπ σ(∆eπ)
1 2 3 4 5 6

1s1/2 - 1p3/2 6.115 0.054 1s1/2 - 1p3/2 5.527 0.049
1p3/2 - 1p1/2 0.560 0.013 1p3/2 - 1p1/2 0.640 0.016
1p1/2 - 1d5/2 6.772 0.053 1p1/2 - 1d5/2 6.242 0.045
1d5/2 - 1d3/2 1.313 0.037 1d5/2 - 1d3/2 1.442 0.042
1d3/2 - 2s1/2 2.931 0.047 1d3/2 - 2s1/2 3.524 0.058
2s1/2 - 1f7/2 3.951 0.033 2s1/2 - 1f7/2 2.860 0.049
1f7/2 - 1f5/2 2.386 0.073 1f7/2 - 1f5/2 2.545 0.079
1f5/2 - 2p3/2 3.713 0.055 1f5/2 - 2p3/2 4.274 0.063
2p3/2 - 2p1/2 0.989 0.028 2p3/2 - 2p1/2 0.991 0.028
2p1/2 - 1g9/2 1.664 0.090 2p1/2 - 1g9/2 0.652 0.106
1g9/2 - 1g7/2 3.685 0.116 1g9/2 - 1g7/2 3.846 0.121
1g7/2 - 2d5/2 3.469 0.051 1g7/2 - 2d5/2 4.092 0.058
2d5/2 - 2d3/2 1.581 0.039 2d5/2 - 1h11/2 0.920 0.098
2d3/2 - 1h11/2 0.318 0.122 1h11/2 - 2d3/2 0.641 0.133
1h11/2 - 3s1/2 0.507 0.113 2d3/2 - 3s1/2 1.174 0.025

below proton Fermi level
3s1/2 - 1h9/2 4.527 0.094 3s1/2 - 1h9/2 3.362 0.095
1h9/2 - 2f7/2 2.455 0.078 1h9/2 - 2f7/2 3.260 0.081
2f7/2 - 1i13/2 1.659 0.094 2f7/2 - 1i13/2 0.626 0.103
1i13/2 - 2f5/2 0.271 0.128 1i13/2 - 2f5/2 1.283 0.136
2f5/2 - 3p3/2 0.799 0.033 2f5/2 - 3p3/2 1.331 0.031
3p3/2 - 3p1/2 0.696 0.017 3p3/2 - 3p1/2 0.695 0.016
below neutron Fermi level
3p1/2 - 1i11/2 4.380 0.109
1i11/2 - 2g9/2 0.827 0.118
2g9/2 - 3d5/2 1.816 0.022
3d5/2 - 2g7/2 0.018 0.036
2g7/2 - 4s1/2 0.256 0.044
4s1/2 - 1j15/2 0.003 0.084
1j15/2 - 3d3/2 0.316 0.090
3d3/2 - 4p3/2 2.837 0.044
4p3/2 - 4p1/2 0.113 0.003

tially smaller than the ∆ei values. They are also much
smaller than the deviations between theory and experi-
ment for one-(quasi)-particle configurations in spherical
[21, 68, 71] and deformed [34, 35] nuclei. Here we assume
that statistical errors in the description of the energies
of deformed single-particle states are similar to spherical
ones which is a reasonable assumption considering that
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deformed states emerge from spherical ones. Thus, one
can conclude that systematic uncertainties in the ener-
gies of the single-particle states are more important than
statistical ones for the predictions of the single-particle
spectra.

TABLE VIII. The same as Table VII but for the 266Pb nu-
cleus. The states in the energy range from ∼ −42 MeV up to
∼ −20 MeV are omitted in order to simplify the table.

Neutron Proton
Orbital Orbital

pairs (m, j) ∆eν σ(∆eν) pairs (m, j) ∆eπ σ(∆eπ)
1 2 3 4 5 6

1s1/2 - 1p3/2 5.123 0.037 1s1/2 - 1p3/2 4.447 0.031
1p3/2 - 1p1/2 0.355 0.008 1p3/2 - 1p1/2 0.428 0.010

—– —– —– —– —— —–
2d5/2 - 2d3/2 1.143 0.029 2d5/2 - 1h11/2 0.811 0.071
2d3/2 - 3s1/2 0.807 0.016 1h11/2 - 2d3/2 0.322 0.096
3s1/2 - 1h11/2 0.024 0.077 2d3/2 - 3s1/2 1.348 0.019

below proton Fermi level
1h11/2 - 1h9/2 3.543 0.101 3s1/2 - 1h9/2 2.001 0.063
1h9/2 - 2f7/2 2.669 0.055 1h9/2 - 2f7/2 3.859 0.061
2f7/2 - 2f5/2 1.502 0.034 2f7/2 - 1i13/2 0.451 0.079
2f5/2 - 1i13/2 0.244 0.094 1i13/2 - 2f5/2 1.043 0.108
1i13/2 - 3p3/2 0.581 0.088 2f5/2 - 3p3/2 1.717 0.025
3p3/2 - 3p1/2 0.562 0.014 3p3/2 - 3p1/2 0.570 0.014
3p1/2 - 1i11/2 3.342 0.075 3p1/2 - 1i11/2 1.307 0.074
1i11/2 - 2g9/2 1.425 0.084 1i11/2 - 2g9/2 3.196 0.082
2g9/2 - 2g7/2 1.590 0.031 2g9/2 - 1j15/2 0.349 0.079
2g7/2 - 3d5/2 0.291 0.035 1j15/2 - 2g7/2 1.338 0.105
3d5/2 - 1j15/2 0.156 0.085 2g7/2 - 3d5/2 1.748 0.034
1j15/2 - 4s1/2 0.349 0.093 3d5/2 - 3d3/2 0.688 0.014
4s1/2 - 3d3/2 0.090 0.014 3d3/2 - 4s1/2 0.590 0.018
below neutron Fermi level

3d3/2 - 2h11/2 4.290 0.015 4s1/2 - 1j13/2 1.056 0.109
2h11/2 - 4p3/2 0.255 0.064
4p3/2 - 1j13/2 0.113 0.138
1j13/2 - 4p1/2 0.054 0.137
4p1/2 - 3f7/2 0.086 0.022
3f7/2 - 3f5/2 0.452 0.011
3f5/2 - 2h9/2 0.389 0.041

The underlying single-particle structure is responsible
for the differences in the predictions of the ground state
deformations of superheavy nuclei near the Z = 120 and
N = 184 lines (Ref. [29]). These nuclei could be either
spherical or oblate dependent on employed CEDF. Thus,
it is important to estimate statistical errors in the pre-
dictions of the Z = 120 and N = 184 spherical shell gaps
formed between the π2f5/2−π3p3/2 and ν4s1/2−ν1j13/2
pairs of the states (see Figs. 1b and 1d in Ref. [29]).
These errors are very small (σ(∆eπ) = 0.030 MeV) for
the Z = 120 shell gap which is characterized by the mean
size of 2.116 MeV (see Table IX). They are bigger for
the N = 184 shell gap (σ(∆eν) = 0.102 MeV) the mean
size of which is equal to 1.177 MeV (Table IX). These
statistical errors are substantially smaller than the sys-
tematic uncertainties in the shell gap sizes (see Fig. 2a in
Ref. [29]) which, as a result, are almost fully responsible

for the differences in the predictions of the ground state
properties of the superheavy nuclei under discussion.

TABLE IX. The same as Table VII but for the 304120 nucleus.
Neutron states in the energy range from ∼ −50 MeV up to
∼ −25 MeV and proton states in the energy range from ∼ −35
MeV up to ∼ −12 MeV are omitted in order to simplify the
table.

Neutron Proton
Orbital Orbital

pairs (m, j) ∆eν σ(∆eν) pairs (m, j) ∆eπ σ(∆eπ)
1 2 3 4 5 6

1s1/2 - 1p3/2 4.050 0.025 1s1/2 - 1p3/2 3.935 0.020
1p3/2 - 1p1/2 0.239 0.004 1p3/2 - 1p1/2 0.299 0.006

—– —– —– —– —– —–
3s1/2 - 1h9/2 1.106 0.026 3s1/2 - 1h9/2 1.180 0.032
1h9/2 - 2f7/2 3.863 0.044 1h9/2 - 1i13/2 4.019 0.070
2f7/2 - 1i13/2 0.559 0.072 1i13/2 - 2f7/2 0.247 0.082
1i13/2 - 2f5/2 0.941 0.105 2f7/2 - 2f5/2 1.486 0.035

below proton Fermi level
2f5/2 - 3p3/2 2.660 0.022 2f5/2 - 3p3/2 2.116 0.030
3p3/2 - 3p1/2 0.346 0.006 3p3/2 - 3p1/2 0.318 0.006
3p1/2 - 1i11/2 0.659 0.058 3p1/2 -1i11/2 0.595 0.058
1i11/2 - 2g9/2 3.094 0.075 1i11/2 -1j15/2 3.146 0.109
2g9/2 - 1j15/2 0.385 0.083 1j15/2 - 2g9/2 0.473 0.090
1j15/2 - 2g7/2 1.603 0.123 2g9/2 - 2g7/2 1.946 0.045
2g7/2 - 3d5/2 1.870 0.020
3d5/2 - 3d3/2 0.322 0.005
3d3/2 - 4s1/2 0.642 0.011
below neutron Fermi level
4s1/2 - 1j13/2 1.177 0.102
1j13/2 - 2h11/2 1.917 0.107
2h11/2 - 1k17/2 0.609 0.082
1k17/2 - 2h9/2 1.442 0.113
2h9/2 - 3f7/2 0.600 0.041
3f7/2 - 3f5/2 0.438 0.004
3f5/2 - 4p3/2 0.269 0.020
4p3/2 - 4p1/2 0.179 0.003
4p1/2 - 5s1/2 2.094 0.037
5s1/2 - 4d5/2 0.468 0.003
4d5/2 - 4d3/2 0.039 0.001

The results presented in Tables VII, VIII, and IX pro-
vide also the information on statistical errors in the de-
scription of spin-orbit splittings. Indeed, these tables
contain the pairs of the orbitals which form spin-orbit
doublets such as p3/2 − p1/2, d5/2 − d3/2, f7/2 − f5/2,
g9/2 − g7/2 and h11/2 − h9/2. For the majority of the
spin-orbit doublets standard deviations σ(∆ei(m, j)) are
of the order of 2.7% of their mean splitting energies
∆ei(m, j). Indeed, for 14 spin-orbit doublets of 208Pb
seen in Table VII, the ratio σ(∆ei(m, j))/∆ei(m, j) is
located in the range from 0.023 up to 0.031. In 266Pb
and 304120 nuclei, the standard deviations σ(∆ei(m, j))
are of the order of 2.4% and 2.0% of their mean splitting
energies ∆ei(m, j), respectively (see Tables VIII and IX).
Thus, statistical errors (as compared with those seen in
208Pb) in the description of spin-orbit splittings do not
increase on going towards the extremes of neutron num-
ber or charge.
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FIG. 12. (Color online) The differences Eth − Eexp between calculated and experimental binding energies for the indicated
CEDFs. The experimental data are taken from Ref. [72] and 830 even-even nuclei, for which measured and estimated masses
are available, are included. If Eth − Eexp < 0, the nucleus is more bound in the calculations than in experiment.

Statistical errors in the description of the single-
particle energies have also been analysed in lighter 48Ca
and 132Sn nuclei. They show the same general features as
those discussed above in 208,266Pb and 304120. As com-
pared with 208Pb, statistical errors in the energies of the
single-particle states located in the vicinity of the Fermi
levels are similar/somewhat smaller in 132Sn/48Ca.

It is interesting to compare our CDFT results with
those obtained in Skyrme DFT framework with the UN-
EDF0 functional and presented in Table I of Ref. [6]. For
the neutron/proton states of 208Pb shown in this table
the statistical errors obtained in the Skyrme DFT cal-
culations are on average by a factor of 2.05/1.46 larger
than those obtained in our CDFT calculations (compare
Table IV in the present manuscript with Table I of Ref.
[6]). In addition, there is one principal difference between
the CDFT and Skyrme DFT results. The standard devi-
ations σ(∆ei(m, j)) for the spin-orbit splittings are very
small in the CDFT calculations; they are typically on the
level of 2-3% of total size of spin-orbit splitting. On the
contrary, they are substantially larger (both in relative
and absolute senses) in the Skyrme DFT calculations (see
Table I in Ref. [6]).

VII. CONCLUSIONS

Statistical errors in ground state observables and
single-particle properties of spherical even-even nuclei
and their propagation to the limits of nuclear landscape
have been investigated in covariant density functional
theory for the first time. The main results can be sum-
marized as follows:

• Statistical errors in binding energies, charge radii,
neutron skins and two-neutron separation energies
have been studied for the Ca, Ni, Sn and Pb nuclei
located between two-proton and two-neutron drip
lines. While statistical errors for binding energies
and neutron skins drastically increase on approach-
ing two-neutron drip line, such a trend does not
exist for statistical errors in charge radii and two-
neutron separation energies. The latter is contrary
to the trends seen in Skyrme density functional the-
ory. Statistical errors obtained in the CDFT calcu-
lations are substantially smaller than related sys-
tematic uncertainties.

• The absolute energies of the single-particle states
in the vicinity of the Fermi level are characterized
by low statistical errors (σ(ei) ∼ 0.1 MeV). This is
also true for relative energies of the single-particle
states. These statistical errors are substantially
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TABLE X. The rms deviations ∆Erms, ∆(S2n)rms (∆(S2p)rms) and ∆(rch)rms between calculated and experimental binding
energies E, two-neutron (-proton) separation energies S2n (S2p) and charge radii rch for indicated CEDFs. For first three
observables, they are given with respect of ”measured” (640 nuclei) and ”measured+estimated” (830 nuclei) sets of experimental
masses. For the calculations of the ∆(rch)rms values, all experimental data are used in column 6, while the data on radii of He
(Z = 2) and Cm (Z = 96) isotopes are excluded in column 7. See text for the discussion of these cases.

CEDF measured measured+estimated charge radii
∆Erms [MeV] ∆Erms [MeV] ∆(S2n)rms [MeV] ∆(S2p)rms [MeV] ∆(rch)rms [fm] ∆(rch)rms [fm]

1 2 3 4 5 6 7
NL5(C) 3.41 3.71 1.37 1.54 0.040 0.0284
NL5(D) 2.83 2.90 1.22 1.29 0.041 0.0277
NL5(E) 2.73 2.81 1.23 1.29 0.042 0.0288
NL3* 2.96 3.00 1.23 1.29 0.041 0.0283

smaller than systematic uncertainties in the pre-
dictions of the absolute and relative energies of the
single-particle states. Thus, they are not expected
to modify in a substantial way the predictions of
a given CEDF. This is true both for known nu-
clei and for nuclear extremes such as the vicinity
of neutron-drip line and the region of superheavy
elements.

• The statistical errors in the predictions of spin-
orbit splittings are rather small. For the spin-orbit
doublets in studied nuclei, the standard deviations
σ(∆ei(m, j)) are of the order of 2.4% of their mean
splitting energies ∆ei(m, j). These errors are quite
robust and they do not increase on going towards
the extremes of neutron number or charge.

• Statistical errors in the description of physical ob-
servables related to the ground state and single-
particle degrees of freedom are substantially lower
in CDFT as compared with Skyrme DFT. A spe-
cial feature of CDFT due to which the parameters
of the ω and σ mesons, defining the basis features of
the nucleus such as a nucleonic potential, are well
localized in very narrow range of the parameter hy-
perspace, is responsible for that. Note that fixing
the gρ, g2 and g3 parameters of the model leads to
drastic reduction of statistical errors as compared
with the case when all parameters of the non-linear
functional are permitted to vary in Monte-Carlo
procedure.

• The present investigation reveals strong correla-
tions between a number of the parameters defining
the non-linear CEDFs. Note that these correlations
are dependent on the details of fitting protocol.
They are especially pronounced for the g2 and g3
parameters responsible for the density dependence
of the model. This suggests that these parameters
are not independent. Thus, the accounting of these
parametric correlations will allow in future to re-
duce the number of free parameters of non-linear
meson coupling models from six to five.

Considering the structure of non-linear meson coupling

models and typical features of existing non-linear CEDFs
and their fitting protocols, it is reasonable to expect that
different non-linear functionals will provide comparable
statistical errors for the physical observables of interest.
This was illustrated by comparison of the results for the
NL5(C) and NL5(A) functionals.

Note that obtained statistical errors represent in a
sense their upper limit since the fitting protocol includes
only limited set of nuclei and empirical data. It is ex-
pected that the increase of the size of the dataset in the
fitting protocol will lead to further reduction of statistical
errors [2].

There are clearly many physical observables which are
left outside the present study. However, based on the
present results we can evaluate statistical errors of some
of them. One of the examples is the energies of the single-
particle states in deformed nuclei. The wavefunctions of
the deformed single-particle states are the mixtures of
the contributions coming from different spherical single-
particle states. Thus, the statistical errors for the ener-
gies of deformed single-particle states are expected to be
of similar magnitude as those for spherical states. How-
ever, the fluctuations in their magnitudes are expected
to be smaller as compared with spherical states because
of the above mentioned mixing. For the same reasons,
the statistical errors in charge radii and neutron skins
of deformed nuclei are expected to be comparable with
spherical ones.

Another example is time-odd mean fields. They have
an impact on a considerable number of physical observ-
ables in the systems with broken time-reversal symme-
tries [15, 24]. However, their impact depends on the gω
and mω parameters [24, 74], which according to our re-
sults vary very little (see Fig. 2a, b, c, 5b and 6b). Note
that mω is fixed in many functionals. These facts sug-
gest that statistical errors in time-odd mean fields and
the components of physical observables related to time-
odd mean fields (such as the contribution to the moment
of inertia due to time-odd mean fields [74] or additional
binding due to nuclear magnetism [24]) should be rea-
sonably small.
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FIG. 13. (Color online) The difference between measured and calculated charge radii rch for indicated functionals. The
experimental data are taken from Ref. [73].
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Appendix A: Global performance of the NL5(*)
covariant energy density functionals

The global performance of the NL5(C), NL5(D) and
NL5(E) functionals in the description of ground state
properties of even-even nuclei is presented in Figs. 12
and 13 and summarized in Table X. Experimental data
on binding energies of 835 even-even nuclei is taken from
Ref. [72]; note that there are 640 measured and 195 esti-
mated masses of even-even nuclei in the AME2012 mass
evaluation6. Experimental data on charge radii of 351
even-even nuclei is taken from Ref. [73]. The global per-
formance of the NL5(*) functionals is also compared with

6 For simplicity, we exclude 5 superheavy nuclei with Z = 114, 116
and 118 from comparison between theory and experiment since
the definition of the ground state (prolate normal deformed or
superdeformed) in these nuclei requires extensive and time con-
suming calculations in the axial RHB code with octupole defor-
mation and triaxial RHB code. However, the exclusion of these
nuclei has very little effect on rms deviations presented in the
columns 2-5 of Table X.

the one of the NL3* functional studied in details in Refs.
[3, 29, 31]. Note that the NL3* is the state-of-the-art
functional for the non-linear coupling meson exchange
models (see Ref. [3]) with well documented record of
successful applications to the ground state properties of
even-even nuclei [3, 17, 31], octupole deformation in the
ground states of even-even nuclei [30], giant resonances
[17], the energies and spectroscopic factors of dominant
components of single-particle states in odd-mass nuclei
[21, 68], rotating nuclei [17, 36], fission barriers [75, 76],
superheavy nuclei [29] etc.

The rms deviations ∆Erms ∼ 3.7 MeV between cal-
culated and experimental binding energies E for the
NL5(C) CEDF are very similar to those obtained with
original NL3 functional (see Ref. [77]). The NL3* func-
tional [3, 17] with ∆Erms = 3.0 MeV represents an im-
proved version of this functional. The NL5(D) and espe-
cially NL5(E) functionals provide further improvement of
global description of masses as compared with the NL3*
one (see Table X). They produce comparable with NL3*
description of two-neutron (S2n) and two-proton (S2n)
separation energies (see Table X). With minor differences
the distribution of the Eth−Eexp quantities in the (Z,N)
plane is similar for the NL5(D), NL5(E) and NL3* func-
tionals (Fig. 12). On the contrary, there are substantial
differences between the NL5(C) and NL3* functionals in
that respect.

All functionals give comparable rms deviations for
charge radii ∆(rch)rms (see Table X). Note that the
last column in Table X excludes experimental data on
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FIG. 14. (Color online) Charge quadrupole deformations β2 of the ground states in even-even nuclei obtained in the RHB
calculations with indicated CEDFs.

He (Z = 2) (3 data points) and Cm (Z = 96) (4 data
points) nuclei (see detailed motivation in Sect. X of Ref.
[3]). It is clear that DFTs cannot describe very light nu-
clei such as He. In addition, experimental charge radii
of the Cm (Z = 96) nuclei are lower than those of Pu

(Z = 94) and U (Z = 92) [73]. Such feature goes against
a general trend of the increase of charge radii with the
increase of proton number for comparable deformations
and could be described neither in CDFT (see Ref. [3])
nor in non-relativistic DFT calculations with Gogny D1S
functional (see Supplemental Material to Ref. [78]).
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