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#### Abstract

HoTCoffeeh (Hanbury Brown-Twiss Correlation functions and radii from event-by-event hydrodynamics) is a new computational tool which determines Hanbury Brown-Twiss (HBT) charged pion $\left(\pi^{+}\right)$correlation functions and radii for event-by-event (EBE) hydrodynamics with fluctuating initial conditions in terms of Cooper-Frye integrals, including resonance decay contributions. In this paper, we review the basic formalism for computing the HBT correlation functions and radii with resonance decay contributions included, and discuss our implementation of this formalism in the form of HoTCoffeeh. This tool may be easily integrated with other numerical packages (e.g., [1]) for the purpose of simulating the evolution of heavy-ion collisions and thereby extracting predictions for heavy-ion observables.


PACS numbers: $25.75 .-\mathrm{q}, 12.38 . \mathrm{Mh}, 25.75 . \mathrm{Ld}, 24.10 . \mathrm{Nz}$

## I. INTRODUCTION

Hanbury Brown-Twiss (HBT) interferometry (also known as femtoscopy) is a technique which has been used successfully over the past several decades of heavyion physics to probe the spatio-temporal and dynamical properties of freeze-out surfaces in relativistic heavy-ion collisions. The observables derived from HBT interferometry, known as the HBT radii, thus provide a window into the shapes and sizes of these collisions. Recently, the notion of studying the HBT radii on a collision-bycollision (or event-by-event) basis has been raised [2-4]. This has motivated two distinct questions: (1), whether event-by-event distributions of HBT radii (or HBT distributions) are even experimentally accessible, and (2), if they are, what information they might contain about the properties of heavy-ion collisions. The studies presented in Refs. [2-4] have answered the first question in the affirmative, and have addressed the second question by demonstrating that experimental measurements of the statistical moments of HBT distributions could potentially yield sensitivity to other interesting quantities, such as the value (and temperature dependence) of the specific shear viscosity $\eta / s$ in the quark-gluon plasma (QGP). Probing HBT distributions experimentally may therefore yield valuable insights into the properties of relativistic heavy-ion collisions.

One of the most successful theoretical and phenomenological approaches to date for understanding the properties of heavy-ion collisions involves numerically simulating the various stages of their evolution on an event-byevent basis, and using these simulations to make predictions which can be compared with experimental measurements of event-by-event heavy-ion observables. In particular, a great deal of attention has been paid in this regard to event-by-event fluctuations of observables related to radial flow $\left(\left\langle p_{T}\right\rangle\right)$ [5,6], anisotropic flow $\left(v_{n}\right)$ [7-9], total multiplicity $\left(N^{\mathrm{ch}}\right)$ [10-12], and so on. To extend the successes of this event-by-event hydrodynamic paradigm to
include the HBT radii, then, clearly requires the ability to simulate HBT analyses on an event-by-event basis.

An essential component of any HBT analysis, whether experimental or theoretical, involves properly accounting for the presence of resonance decay contributions to the final pion yields. In the case of experimental HBT, these resonance decay contributions are a contaminating factor which can never be completely eliminated. Theoretically, on the other hand, the resonance decay contributions must be computed separately, in addition to the thermally produced (or "directly emitted") pions of interest. Since the effects of resonances cannot be completely separated experimentally from the effects of direct pion emission, an apples-to-apples comparison between theory and experiment therefore requires theoretical analyses to compute the HBT radii with the resonance decay contributions included. Thus, before the experimental accessibility of HBT distributions (and their connections to other aspects of heavy-ion physics) can be systematically explored from the perspective of hydrodynamics, one must first be able to compute the HBT radii on an event-by-event basis, with all relevant resonance decay contributions included.

In the context of numerical simulations of heavy-ion collisions, such as those considered here, there are at least two different possible approaches to accomplishing this [13]. The first involves terminating the hydrodynamic evolution prior to kinetic freeze-out, converting the entire system to a collection of interacting hadrons whose initial distributions (at the point of conversion) are sampled from Cooper-Frye distributions [14], and allowing those hadrons to scatter microscopically until all interactions cease because the matter has become too dilute. Such an approach is typically called a "hybrid" approach [15]. The second approach involves applying a hydrodynamic description of the system all the way until the entire system has reached kinetic freeze-out, implemented as a sharp transition to free-streaming particles on the so-called freeze-out hypersurface $\Sigma_{\mathrm{f}}$. This approach is often termed a "purely hydrodynamic" approach. The
hybrid approach has the advantage of describing the actual physical situation in heavy-ion collisions more realistically: two-particle correlations are always probed experimentally with only a finite number of particles per event. This means that, in order to obtain good statistical precision, the hadronic "afterburner" must be run multiple times on a single hydrodynamic event. In the purely hydrodynamic approach the two-particle correlations (and therefore the associated HBT radii) are computed as Cooper-Frye integrals [14] of the phase-spacedistribution function over the freeze-out surface which provides results without statistical uncertainties (in effect implementing the assumption that each event emits an infinite number of particles). In this paper, we adopt the purely hydrodynamic approach.

As we discuss below, this problem is computationally complex, especially when the $\sim 1700$ pion producing decay channels of the $\sim 340$ species of resonances with masses below 2 GeV created in the collision are included, as discussed in Ref. [16]. In fact, this complexity is the primary reason that the studies $[2-4]$ omitted the resonance decay contributions from their analyses. In this paper, we introduce a code designed to address the challenge of efficiently computing HBT correlation functions and radii (with all resonance decay effects included) from pure hydrodynamics on an event-by-event basis, thereby allowing a systematic exploration of HBT distributions in heavy-ion collisions to be performed within a reasonable timeframe.

This paper is organized as follows. In Sec. II B, we will define the two-particle correlation function, and Sec. II C will show how the HBT radii are extracted from the correlation function. In order to interpret these radii in terms of spatio-temporal structure of the emitting source, we will show in Sec. II E how they may be computed directly from the emission function which defines the emission probability along the freeze-out surface. In particular, we will show that the HBT radii may be determined from the Fourier-transform of the emission function, and will use this feature to show how they can be related directly to the emission function. The emission function, in turn, will generally receive contributions from particles emitted directly by the source, as well as from particles which are decay products of other directly emitted particles. In Sec. II F, we will show how to include resonance decay effects in the definition of the emission function, thus allowing us to explore the corresponding effects induced by these resonance decay contributions to the extracted HBT radii. Finally, in Sec. III, we will present some of the numerical results obtained using our code, and show how these results compare with the results of previous theoretical HBT analyses.

## II. HBT FORMALISM

The formalism needed for the application of HBT interferometry [17-19] to relativistic heavy-ion collisions
(a.k.a. femtoscopy) is well established, and the reader is referred to Refs. [20-25] for reviews. For a self-contained presentation we review here briefly only the most essential definitions and relations.

## A. Correlation functions

The fundamental object of HBT interferometry is the two-particle momentum correlation function among pairs of particles from a single collision event,

$$
\begin{equation*}
C\left(\vec{p}_{1}, \vec{p}_{2}\right) \equiv \frac{E_{p_{1}} E_{p_{2}} \frac{d^{6} N}{d^{3} p_{1} d^{3} p_{2}}}{\left(E_{\left.p_{1} \frac{d^{3} N}{d^{3} p_{1}}\right)\left(E_{p_{2}} \frac{d^{3} N}{d^{3} p_{2}}\right.}\right)} \tag{1}
\end{equation*}
$$

Even at Large Hadron Collider (LHC) energies the number of particle pairs emitted from a single collision is, however, not large enough to measure this correlation function as a function of all six momentum components with adequate statistical precision. Instead of Eq. (1) experiments therefore measure the ensemble-averaged correlation function

$$
\begin{equation*}
C_{\mathrm{avg}}\left(\vec{p}_{1}, \vec{p}_{2}\right) \equiv \frac{\left\langle E_{p_{1}} E_{p_{2}} \frac{d^{6} N}{d^{3} p_{1} d^{3} p_{2}}\right\rangle_{\mathrm{ev}}}{\left\langle E_{p_{1}} \frac{d^{3} N}{d^{3} p_{1}}\right\rangle_{\mathrm{ev}}\left\langle E_{p_{2}} \frac{d^{3} N}{d^{3} p_{2}}\right\rangle_{\mathrm{ev}}} \tag{2}
\end{equation*}
$$

where the signal pairs in the numerator and the product of single-particle distributions in the denominator (obtained from collecting uncorrelated pairs from mixed events $[24]^{1}$ ) are averaged over sufficiently large sets of collision events with identical event characteristics:

$$
\begin{equation*}
\langle\cdots\rangle_{\mathrm{ev}} \equiv \frac{1}{N_{\mathrm{ev}}} \sum_{k=1}^{N_{\mathrm{ev}}}(\cdots)_{k} \tag{3}
\end{equation*}
$$

## B. HBT radii

The correlation function (2), after being corrected for final-state interactions, exhibits an enhancement for bosons (or a depletion for fermions) near $\vec{q}=0$ which, for spatially Gaussian source functions, can be fitted to

[^0]a Gaussian in $q:^{2}$
\[

$$
\begin{equation*}
C_{\mathrm{fit}}(\vec{q}, \vec{K}) \equiv 1+\lambda(\vec{K}) \exp \left(-\sum_{i, j=o, s, l} R_{i j}^{2}(\vec{K}) q_{i} q_{j}\right) . \tag{4}
\end{equation*}
$$

\]

Here we introduced the relative momentum $q^{\mu}=p_{1}^{\mu}-p_{2}^{\mu}$ between the two particles and their pair momentum $K^{\mu}=\frac{1}{2}\left(p_{1}^{\mu}+p_{2}^{\mu}\right)$, where $p_{i}^{\mu}$ are on-shell four-momenta with $p_{1}^{2}=p_{2}^{2}=m^{2}$ ( $m$ being the mass of the (identical) particles whose correlation is measured). Due to this onshell constraint the four-vectors $q$ and $K$ are orthogonal:

$$
\begin{equation*}
q \cdot K=0 \tag{5}
\end{equation*}
$$

The set of parameters $R_{i j}^{2}(\vec{K})$ in the exponent of Eq. (4) are known as the HBT radius parameters (or "HBT radii" in short). They may be thought of as length scales characterizing the "homogeneity regions" within the emitting source from which particle pairs with pair momentum $\vec{K}[27]$ are emitted. The Gaussian parametrization (4) is exact for emission functions with a Gaussian space-time structure. It is adequate even for nonGaussian sources as long as their deviations from Gaussian structure are generated by additional length scales that are very different from the source radii. Such additional length scales may be generated, for instance, by extremely long-lived resonances (e.g., the $\eta^{\prime}$ meson) whose decays contribute to the final pion yield but are spread over a much larger region than the directly emitted pions. These long-lived resonances lead to a sharp peak in the correlation function near $\vec{q}=0$ which is unresolvably narrow from an experimental standpoint. The experimental correlation function thus features only the much wider (in $q$ ) structure associated with directly emitted pions and those from short-lived resonance decays [22, 28], while the contribution from long-lived resonances is invisible in the correlation function and thereby apparently reduces its value at $\vec{q}=0$. This reduction effect is accounted for by the "intercept parameter" $\lambda(\vec{K})$ in the functional form (4).

We refer to the extraction of HBT radii by a fit of the data with Eq. (4) as the Gaussian fit (or GF) method. In the sum in the exponent, $o, s, l$ denote the outward, sideward and longitudinal directions, respectively. These form a Cartesian coordinate system, with $l$ pointing along the beam (or $z$-) direction and $(o, s)$ spanning the transverse plane. The outward direction points along the

[^1]transverse pair momentum $\vec{K}_{T}$ and forms an azimuthal angle $\Phi_{K}$ with the impact parameter $\vec{b}$ defining the $x$-axis (see Fig. 1).


FIG. 1: (Color online) The out-side-long (osl) coordinate system used for defining the HBT radii. Here, $\vec{r}, \vec{p}_{1,2}, \vec{q}$ and $\vec{K}$ are seen projected into the transverse plane, so that the transverse component of $\vec{K}$ makes an angle $\Phi_{K}$ with the $x$-axis, defined to point in the direction of the impact parameter $\vec{b}$ ( or a proxy for it, such as the elliptic flow angle $\Psi_{2}$ ). The longitudinal direction (i.e., the $z$-direction) is defined to point out of the page.

## C. The emission function

Particle emission is characterized by the emission function $S(x, p)$, a single-particle Wigner function describing the phase-space distribution of the emitted particles. If averaged over phase-space volumes $\gg h^{3}$ it is positive definite and describes the probability for emitting a particle with momentum $p$ from point $x$. The emission function corresponding to the sudden freeze-out of a hydrodynamic fluid on a freeze-out surface $\Sigma_{\mathrm{f}}$ is a classical phase-space distribution and given by the Cooper-Frye prescription [14, 29, 30]

$$
\begin{align*}
S(x, p) & =\frac{1}{(2 \pi)^{3}} \int_{\Sigma_{\mathrm{f}}} p \cdot d^{3} \sigma(y) \delta^{4}(x-y) f(y, p)  \tag{6}\\
f(x, p) & =f_{0}(x, p)+\delta f(x, p) \\
& =\frac{1}{e^{(p \cdot u-\mu) / T}-1}+\frac{\chi\left(p^{2}\right) p^{\mu} p^{\nu} \pi_{\mu \nu}}{2 T^{2}(\mathcal{E}+\mathcal{P})} f_{0}\left(1+f_{0}\right) \tag{7}
\end{align*}
$$

Here the distribution function on $\Sigma_{\mathrm{f}}$ is written as the sum of a local equilibrium distribution $f_{0}$ and a viscous correction $\delta f . f_{0}$ is a function of the (space-time dependent) temperature $T$, chemical potential $\mu$, and hydrodynamic flow velocity $u^{\mu}(x)$ on $\Sigma_{\mathrm{f}}$. The viscous correction
$\delta f[31,32]$ depends on the shear stress tensor $\pi^{\mu \nu}$ on $\Sigma$, normalized by the enthalpy density $\mathcal{E}+\mathcal{P}$ (where $\mathcal{E}(T, \mu)$ and $\mathcal{P}(T, \mu)$ are the energy density and thermal pressure of the fluid, respectively) and contracted with the particle momentum $p$, as well as on a scalar function $\chi\left(p^{2}\right)$ whose specific form varies with the properties of the interactions among the constituents at freeze-out and which we take as $\chi\left(p^{2}\right) \equiv 1$ [32].

If the two identical particles are emitted independently, their quantum-statistical correlations can be expressed through this single-particle emission function as

$$
\begin{equation*}
C(\vec{q}, \vec{K}) \approx 1+\left|\frac{\int d^{4} x S(x, K) e^{i q \cdot x}}{\int d^{4} x S(x, K)}\right|^{2} \tag{8}
\end{equation*}
$$

The nature of the approximations indicated by the " $\approx$ " sign is explained in the many available reviews of the formalism [21-25]; for high-energy collisions between heavy ions they are quite accurate.

For a spatially Gaussian emission function the $q$ dependence of $C(\vec{q}, \vec{K})$ is Gaussian, and the (inverse) width parameters of this Gaussian (i.e. the HBT radii) can be directly extracted from its curvature at the origin $q=0$, giving the following relations [33] between the HBT radii and the space-time variances of the source function $S(x, K)$ :

$$
\begin{equation*}
R_{i j}^{2}=\left\langle\left(x_{i}-\beta_{i} t\right)\left(x_{j}-\beta_{j} t\right)\right\rangle_{S}-\left\langle x_{i}-\beta_{i} t\right\rangle_{S}\left\langle x_{j}-\beta_{j} t\right\rangle_{S} . \tag{9}
\end{equation*}
$$

Here the average $\langle\ldots\rangle_{S}$ denotes the space-time average over the emission function,

$$
\begin{equation*}
\langle f(x)\rangle_{S} \equiv \frac{\int d^{4} x f(x) S(x, K)}{\int d^{4} x S(x, K)} \tag{10}
\end{equation*}
$$

which depends on the pair momentum $K$. This method for computing the HBT radii is called the sourcevariances (SV) method.

Both the SV method and the Gaussian Fit (GF) method described in the preceding subsection become unreliable if the $q$-dependence of the correlation function $C(\vec{q}, \vec{K})$ exhibits strong deviations from a simple Gaussian shape. As we discuss in detail below, the latter is the case when decay products from a large set of resonances with a range of lifetimes contribute to the particles used for the HBT measurement.

## D. Resonance decay contributions

For sudden freeze-out on a surface $\Sigma$, particles (say, pions) are produced in two ways:

1. direct thermal emission from $\Sigma$ according to Eq. (6),
2. indirect emission through decays $r \rightarrow \pi$ of unstable resonances which themselves are emitted according to Eq. (6).

The full emission function is given as the sum of all these contributions: ${ }^{3}$

$$
\begin{equation*}
S(x, p) \equiv S_{\pi}(x, p)=S_{\pi}^{\operatorname{dir}}(x, p)+\sum_{r} S_{r \rightarrow \pi}(x, p) \tag{11}
\end{equation*}
$$

The efficient calculation of the resonance decay contributions to the two-pion correlation function, and the study of their effect on its shape, are the main goals of this work. We therefore briefly outline the calculation of $S_{r \rightarrow \pi}(x, p)$ in the rest of this subsection, following the notation of Ref. [28]. The components of the momentum $P$ of the parent resonance is denoted by capital letters while those of the momentum $p$ of the daughter pion are labeled by lower-case letters. ${ }^{4}$

We work in the $o, s, l$ coordinate system defined by the momentum $\vec{p}$ of the daughter pion. For the calculation of the two-particle correlation function we need $S_{\pi}(x, p)$ at the pair momentum $\vec{K}, p \mapsto K$. In order to avoid confusion between capital and lower-case letters (the capital letter $K$ is not associated with the resonance, but with its decay products), we will make this substitution only at the very end.

In this coordinate system the four-vectors describing the parent resonance and daughter pion are given by

$$
\begin{align*}
P^{\mu} & \equiv\left(E_{P}, P_{o}, P_{s}, P_{l}\right)  \tag{12}\\
& =\left(M_{\perp} \cosh Y, P_{\perp} \cos \Phi, P_{\perp} \sin \Phi, M_{\perp} \sinh Y\right) \\
p^{\mu} & \equiv\left(E, p_{o}, p_{s}, p_{l}\right)  \tag{13}\\
& \equiv\left(m_{\perp} \cosh y, p_{\perp}, 0, m_{\perp} \sinh y\right) .
\end{align*}
$$

The angle $\Phi$ in Eq. (12) is the azimuthal angle between the transverse momenta of the parent resonance and daughter pion.

In the parent resonance rest frame (with variables denoted by a ${ }^{*}$ ), the daughter particle has energy and momentum

$$
\begin{align*}
E^{*} & =\sqrt{m^{2}+p^{* 2}} \\
p^{*} & =\frac{\sqrt{\left[(M+m)^{2}-s\right]\left[(M-m)^{2}-s\right]}}{2 M} \tag{14}
\end{align*}
$$

[^2]where $s=\left(\sum_{i=2}^{n} p_{i}\right)^{2}$ is the squared invariant mass of the remaining $n-1$ daughter particles produced in the (assumed) $n$-body decay. It can vary between $s_{-}=$ $\left(\sum_{i=2}^{n} m_{i}\right)^{2}$ and $s_{+}=(M-m)^{2} . g(s)$ is the decay phase space for the $(n-1)$ unobserved particles. For two- and three-body decays, the latter reads

- for two-body decays:

$$
\begin{equation*}
g(s)=\frac{b}{4 \pi p^{*}} \delta\left(s-m_{2}^{2}\right) \tag{15}
\end{equation*}
$$

- for three-body decays $\left(s_{-}=\left(m_{2}+m_{3}\right)^{2}, s_{+}=\right.$ $\left.(M-m)^{2}\right)$ :

$$
\begin{equation*}
g(s)=\frac{M b}{2 \pi s} \frac{\sqrt{\left[s-\left(m_{2}+m_{3}\right)^{2}\right]\left[s-\left(m_{2}-m_{3}\right)^{2}\right]}}{Q\left(M, m, m_{2}, m_{3}\right)} . \tag{16}
\end{equation*}
$$

To obtain the daughter pion emission function at momentum $p$ we must integrate the decay phase space over all contributing momenta $P$ of the parent resonance. We introduce integration variables $v \in[-1,1], \zeta \in[-\pi, \pi]$ by writing

$$
\begin{align*}
M_{\perp} & =\bar{M}_{\perp}+\Delta M_{\perp} \cos \zeta  \tag{17}\\
Y & =y+v \Delta Y \tag{18}
\end{align*}
$$

where $\Delta M_{\perp}$ and $\Delta Y$ are obtained from the kinematic limits associated with the decay through the following relations [28]

$$
\begin{align*}
M_{\perp, \pm}= & \bar{M}_{\perp} \pm \Delta M_{\perp} \equiv \frac{E^{*} M m_{\perp} \cosh (Y-y)}{m_{\perp}^{2} \cosh ^{2}(Y-y)-p_{\perp}^{2}} \\
& \pm \frac{M p_{\perp} \sqrt{E^{* 2}+p_{\perp}^{2}-m_{\perp}^{2} \cosh ^{2}(Y-y)}}{m_{\perp}^{2} \cosh ^{2}(Y-y)-p_{\perp}^{2}}  \tag{19}\\
Y_{ \pm}= & y \pm \Delta Y \equiv y \pm \ln \left(\frac{p^{*}}{m_{\perp}}+\sqrt{1+\frac{p^{* 2}}{m_{\perp}^{2}}}\right)
\end{align*}
$$

With these definitions the contribution to Eq. (11) from the decay of resonance $r$ can be written as [28]
$S_{r \rightarrow \pi}(x, p)=\sum_{k= \pm} \int_{\mathbf{R}} \int_{0}^{\infty} \Gamma d \tau e^{-\Gamma \tau} S_{r}^{\operatorname{dir}}\left(x-\frac{P^{k} \tau}{M}, P^{k}\right)$,
where $\Gamma$ is the width of the resonance $r$ and

$$
\begin{align*}
\int_{\mathbf{R}} & \equiv M \int_{s_{-}}^{s_{+}} d s g(s) \int_{-1}^{+1} \frac{\Delta Y d v}{\sqrt{m_{\perp}^{2} \cosh ^{2}(v \Delta Y)-p_{\perp}^{2}}} \\
& \times \int_{0}^{\pi} d \zeta\left(\bar{M}_{\perp}+\Delta M_{\perp} \cos \zeta\right) \tag{22}
\end{align*}
$$

The sum over $k= \pm$ in Eq. (21) corresponds to the following two solutions of the energy-momentum constraints between the parent and daughter momenta [28]:

$$
\begin{equation*}
P^{ \pm} \equiv\left(M_{\perp} \cosh Y, P_{\perp} \cos \Phi_{ \pm}, P_{\perp} \sin \Phi_{ \pm}, M_{\perp} \sinh Y\right) \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{ \pm} \equiv \pm \tilde{\Phi} \quad \text { with } \cos \tilde{\Phi} \equiv \frac{m_{\perp} M_{\perp} \cosh (Y-y)-E^{*} M}{p_{\perp} P_{\perp}} \tag{24}
\end{equation*}
$$

## E. Resonance decay effects on the HBT radii from the SV method

In this and the following subsection we describe the effects of resonance decays on the HBT radii when using the source-variances (SV) and Gaussian fitting (GF) methods for their computation.

In the SV method, Eqs. (9) and (10) show that computing the HBT radii involves evaluating the following integrals:

$$
\begin{equation*}
\int_{x} S(x, p), \int_{x} x^{\mu} S(x, p), \int_{x} x^{\mu} x^{\nu} S(x, p) \tag{25}
\end{equation*}
$$

In this and the following subsection, we return to the standard Cartesian coordinate system with $x \equiv$ $\left(x^{0}, x^{1}, x^{2}, x^{3}\right) \equiv(t, \mathrm{x}, \mathrm{y}, z)$. We use roman letters for the coordinates x and y , to distinguish the coordinate y from the momentum rapidity $y$. In this coordinate system, the transverse momentum of the daughter pion has momentum $\vec{p}_{\perp}=\left(p_{x}, p_{y}\right)=p_{\perp}\left(\cos \phi_{p}, \sin \phi_{p}\right)$. We also introduce the shorthand notation $\int_{x} \cdots \equiv \int d^{4} x \ldots$

Substituting Eq. (11) for the full emission function $S(x, p)$ into, say, the last expression one finds

$$
\begin{align*}
\int_{x} x^{\mu} x^{\nu} S(x, p)= & \int_{x} x^{\mu} x^{\nu} S_{\pi}^{\mathrm{dir}}(x, p) \\
& +\sum_{r} \int_{x} x^{\mu} x^{\nu} S_{r \rightarrow \pi}(x, p) \tag{26}
\end{align*}
$$

with similar expressions for the other integrals above. The direct contribution in the first term is a standard Cooper-Frye integral and straightforwardly evaluated with existing tools. We now show how to simplify the sum over resonance contributions in the second term.

Substituting Eqs. (6), (21) and (22) into Eq. (26) and using the integration over $x$ to eliminate the $\delta$-function in
(6) we find

$$
\begin{equation*}
\int_{x} x^{\mu} x^{\nu} S_{r \rightarrow \pi}(x, p)=\frac{1}{(2 \pi)^{3}} \sum_{k= \pm} \int_{\mathbf{R}} \int_{0}^{\infty} \Gamma d \tau e^{-\Gamma \tau} \int_{\Sigma} P^{k} \cdot d^{3} \sigma(\tilde{x})\left(\tilde{x}^{\mu}+\left(\frac{P^{k}}{M}\right)^{\mu} \tau\right)\left(\tilde{x}^{\nu}+\left(\frac{P^{k}}{M}\right)^{\nu} \tau\right) f_{r}\left(\tilde{x}, P^{k}\right) \tag{27}
\end{equation*}
$$

The $\tau$-integral can be done analytically leading to

$$
\begin{equation*}
\int_{x} x^{\mu} x^{\nu} S_{r \rightarrow \pi}(x, p)=\sum_{k= \pm} \int_{\mathbf{R}}\left[\left\{\tilde{x}^{\mu} \tilde{x}^{\nu}\right\}_{r}^{k}+\alpha_{k}^{\mu}\left\{\tilde{x}^{\nu}\right\}_{r}^{k}+\alpha_{k}^{\nu}\left\{\tilde{x}^{\mu}\right\}_{r}^{k}+2 \alpha_{k}^{\mu} \alpha_{k}^{\nu}\{1\}_{r}^{k}\right] \tag{28}
\end{equation*}
$$

where we introduced the shorthands

$$
\begin{align*}
\alpha_{k}^{\mu} & \equiv\left(P^{k}\right)^{\mu} /(\Gamma M)  \tag{29}\\
\{\ldots\}_{r}^{k} & \equiv \frac{1}{(2 \pi)^{3}} \int_{\Sigma} P^{k} \cdot d^{3} \sigma(\tilde{x})\{\ldots\} f_{r}\left(\tilde{x}, P^{k}\right)=\int_{x}\{\ldots\} S_{r}^{\mathrm{dir}}\left(x, P^{k}\right) \tag{30}
\end{align*}
$$

Similarly

$$
\begin{align*}
& \int_{x} x^{\mu} S_{r \rightarrow \pi}(x, p)=\sum_{k= \pm} \int_{\mathbf{R}}\left[\left\{\tilde{x}^{\mu}\right\}_{r}^{k}+\alpha_{k}^{\mu}\{1\}_{r}^{k}\right]  \tag{31}\\
& \int_{x} S_{r \rightarrow \pi}(x, p)=\sum_{k= \pm} \int_{\mathbf{R}}\{1\}_{r}^{k} \tag{32}
\end{align*}
$$

We refer to $\{1\}_{r}^{k},\left\{\tilde{x}^{\mu}\right\}_{r}^{k}$, and $\left\{\tilde{x}^{\mu} \tilde{x}^{\nu}\right\}_{r}^{k}$ as space-time moments of the single-particle distribution for the resonance $r$, evaluated at momentum $P^{k}$. In general, each spacetime moment possesses a three-dimensional dependence on the momentum $P^{k}$, including the two-dimensional transverse momentum $\vec{P}_{\perp}^{k}$ and the rapidity $Y$ characterizing the longitudinal motion. The additional assumption of boost-invariance, however, allows us to simplify the problem somewhat further, by enabling us to separate out the dependence on $Y$.

Let us illustrate this with a few examples. Boost invariance requires that all spatial observables (e.g., $T^{\mu \nu}(x)$ ) be independent of the space-time rapidity

$$
\begin{equation*}
\eta_{s} \equiv \frac{1}{2} \ln \left(\frac{t+z}{t-z}\right) \tag{33}
\end{equation*}
$$

and that all momentum-space observables (e.g., $E_{p}\left(d N / d^{3} p\right)$ ) are independent of the longitudinal momentum-space rapidity

$$
\begin{equation*}
y \equiv \frac{1}{2} \ln \left(\frac{E_{p}+p_{z}}{E_{p}-p_{z}}\right) . \tag{34}
\end{equation*}
$$

Distribution functions such as $f(x, p)$ and $S(x, p)$ are allowed to depend only on the difference $\eta_{s}-y$. Then

$$
\begin{align*}
E_{p} \frac{d N}{d^{3} p} & =\int_{x} S(x, p) \\
& =\int d^{2} r_{\perp} \int_{0}^{\infty} \tau d \tau \int_{-\infty}^{\infty} d \eta_{s} S\left(\vec{r}_{\perp}, \tau, \vec{p}_{\perp}, \eta_{s}-y\right) \\
& =\int d^{2} r_{\perp} \int_{0}^{\infty} \tau d \tau \int_{-\infty}^{\infty} d \tilde{\eta}_{s} S\left(\vec{r}_{\perp}, \tau, \vec{p}_{\perp}, \tilde{\eta}_{s}\right)(35) \tag{35}
\end{align*}
$$ is automatically $y$-independent.

For source variances that depend on space-time rapidity, however, eliminating the $y$-independence by a shifting the space-time rapidity under the integral is no longer possible. For instance

$$
\begin{align*}
\langle t\rangle \equiv\left\langle\tau \cosh \eta_{s}\right\rangle\left(\vec{p}_{\perp}, y\right) & \equiv \int d^{2} r_{\perp} \int_{0}^{\infty} \tau^{2} d \tau \int_{-\infty}^{\infty} d \eta_{s} \cosh \eta_{s} S\left(\vec{r}_{\perp}, \tau, \vec{p}_{\perp}, \eta_{s}-y\right) /\{1\} \\
& =\int d^{2} r_{\perp} \int_{0}^{\infty} \tau^{2} d \tau \int_{-\infty}^{\infty} d \tilde{\eta}_{s} \cosh \left(\tilde{\eta}_{s}+y\right) S\left(\vec{r}_{\perp}, \tau, \vec{p}_{\perp}, \tilde{\eta}_{s}\right) /\{1\} \\
& =\cosh y\langle t\rangle_{y=0}+\sinh y\langle z\rangle_{y=0} \tag{36}
\end{align*}
$$

where $\{1\} \equiv\{1\}(p) \equiv \int_{x} S(x, p)$ is $y$-independent. Similar identities hold for the other source variances which depend
on $t$ or $z$. Explicitly, they are:

$$
\begin{align*}
\langle z\rangle & \equiv \cosh y\langle z\rangle_{y=0}+\sinh y\langle t\rangle_{y=0}  \tag{37}\\
\left\langle t^{2}\right\rangle & \equiv \cosh ^{2} y\left\langle t^{2}\right\rangle_{y=0}+\sinh (2 y)\langle z t\rangle_{y=0}+\sinh ^{2} y\left\langle z^{2}\right\rangle_{y=0}  \tag{38}\\
\left\langle z^{2}\right\rangle & \equiv \cosh ^{2} y\left\langle z^{2}\right\rangle_{y=0}+\sinh (2 y)\langle z t\rangle_{y=0}+\sinh ^{2} y\left\langle t^{2}\right\rangle_{y=0}  \tag{39}\\
\langle z t\rangle & \equiv \cosh (2 y)\langle z t\rangle_{y=0}+\sinh (2 y) \frac{1}{2}\left(\left\langle z^{2}\right\rangle+\left\langle t^{2}\right\rangle\right)_{y=0}  \tag{40}\\
\langle\mathrm{y} z\rangle & \equiv \cosh y\langle\mathrm{y} z\rangle_{y=0}+\sinh y\langle\mathrm{y} t\rangle_{y=0}  \tag{41}\\
\langle\mathrm{x} z\rangle & \equiv \cosh y\langle\mathrm{x} z\rangle_{y=0}+\sinh y\langle\mathrm{x} t\rangle_{y=0}  \tag{42}\\
\langle\mathrm{y} t\rangle & \equiv \cosh y\langle\mathrm{y} t\rangle_{y=0}+\sinh y\langle\mathrm{y} z\rangle_{y_{p}=0}  \tag{43}\\
\langle\mathrm{x} t\rangle & \equiv \cosh y\langle\mathrm{x} t\rangle_{y=0}+\sinh y\langle\mathrm{x} z\rangle_{y=0} \tag{44}
\end{align*}
$$

The remaining source variances do not depend on either $t$ or $z$ and are thus (according to Eq. (35)) independent of $y$. These equations show that the $y$-dependence of the source variances can be calculated trivially from their values at midrapitity $y=0$. Hence, for boost-invariant
sources, we need to compute the space-time moments of the source only on a two-dimensional grid at $y=0$.

The source variances including resonance decay contributions can now be written as

$$
\begin{align*}
\left\langle x^{\mu} x^{\nu}\right\rangle(p) & =\int_{x} x^{\mu} x^{\nu} S(x, p) /\{1\}(p)  \tag{45}\\
& =\left[\int_{x} x^{\mu} x^{\nu} S_{\pi}^{\operatorname{dir}}(x, p)+\sum_{r} \sum_{k= \pm} \int_{\mathbf{R}} \int_{x}\left(x^{\mu} x^{\nu}+\alpha_{k}^{\mu} x^{\nu}+\alpha_{k}^{\nu} x^{\mu}+2 \alpha_{k}^{\mu} \alpha_{k}^{\nu}\right) S_{r}^{\mathrm{dir}}\left(x, P^{k}\right)\right] /\{1\}(p)
\end{align*}
$$

where $\alpha_{k}^{\mu}$ is defined in Eq. (29) and

$$
\begin{equation*}
\{1\}(p)=\int_{x} S_{\pi}^{\mathrm{dir}}(x, p)+\sum_{r} \sum_{k= \pm} \int_{\mathbf{R}} \int_{x} S_{r}^{\mathrm{dir}}\left(x, P^{k}\right)=\{1\}^{\mathrm{dir}}+\sum_{r} \sum_{k= \pm} \int_{\mathbf{R}}\{1\}_{r}^{k} \tag{46}
\end{equation*}
$$

Equation (45) exposes most clearly the optimal way of structuring the calculation of the source variances with resonances, since each term under the sum of decay
phase-space integrals over resonance emission functions has the generic form given in Eq. (30). We outline this approach in Algorithm 1.

Since the source variances are here computed in the laboratory-fixed Cartesian coordinate system ( $t$, $\mathrm{x}, \mathrm{y}, z$ ) while the HBT radii are defined and measured in the osl-coordinate system, the last step in Algorithm 1 contains an implicit transformation between these two coordinate systems. For this step we substitute for $\vec{p}$ the pair momentum $\vec{K}=\left(K_{\perp} \cos \Phi_{K}, K_{\perp} \sin \Phi_{K}, K_{l}\right)$. The necessary transformation rules are then (see Fig. 1)

$$
\begin{align*}
x_{o} & =r \cos \left(\phi-\Phi_{K}\right)=\mathrm{x} \cos \Phi_{K}+\mathrm{y} \sin \Phi_{K}  \tag{47}\\
x_{s} & =r \sin \left(\phi-\Phi_{K}\right)=-\mathrm{x} \sin \Phi_{K}+\mathrm{y} \cos \Phi_{K}  \tag{48}\\
x_{l} & =z \tag{49}
\end{align*}
$$

Thus we find, for instance,

$$
\begin{align*}
\left\langle x_{o} x_{l}\right\rangle_{S} & =\cos \Phi_{K}\langle\mathrm{x} z\rangle+\sin \Phi_{K}\langle\mathrm{y} z\rangle \\
& =\cos \Phi_{K} \frac{\int_{x} \mathrm{x} z S\left(x ; K_{T}, \Phi_{K}\right)}{\int_{x} S\left(x ; K_{T}, \Phi_{K}\right)}+\sin \Phi_{K} \frac{\int_{x} \mathrm{y} z S\left(x ; K_{T}, \Phi_{K}\right)}{\int_{x} S\left(x ; K_{T}, \Phi_{K}\right)} \tag{50}
\end{align*}
$$

## Algorithm 1 Efficiently compute source variances with resonance decay contributions

for all resonance $r$ and $\pi^{+}$do
Compute the set of quantities $\int_{x} S_{r}^{\mathrm{dir}}(x, p), \int_{x} x^{\mu} S_{r}^{\mathrm{dir}}(x, p), \int_{x} x^{\mu} x^{\nu} S_{r}^{\mathrm{dir}}(x, p)$ on a two-dimensional grid in $\vec{p}_{\perp}$ (e.g., $p_{\perp}$ and $\phi_{p}$ ), and use Eqs. (36)-(44) to obtain the dependence on the rapidity $y$

Use these grids to evaluate the various terms in the quantities (25) as described in Eq. (45)

## end for

Sum the thermal and resonance decay contributions to obtain the full set of quantities $\int_{x} S(x, p), \int_{x} x^{\mu} S(x, p)$, and $\int_{x} x^{\mu} x^{\nu} S(x, p)$
6: Use these quantities to construct the full source variances, e.g.,

$$
\langle x z\rangle_{S}=\frac{\int_{x} x z S(x, p)}{\int_{x} S(x, p)}
$$

Compute the HBT radii from the complete set of the full source variances
and similarly for the other source variances in the oslcoordinates. The HBT radii are then determined by inserting this set of quantities into the expression (9).

## F. Resonance decay effects on the HBT radii from the GF method

To apply the Gaussian Fit method we must first compute the correlation function (8), by Fourier transforming the full emission function (11). Starting from Eq. (21) we find

$$
\begin{align*}
\tilde{S}_{r \rightarrow \pi}(q, p)= & \int_{x} e^{i q \cdot x} S_{r \rightarrow \pi}(x, p) \\
= & \sum_{ \pm} \int_{\mathbf{R}} \int_{0}^{\infty} d(\Gamma \tau) \exp \left[-\Gamma \tau\left(1-i \frac{q \cdot P^{ \pm}}{M \Gamma}\right)\right] \\
& \times \int_{x} e^{i q \cdot x} S_{r}^{\operatorname{dir}}\left(x, P^{ \pm}\right) \\
= & \sum_{ \pm} \int_{\mathbf{R}} \frac{1}{1-i \frac{q \cdot P^{ \pm}}{M \Gamma}} \tilde{S}_{r}^{\operatorname{dir}}\left(q, P^{ \pm}\right), \tag{51}
\end{align*}
$$

where in the first step we shifted the $x$-integration variable before performing the $\tau$-integration.

As noted in Eq. (5), the four components of $q$ are not independent, but constrained by orthogonality to the pair momentum $K$ :

$$
\begin{equation*}
q^{0}=\vec{\beta} \cdot \vec{q}, \quad \vec{\beta}=\vec{K} / K^{0} \approx \vec{K} / E_{K}=\frac{\vec{K}}{\sqrt{m_{\pi}^{2}+\vec{K}^{2}}} \tag{52}
\end{equation*}
$$

Writing

$$
\begin{equation*}
\vec{p}_{1}=\vec{K}+\frac{\vec{q}}{2}, \vec{p}_{2}=\vec{K}-\frac{\vec{q}}{2} \tag{53}
\end{equation*}
$$

we obtain the useful relation

$$
\begin{align*}
q^{0} \equiv & E_{1}-E_{2}=\sqrt{m_{\pi}^{2}+\vec{p}_{1}^{2}}-\sqrt{m_{\pi}^{2}+\vec{p}_{2}^{2}} \\
= & \sqrt{m_{\pi}^{2}+\vec{K}^{2}+\frac{1}{4} \vec{q}^{2}+\vec{q} \cdot \vec{K}} \\
& -\sqrt{m_{\pi}^{2}+\vec{K}^{2}+\frac{1}{4} \vec{q}^{2}-\vec{q} \cdot \vec{K}} \tag{54}
\end{align*}
$$

The Fourier transform is therefore not fully fourdimensional since $q^{0}$ is not an independent degree of freedom. ${ }^{5}$ Using Eq. (52) to eliminate $q^{0}$ from Eq. (51), the correlation function (8) can be written in terms of the on-shell Fourier transform of the emission function as

$$
\begin{equation*}
C(\vec{q}, \vec{K})=1+\frac{N(\vec{q}, \vec{K})}{N(0, \vec{K})}, \tag{56}
\end{equation*}
$$

where ${ }^{6}$

$$
\begin{align*}
N(\vec{q}, \vec{K}) \equiv & \left|\tilde{S}_{\pi}^{\mathrm{dir}}(\vec{q}, \vec{K})\right|^{2}+\left|\sum_{r} \tilde{S}_{r \rightarrow \pi}(\vec{q}, \vec{K})\right|^{2} \\
& +2 \sum_{r} \operatorname{Re}\left[\tilde{S}_{\pi}^{\mathrm{dir}}(\vec{q}, \vec{K}) \tilde{S}_{r \rightarrow \pi}^{*}(\vec{q}, \vec{K})\right] \tag{57}
\end{align*}
$$

After Eq. (56) has been computed the GF HBT radii are obtained by fitting to the functional form (4). To com-

[^3]pute the thermal pion GF HBT radii one keeps only the first term in the numerator and denominator of Eq. (56).

The on-shell constraint on $q^{0}$ entails a subtlety for the numerical evaluation of the decay phase-space integrals in Eq. (51) that requires discussion. As described in the Appendix, these integrals are computed by interpolating a precomputed momentum-space array of Fouriertransformed emission functions $\tilde{S}_{r}^{\text {dir }}\left(q, P^{ \pm}\right)$. If we use the on-shell constraint for $q^{0}$ before computing this array, it will be 8 -dimensional, labeled by $q_{x}, q_{y}, q_{z} ; P_{T}^{k}, \Phi_{P}, Y_{P}$ as well as additionally by $K_{T}$ and $\Phi_{K}$ through the constraint (52) ${ }^{7}$. It is more economical to instead leave $q^{0}$ initially unconstrained and evaluate $\tilde{S}_{r}^{\text {dir }}\left(q, P^{ \pm}\right)$on a 7 dimensional grid $\left(q_{x}, q_{y}, q_{z}, q^{0} ; P_{T}^{k}, \Phi_{P}, Y_{P}\right)$, interpolating $q^{0}$ to the desired value $q^{0}=\vec{q} \cdot \vec{K} / E_{K}$ only at the end of the calculation. Details of the algorithm for computing Eq. (56) are found in the Appendix.

## G. Gaussian Fit procedure

By definition, the GF HBT radii must be determine by fitting the correlation function (8) to the functional form (4). The challenges of performing such fits are already well-documented [37], and should be matched as closely as possible to the experimental procedure. This procedure comprises several key ingredients, including the following:

1. Distinguishing between one-dimensional and threedimensional Gaussian fits. In principle, there are different ways of fitting of the correlation function. One-dimensional fits are performed along a slice of the correlation function along some axis in $q$ space. By construction, such a fit optimally represents just this slice in a Gaussian form, without constraints from other directions in $q$-space. By contrast, a three-dimensional fit must represent not just the correlation function slices along each axis in $q$-space, but must also fit as closely as possible points which lie off-axis as well. One-dimensional and three-dimensional fits therefore yield somewhat different results, and it is crucial to recognize that only the latter correspond to the most general, three-dimensional HBT analyses which experimentalists perform [26]. It is easy to appreciate how these differences originate. Consider a correlation function evaluated in $N_{q}^{3}$ bins in $q$-space, with $N_{q}$ bins along each axis, each spaced from $-q_{\text {max }}$ to $+q_{\max }$, for simplicity. Now, consider separating the $q$-bins into those with $|q| \geq q_{\max } / 2$ and $|q|<q_{\max } / 2$ along each $q$-axis. Clearly, for the

[^4]one-dimensional fits along each axis, assuming the $q$-bins are equally spaced and have identical error bars, these fits will be equally weighted between the $q$-bins at $|q| \leq q_{\max } / 2$ and those with $|q|<q_{\max } / 2$, i.e., there will be an equal number $N_{q} / 2$ of $q$-bins to fit in each interval. For a simultaneous three-dimensional fit, on the other hand, the same separation of the $q$-bins now yields $\left(N_{q} / 2\right)^{3}=N_{q}^{3} / 8 q$-bins with $|q|<q_{\text {max }} / 2$ in each direction, and $N_{q}^{3}-N_{q}^{3} / 8=7 N_{q}^{3} / 8 q$-bins which are outside this region. The three-dimensional fit must therefore fit a proportionately much larger number of $q$-bins at large, off-axis values of $q$ than at small, on-axis values of $q$. Thus, as we will see below, three-dimensional fits will tend to better represent large- $q$ structure of the correlation function, while one-dimensional fits will tend to represent the correlation function more closely near the origin in $q$-space. Since the smallest lengthscales in the system generate the widest structures in $q$-space, this implies that three-dimensional fits will tend to yield smaller estimates for the HBT radii than onedimensional fits.
2. Performing fit-range studies. One method commonly used for testing the convergence of a fit to a correlation function involves varying the $q_{\text {max }}$ of the bins which are used in the fit [37]. Varying $q_{\text {max }}$ in this way constitutes a fit-range study. Conducting such a study allows one to explore how the quality of the fit is affected by where the $q$-bins are cut off. If $q_{\max }$ is too small, then the fit will overrepresent the shape of the correlation function at the $q$-origin, and under-represent its shape at large$q$. An adequate fit to the entire correlation function must therefore be stable with respect to choice of $q_{\text {max }}$. Because of the difficulty of computing the correlation function at the large number of points required to reliably perform fit-range studies, we currently have not implemented this feature in our analysis.
3. Including experimental uncertainties. Estimation and incorporation of systematic and statistical uncertainties form an extremely intricate and involved component of experimental HBT analyses. In general, different $q$-bins are subject to different levels of uncertainty, and this uncertainty directly affects the quality of the fit which one extracts from the correlation function. In order to provide a meaningful comparison between the theoretically computed correlation functions and those measured experimentally, it is essential to correctly account for the presence of statistical uncertainties, especially when the measured correlation function deviates significantly from a Gaussian form.

After computing the correlation function (56), we extract the GF HBT radii from it by performing a least-squares
fit to the form (4). To do this we minimize the $\chi^{2}$ function for the correlation function, which we define by

$$
\begin{equation*}
\chi^{2} \equiv \sum_{k=1}^{N}\left[\frac{C\left(\vec{q}^{(k)}, \vec{K}\right)-C_{\mathrm{fit}}\left(\vec{q}^{(k)}, \vec{K}\right)}{\sigma_{k}}\right]^{2} \tag{58}
\end{equation*}
$$

where $C\left(\vec{q}^{(k)}, \vec{K}\right)$ is the computed value of the correlation function in the $k$ th $\vec{q}$-bin, the index $k$ ranges over the $N$ total points (i.e., bins) for which $C(\vec{q}, \vec{K})$ has been computed.

For the results presented in this paper, we take $\sigma_{k}=$ $10^{-3}$ for all $k .^{8}$ This means that deviations of the fit from the data points in the small- $q$ region (where the correlation function $C\left(\vec{q}^{(k)}, \vec{K}\right)$ is the largest) will make larger contributions to the total $\chi^{2}$ of the fit than points in the large- $q$ region (with the exception that we omit the point $\vec{q}=0$ from the fit, since it is not experimentally accessible, and its omission has a negligible effect on the fit radii). Our approach here differs from that adopted in most experimental analyses, which fit the quantity $\ln \left(C\left(\vec{q}^{(k)}, \vec{K}\right)-1\right)$ instead of $C\left(\vec{q}^{(k)}, \vec{K}\right)$. If we were to compute HBT radii to be compared to experimental data we would have to follow the experimental procedure.

The minimization itself is implemented numerically in terms of standard GSL routines designed for this purpose.

As we have already observed, the fitting of the correlation function is highly sensitive to the distribution of points in $\vec{q}$-space. In this paper, we choose the grid of points to have a uniform spacing along the $q_{x}, q_{y}$, and $q_{z}$ axes (the corresponding osl coordinates of any $\vec{q}-$ point are then obtained with a positive rotation around the $z$ axis by angle $\Phi_{K}$ according to Eqs. (49)). After computing the correlation function for each of the $N$ $\vec{q}$-bins, we perform a full, three-dimensional fit of (56) to (4) by minimizing the $\chi^{2}$-function (58). Here we do not attempt to perform fit-range studies or mimic experimental error bars in our fitting procedure. This is mostly because we find that resonance decays introduce strong non-Gaussianity in the correlation function such that the HBT radii extracted from a Gaussian fit depend sensitively on the binning of the correlation function in $\vec{q}$-space which must therefore be closely matched between theory and experiment for meaningful comparisons.

## III. RESULTS

Using the iEBE-VISHNU package [1] we generated an ensemble of $N_{\text {ev }}=1000$ central $(0-10 \%) \mathrm{Au}+\mathrm{Au}$ events at $\sqrt{s}=200 A \mathrm{GeV}$, and then used the HoTCoffeeh code presented in this paper to compute the HBT correlation

[^5]functions and radii for pion pairs, using both the SV and GF methods for comparison. The hydrodynamic event sample is identical with the one described and studied in Ref. [4]; it assumes viscous fluid dynamic evolution of the hot matter created in the collision with a constant specific shear viscosity $\eta / s=0.08$. In this section we study in detail all systematic features of the HBT radii associated with this hydrodynamic event ensemble and compare our results qualitatively with those from earlier studies of more schematic model sources [28] and of ideal fluid dynamical simulations of smooth initial conditions [37].

## A. Correlation functions with and without resonance decays

To build intuition for the qualitative influence of resonance decay contributions on the shape of the two-pion correlation function and the HBT radii associated with it, we compare in Fig. 2 the correlation functions for directly emitted pions (dashed lines) with those obtained from the full emission function including all resonance decay contributions (solid lines).

While the correlation functions for directly emitted pions look pretty Gaussian (although a more quantitative analysis exposes that this not really true along the $q_{l}$ direction $[28,37]$ ), adding the contributions from resonance decays clearly distorts the shape of correlation function in all three directions, making it much sharper than a Gaussian near $q=0$. In addition, the peak of the correlation function at $q=0$ never reaches the value 2 once resonance decay pions are included, on account of the long-lived resonances such as the $\eta$ meson which contribute to the pion yield in the denominator of the correlation function but whose contribution to the numerator is almost a $\delta$-function at $q=0$ and cannot be resolved experimentally, due to finite momentum resolution. ${ }^{9}$ Both effects, the depression of the correlation peak at $q=0$ and the non-Gaussian distortion of the $\vec{q}$-dependence, are stronger for pion pairs with small pair momentum $K$ and slowly die out at large pair momentum. For the intercept $\lambda$, extracted as an additional fit parameter in (4), this is shown in Fig. 3 (see also [28]). This reflects the fact [42] that the decay phase-space favors low transverse momenta for decay pions from heavy resonances while at large transverse momenta the directly emitted pions dominate. Radial flow reduces this bias [28] but does not fully eliminate it. Furthermore, as noted in [37], $\lambda(\vec{K})$ may continue to deviate from unity even if resonances decays are excluded, due to the inability of a

[^6]

FIG. 2: (Color online) Slices of the full ensemble-averaged correlation function $C_{\text {avg }}$ (2) including all resonance decays (solid lines) along the $q_{o}, q_{s}$ and $q_{l}$ axes (from left to right), compared with the analogous results for directly emitted ("thermal") pions only (dashed lines), for three choices of the pair momentum, $K_{T}=0,0.4$, and 1.0 GeV (from top to bottom). The pair momentum $\vec{K}_{T}$ was chosen to point in x-direction $\left(\Phi_{K}=0\right)$ such that $q_{x}=q_{o}$ and $q_{y}=q_{s}$. The ensemble consists of $N_{\mathrm{ev}}=1000$ hydrodynamically evolved central ( $0-10 \%$ centrality) Au-Au collisions with $\eta / s=0.08$ at $\sqrt{s}=200 A \mathrm{GeV}$.
three-dimensional Gaussian fit to fully capture the nonGaussian $q_{l}$ dependence that survives even for thermally emitted pions due to the boost-invariant longitudinal expansion of the source [28].

## B. HBT radii including resonance decays: SV method

In this subsection we study the HBT radii extracted via the SV methods, their event-by-event distributions, means and variances, for the same ensemble of 1000
events discussed above.
Figures $4-6$ show the event-by-event distributions of the $\Phi_{K}$-averaged sideward, outward and longitudinal radius parameters, respectively, normalized by their mean values, for six different values of the pair momentum $K_{T}$. The left panels (a) show the full result, the right panels (b) are obtained by removing the viscous $\delta f$ correction from Eq. (7). We see that $\delta f$ has no obvious visible effect on these distributions. In the rest of this paper we therefore always include the $\delta f$ correction.

The shapes of these distributions show very little $K_{T^{-}}$ dependence for the sideward and longitudinal radii, with


FIG. 3: (Color online) The intercept parameter $\lambda(\vec{K})$ (defined in Eq. (4)) as a function of $\vec{K}$, for a three-dimensional Gaussian fit to the full correlation function including resonances shown in Fig. 2.
$\mathrm{a} \sim 10 \%$ width over the entire range of $K_{T}$ values studied. As seen in Fig. 7 below, the mean values of both $R_{s}^{2}$ and $R_{l}^{2}$ decrease with increasing pair momentum; Figs. 4 and 6 imply that the widths of their distributions decrease in sync with their mean values.

The similarly normalized width of the outward radius parameter $R_{o}^{2}$, shown in Fig. 5, strongly increases with increasing pair momentum, doubling from about $15 \%$ at small $K_{T}$ to more than $30 \%$ at $K_{T}=1 \mathrm{GeV}$. As discussed in Refs. [2, 4], this increased variance at higher $K_{T}$ can be attributed to the contribution to $R_{o}^{2}$ from the emission duration, $\beta_{T}^{2}\left(\left\langle t^{2}\right\rangle-\langle t\rangle^{2}\right)$, which strongly fluctuates at large $K_{T}$. These increasing fluctuations of the emission duration are generic and occur whether or not resonance decay contributions are included. We will see below that the GF HBT radii exhibit the same feature.

We next consider the result of ensemble averaging the SV HBT radii, including all resonance decay contributions. We present these results in Fig. 7. As discussed in Ref. [3], the HBT radii corresponding to the ensembleaveraged correlation function (2) do not agree with the direct arithmetic average of HBT radii from the individual fluctuating events, but differ by an event multiplicity weight. We checked that for the ensemble of events studied here multiplicity fluctuations are small and the difference between the two definitions of the average HBT radius parameters is less than $1 \%$. We therefore present only the arithmetically averaged HBT radius parameters $\left\langle R_{i}^{2}\right\rangle=\sum_{k=1}^{N_{\mathrm{ev}}}\left(R_{i}^{2}\right)^{(k)} / N_{\mathrm{ev}}$.

Figure 7a shows as solid lines the azimuthally and ensemble averaged sideward, outward and longitudinal radii from the SV method, including all resonance decays, as a function of pair momentum $K_{T}$. They are very much larger than those obtained from the emission function for just the directly emitted pions (dashed lines, see also [3]).

For the squared transverse radii at $K_{T}=0$ the difference is a factor 15 , corresponding to radii that are almost a factor 4 larger. This is an artifact of the SV method which measures the curvature of the two-pion correlation function at $q=0$ rather than its inverse width. For small $K_{T}$ this curvature is large, as seen in the top row of Fig. 2, being dominated by the very large emission regions and emission durations of pions from the longestlived resonances in the mix. For larger $K_{T}$ values pions from resonance decays play a less important role, and the difference between the curvature of the correlation function at $q=0$ and its inverse width becomes less pronounced. Generally speaking we see, however, that SV HBT radii (which measure the curvature of the correlation function at $q=0$ ) are a poor way of characterizing its shape (in particular, its inverse width) once resonance decays are taken into account, especially for pion pairs with small to moderate pair momentum.

Figure 7b shows the normalized variances (relative widths) of the event-by-event distribution of the SV HBT radii. By comparing with Refs. [3, 4] (c.f. Fig. 1 in [4], for instance) we observe that resonance decay contributions lead to a slight reduction of these normalized variances. This is easily understood: the variances of the HBT radii associated with the emission regions of decay pions (which reflect the fluctuations in the emission regions of their thermally emitted parent resonances) are expected to be similar to those of the thermally emitted pions and not to increase at the same rate as their mean values as the resonance lifetimes increase. Indeed, we observe that the fluctuations of the source variances including resonance decay contributions shown in Fig. 7b show qualitative similarity with the same fluctuations when resonances are excluded [3, 4]. Most notably, while the widths of $R_{s}^{2}$ and $R_{l}^{2}$ stay relatively constant when increasing $K_{T}$, the normalized variance of $R_{o}$ strongly grows with increasing $K_{T}$; this reflects the broadening of the $R_{o}^{2}$ distribution seen in Fig. 5.

## C. HBT radii including resonance decays: GF method

We now contrast these results for the corresponding ones with the GF method of computing the HBT radii. The results shown in this subsection were obtained by minimizing the $\chi^{2}$ of a three-dimensional Gaussian fit, calculated over a grid of $7^{3}$ points $\left(q_{o}, q_{s}, q_{l}\right)$, with $q_{s}, q_{o} \in\{0, \pm 25.0, \pm 50.0, \pm 75.0\} \mathrm{MeV}$ and $q_{l} \in$ $\{0, \pm 12.5, \pm 25.0, \pm 37.5\} \mathrm{MeV}$, which was subsequently interpolated ("fleshed out" - see the Appendix) to a denser grid of $N=51^{3}$ points, spaced uniformly over the same region in $\vec{q}$-space. In the following subsection we discuss the sensitivity of the HBT radii extracted from the Gaussian fit to the details of the fit procedure, including fit range and grid point spacing.

The event-by-event distributions of the GF HBT radii are presented in Fig. 8. We note that the shape of all


FIG. 4: (Color online) Event-by-event distributions of the azimuthally averaged SV $R_{s, 0}^{2}$ [43] (denoted simply as $R_{s}^{2}$ in the figure), (a) with and (b) without the $\delta f$ correction.


FIG. 5: (Color online) Same as Fig. 4, but for the outward radius parameter SV $R_{o, 0}^{2}$.


FIG. 6: (Color online) Same as Fig. 4, but for the longitudinal radius parameter SV $R_{l, 0}^{2}$.


FIG. 7: (Color online) The azimuthally and ensemble averaged SV HBT radii (a) and their normalized variances (b) as a function of pair momentum $K_{T}$, including all resonance decays, for the central $\mathrm{Au}-\mathrm{Au}$ collision events studied in this paper. In panel (a) solid lines show results that include all resonance decay contributions while dashed lines show the HBT radii for only the directly emitted pions.
three distributions shows less variability with $K_{T}$ than seen in Figs. 4-6 for the SV HBT radii. The relative widths of all three probability distributions is larger than in the SV case and, in particular, the $R_{o}^{2}$ distribution shows much less of a width difference between small and large pair momenta.

The main reason for this can be seen in Fig. 9a which shows that the GF HBT radii (by which the relative widths are normalized) are much smaller than the SV radii. A closer view, taking into account the information on the normalized variances shown in Fig. 9b, reveals that also the variances of the GF HBT radii are smaller than those of the SV radii, but the larger reduction is seen by the radii themselves: a factor 6 for the squared transverse radii and a factor 3 for the squared longitudinal radius at $K_{T}=0$. The Gaussian widths of the correlation function are seen to be much less sensitive to the relatively small contribution of very long-lived reso-
nances than the curvature at $q=0$ and are instead dominated by the bulk of pions being emitted either directly or from short-lived resonances. Still, these short-lived resonances significantly increase the GF squared radii of the full emission function (solid lines) over those of the directly emitted pions (dashed lines), by factors 2.5 and 2 for the transverse and longitudinal squared radii, respectively, at $K_{T}=0$. For the hydrodynamic sources studied here this resonance decay effect on the HBT radii is larger than what was observed in [28] for a hydrodynamically motivated Gaussian model emission function.

The pair momentum dependence of the relative widths of the HBT radii distributions are shown in Fig. 9b. As for the SV method we see outward radii fluctuations that strongly increase with $K_{T}$, for the same reason as explained earlier, whereas the normalized variances of the sideward and longitudinal HBT radii show little variation with $K_{T}$.

Finally we show in Fig. 10 slices of the ensembleaveraged correlation function (2) along the $q_{x}, q_{y}$, and $q_{z}$ axes, for three values of $K_{T}\left(K_{T}=0,0.4\right.$, and 1 GeV ), together with the best three-dimensional Gaussian fit. We observe (as previously noted [28]) that the resonance decay effects which are most prominent at small $K_{T}$ (the top row) and small $q$ are not well described by the Gaussian fit function. This problem becomes less severe at larger $K_{T}$. The result of the poor fit near $q=0$ is a significantly reduced intercept parameter $\lambda$ extracted from the Gaussian fit than would be appropriate for describing the true value of the correlation function near $q=0$. Comparison of the solid and dashed lines allows to separate the correlation function into two contributions [44]: one from the "core" of the emission function, describing the distribution of the directly emitted pions and those from the decay of very short-lived resonances, which dominates the large- $q$ behavior of the correlation function, and a second contribution from a "halo" of pions emitted by decays of long-lived resonances whose interference with "core" pions and with each other generate the excess of the correlation function over the Gaussian fit at small $q$ values (with $q$ components of magnitudes below 20 MeV in our case here, corresponding to homogeneity radii of order 10 fm ).

## D. Sensitivity of the GF HBT radii to the fit method

We conclude this section by making an observation about the points chosen in the fitting process: in fitting a computed correlation function (with strongly nonGaussian features such as those shown in Fig. 10 at small $\vec{K})$, the distribution of points used in this fit plays a significant role. To illustrate this point, we consider in Fig. 11 several one-dimensional fits to the $q_{x}$ slice of the correlation function plotted in the left, uppermost panel in Fig. 10, for different choices of fit-range. Specifically, we plot the fit curves obtained using the following sets of


FIG. 8: Event-by-event distributions of GF HBT radii, for several different values of $K_{T}$.


FIG. 9: (Color online) Same as Fig. 7, but for the mean radii and normalized variances of the GF radii. Solid lines correspond to the radii with all resonances included, while the dashed lines represent the GF radii using thermal $\pi^{+} \mathrm{s}$ only.
points:

1. All $q_{x}$-points with $\left|q_{x}\right| \leq 20 \mathrm{MeV}$
(red, dashed curve)
2. All $q_{x}$-points with $\left|q_{x}\right| \geq 20 \mathrm{MeV}$ (green, dash-dotted curve)
3. All $q_{x}$-points in the range shown (blue, dotted curve)

We observe that these different fits vary dramatically, depending on the range and distribution of points used. Fig. 11 therefore illustrates the crucial point that theoretical HBT analyses which compute the correlation function must fit this function with the same distribution of points used by experimentalists; otherwise, the HBT radii extracted from these Gaussian fits will not agree between theory and experiment even if the correlation functions have the same shape.

## IV. CONCLUSIONS

In this paper, we have presented the first calculations of the HBT radii (with resonance decay contributions) directly from Cooper-Frye integrals, for event-by-event hydrodynamics.

We are certainly not the first authors to extract the HBT radii theoretically by fitting the two-particle correlation function, although previous work in this area has generally differed from the approach adopted here. Some authors (e.g., [45]) formulate the correlation function in terms of Cooper-Frye integrals, as we have done here, including all relevant resonance decays, but do not perform their analysis on an event-by-event basis, meaning that they are unable to define event-by-event distributions of HBT radii. On the other hand, some other authors [46] do compute the two-particle correlation function on an event-by-event basis, but use a statistical hadronization code and after-burner such as THERMINATOR [47] to self-consistently implement resonance decay contributions, instead of relying on the Cooper-Frye formulation to compute the resonance feeddown exactly. What has so far not been attempted, to the authors' knowledge, is the simultaneous incorporation of the fitted-correlator


FIG. 10: (Color online) Slices of the ensemble-averaged ( $N_{\mathrm{ev}}=1000$ events) correlation function $C_{\mathrm{ev}}$ (solid lines), including all resonance decays, for (from top to bottom) $K_{T}=0,0.4$, and 1 GeV , compared with the same slices of the best-fit 3-d Gaussian correlation function (dashed lines). These best-fit curves clearly reproduce the shape of the true correlation function better at large $q$ than at small $q$.
approach together with a purely hydrodynamic, CooperFrye formulation, with all resonances included, on an event-by-event basis. Moreover, the resulting ensemble of correlation functions and HBT radii has never before been studied directly, as has been done here, using both the SV and GF methods for computing the HBT radii discussed in this paper.

In the case of the SV HBT radii, we find that the ensemble averaged radii with resonances are an order of magnitude larger than in the purely thermal case which has been investigated extensively elsewhere (cf. Fig. 4 of [2]). This is a consequence of the way in which the SV radii represent the curvature of the correlator at $\vec{q}=0$, thanks to the sharp peak the correlator acquires
at this point from long-lived resonances. Once all such resonance effects are included, the qualitative features of the $R_{i j}^{2}$ and their $K_{T}$-dependence remain essentially unchanged, but the quantitative effects are drastic. We also compared the event-by-event distributions of the GF HBT radii with those of the SV radii. Interestingly, the broadening of the $R_{o}^{2}$ distribution with increasing $K_{T}$ appears to be a robust feature of both the SV and GF methods. Quantitatively, the GF radii are in general smaller than their SV counterparts, once resonances are included, since the two methods differ in their representation of the global structure of the correlation function: while the SV radii represent the curvature of the correlation function at $\vec{q}=0$, the GF radii represent a best


FIG. 11: One-dimensional fits to $q_{x}$-slice of the correlation function shown in the uppermost, lefthand panel of Fig. 10, for different ranges of $q_{x}:\left|q_{x}\right| \leq 20 \mathrm{MeV}$ (red, dashed curve); $\left|q_{x}\right| \geq 20 \mathrm{MeV}$ (green, dash-dotted curve); all $q_{x}$-points in the range shown (blue, dotted curve). We see that the Gaussian best-fits depend strongly on the precise distribution of points used.
fit to the full correlation function, and therefore do not tend to overestimate the effects of long-lived resonances as severely as the SV radii do.

We finally note a number of similarities and differences between our results and those presented in previous works $[28,37]$. In particular, we note that the differences between the shapes of the correlation functions with and without resonance decays in Fig. 2 are much larger in a genuine hydrodynamic simulation than in the hydro-motivated Gaussian source model parametrization studied in [28], and that these differences manifest themselves in significant quantitative effects on the extracted HBT radii (most notably, a factor of 2-3 discrepancy between the transverse radii with and without resonances, seen by contrasting the thermal radii in Refs. [2-4] with those shown in Fig. 9, which was not observed in [28]). Nevertheless, we find rough quantitative agreement with both [28] and [37] in the fit radii themselves once resonance contributions are included, despite the substantial differences in the computed correlation functions.
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## Appendix A: Algorithms and approximations for efficiently computing HBT correlation functions with full resonance contributions

In this Appendix we describe the numerical code for evaluating the Fourier transformed full emission function (51) and the integration (22) over the decay phase-space in particular. We have checked that the code produces correlation functions which are in agreement with those obtained from a separate code which samples the CooperFrye spectra and then uses an HBT afterburner on the resulting particle pair distributions [48]. Using the simplifications and symmetries described below, the events processed in this paper required approximately 35-40 hours of CPU time each on a $\operatorname{Intel}(\mathrm{R})$ Xeon(R) X5650 2.67 GHz processor. The grid sizes used are given below.

## 1. Numerical scaling

We begin by discussing how the full correlation function itself scales with the number of points at which the various quantities $\left(\vec{q}, \vec{K}, x^{\mu}\right.$, etc.) in the calculation are evaluated. In general, the resonance spectra are of the form

$$
\begin{equation*}
\int d^{4} x e^{i q \cdot x} S(x, P) \tag{A1}
\end{equation*}
$$

where is defined $q^{0}=\vec{q} \cdot \vec{\beta}_{\vec{K}}$ in terms of the pair momentum $K$, while the weight $S$ is evaluated at some other momentum $P$ (one would obtain the thermal pion spectra by simply setting $P=K$ ). In general, this requires a 9 dimensional grid for the evaluation of each set of weighted parent resonance spectra, with independent dimensions corresponding to differing choices of $K_{T}, \Phi_{K}, Y_{K}, P_{T}$, $\Phi_{P}, Y_{P}, q_{x}, q_{y}$, and $q_{z}$. Fortunately, however, this dimensionality can be reduced by instead treating $q^{0}$ as a free dimension, eliminating the dependences on $K_{T}$, $\Phi_{K}$, and $Y_{K}$, and only reintroducing these dependences at the end of the calculation by interpolating $q^{0}$ to the point that satisfies the on-shell condition (5). For midrapidity $\left(Y_{K}=0\right)$ pions, which we consider exclusively in this work, this means that the Fourier-transformed spectra of each relevant particle species must be evaluated on a 7-dimensional grid, consisting of $P_{T}, \Phi_{P}, Y_{P}, q^{0} \equiv q_{t}$, $q_{x}, q_{y}$, and $q_{z}$.

For the numerical results presented in this paper, we chose the following grid sizes, unless stated otherwise:

$$
\begin{equation*}
N_{p_{T}}=15, N_{\Phi_{p}}=36, N_{q_{t}}=51, N_{q_{x}}=N_{q_{y}}=N_{q_{z}}=7 \tag{A2}
\end{equation*}
$$

## 2. Truncated and extrapolated resonance sums

One technique which has proven useful for event-byevent analyses of heavy-ion collisions in the past [16] requires one to sort the parent resonances by their total
contributions to the (momentum-integrated) final pion yield, computing those resonances with the largest contributions first, and terminating the calculation when a fixed percentage of the total pion yield has been reached. The authors of [16] showed that using linear extrapolation to approximate the contribution to the yield from the remaining resonances offered an efficient method for obtaining estimates of the true $p_{T}$ spectra and anisotropic flow coefficients with all resonance contributions included. Since the vast majority of final state resonance decay pions come from a relatively small number of parent resonances, this approach offered a significantly faster way of numerically evaluating heavy-ion observables in the context of event-by-event hydrodynamic simulations.

In this paper, we have adopted this same tactic for truncating and estimating the sum over parent resonances $r$ in Eq. (11), assuming that the rate of convergence of the Fourier-transformed decay pion spectra (as a function of resonances included) can be approximated as linear. In Fig. 12, we see that this approximation works quite well: we compare the correlation function with and without extrapolation (respectively, solid and dashed colored curves) with the full result (solid black curves) which includes all resonances (and hence does not require extrapolation). The fact that the solid black curves are mostly obscured by the solid colored curves reflects two important facts: first, that the extrapolation over the omitted resonances is necessary to capture the full correlation function using the truncated resonance sum, and second, that once this extrapolation is included, the agreement between the $60 \%$ and $100 \%$ curves is extremely good. We observe that this approach works quite well for all three radii $\left(R_{s}^{2}, R_{o}^{2}, R_{l}^{2}\right)$ : for one-dimensional fits to the correlation functions in Fig. 12 (with the inaccessible central point omitted), the the largest variation in the radii extracted the projected $60 \%$ and $100 \%$ curves was a $2.5 \%$ change in $R_{l}^{2}$. We conclude that resonance extrapolation provides an extremely reliable way of estimating the correlation functions and radii for all resonances relevant in heavy-ion collisions, using only a finite subset thereof.

## 3. Fleshing out the correlation function

As we have pointed out in Sec. III C, the quality of the fit to the correlation function, depends on a number of factors, including the distribution of points in $q$-space. This is not problematic when the shape of the correlation function is Gaussian (or very nearly so). However, when the correlation function is strongly distorted from a Gaussian shape by the inclusion of medium-lived resonances (e.g., the $\omega$ resonance, which has a width of roughly 8.5 MeV ), it becomes necessary to sample the correlation function at a denser distribution of points, in order for the fitting procedure to yield well-defined and unambiguous results. Because of the limited computa-
tional resources (as discussed above) which are typically available for performing event-by-event analyses, a sufficiently dense grid of points must be regarded as generally impractical. What is possible is to first compute the correlation function on a sparse grid of points, and then attempt to use this sparse grid to interpolate the correlation function to a sufficiently dense grid of points to ensure that the Gaussian fit radii become unambiguous. We refer to this tactic as fleshing out the correlation function, and we illustrate its effectiveness in Fig. 13. The sparse grid of points is the same as the one defined above in Sec. III C, consisting of 7 points in each direction. The dense grid used here spans the same range in each direction as the sparse grid $\left(-75.0 \leq q_{x}, q_{y} \leq+75.0 \mathrm{MeV}\right.$ and $-37.5 \leq q_{z} \leq 37.5$ ), but with 51 points in each direction.

Clearly, although small discrepancies arise in each direction, the transverse radii are essentially identical for the curves shown in Fig. 13a and b. The largest difference again emerges in the longitudinal $\left(q_{z}\right)$ direction, where our difficulty at reproducing the exact correlator in the range $30 \mathrm{MeV} \leq\left|q_{z}\right| \leq 40 \mathrm{MeV}$ leads us to overestimate $R_{l}^{2}$ by roughly $3.5 \%$. The quality of the longitudinal interpolation can obviously be improved, for instance, by using a denser grid of points in this direction, at the expense of greater computational time. We defer improvements of the "fleshing out" technique to future studies.

## 4. Evaluating the Fourier-transformed spectra and resonance decays

We conclude this appendix by documenting several steps which allows us to simplify and accelerate the calculation of all Fourier-transformed spectra as functions of $p_{T}, p_{\phi}$, and $p_{Y}$.

The Cooper-Frye prescription requires an integration of the distribution function over space-time coordinates, which include the space-time rapidity $\eta_{s}$. We first expand the distribution function in a Boltzmann-like series of exponentials under the approximation that the particle mass $m$ is much larger than the freeze-out temperature $T$ : $m / T \gg 1$. Each term in this series expansion can then be integrated exactly over $\eta_{s}$, with the result expressible in terms of Bessel functions. Below, we write down the expressions that are used to compute the thermal particle spectra: for all particles but pions, only the leading order terms in the Bessel series expansion are required. For pions, we keep the 10 largest terms in all relevant sums, allowing us to maintain accuracy at or better than the level of $10^{-4}$.

The Cooper-Frye integrals used in the code rely on Fourier-transforming the equilibrium distribution function with shear viscous corrections included. The emission function and distribution function can be written in


FIG. 12: Three different slices $\left(q_{x}=0, q_{y}=0\right.$, and $q_{z}=0$, respectively) of the correlation function at fixed $K_{T}$ and $\Phi_{K}$, comparing the truncated resonance calculation at $60 \%$, with (solid) and without (dashed) extrapolation over the remaining resonances, compared with the full $100 \%$ calculation (solid black). The correlation function was computed and extrapolated at 7 equally spaced nodes along each $q$-axis (cf. III C) and then interpolated using a quadratic spline for aesthetic purposes.


FIG. 13: Three different slices $\left(q_{x}=0, q_{y}=0\right.$, and $q_{z}=0$, respectively) of the correlation function at fixed $K_{T}$ and $\Phi_{K}$, illustrating our correlation function constructed by fleshing out a sparse grid (solid), compared with the same correlation function computed on a dense grid over a similar range of $q$-points (dashed). For the first term in the numerator of (56), the algorithm interpolates the logarithm of the thermal contribution linearly in $q^{2}$, which is an excellent approximation, since the thermal contribution is nearly Gaussian. For the remaining two terms in the numerator of (56), the algorithm uses cubic interpolation. This approach clearly works well at all $q$, although small discrepancies emerge at large $q$ in the longitudinal $\left(q_{z}\right)$ direction.
general in the form

$$
\begin{aligned}
S(x, p) & =\frac{1}{(2 \pi)^{3}} \int_{\Sigma_{\mathrm{f}}} p \cdot d^{3} \sigma(y) \delta^{4}(x-y) f(y, p), \\
f(x, p) & =f_{0}(x, p)+\delta f(x, p) \\
& =\frac{1}{e^{(p \cdot u-\mu) / T}-1}+\frac{\chi\left(p^{2}\right) p^{\mu} p^{\nu} \pi_{\mu \nu}}{2 T^{2}(\mathcal{E}+\mathcal{P})} f_{0}\left(1+f_{0}\right)
\end{aligned}
$$

accordingly, the Fourier transform of the emission func-
tion is

$$
\begin{align*}
\int d^{4} x e^{i q \cdot x} S(x, p) & =\frac{1}{(2 \pi)^{3}} \int d \eta_{s} \\
& \times \int_{\Sigma_{\mathrm{f}}} p \cdot d^{3} \sigma(y) e^{i q \cdot y} f(y, p) \tag{A5}
\end{align*}
$$

For a system undergoing longitudinal Björken expansion, we have also that

$$
\begin{equation*}
p \cdot u=\gamma_{\perp}\left(m_{\perp} \cosh \left(p_{y}-\eta_{s}\right)-\vec{p}_{\perp} \cdot \vec{v}_{\perp}\right) \tag{A6}
\end{equation*}
$$

$p \cdot d^{3} \sigma(x)=\left(m_{\perp} \cosh \left(p_{y}-\eta_{s}\right)-\vec{p}_{\perp} \cdot \nabla \tau_{f}\right) \tau_{f} d^{2} r_{\perp} d \eta_{s}, \quad$ where we have introduced the shorthands
and

$$
\begin{align*}
q \cdot x & \equiv q^{0} \tau \cosh \eta_{s}-\vec{q}_{\perp} \cdot \vec{x}_{\perp}-q_{z} \tau \sinh \eta_{s} \\
& =\tau\left[\left(q^{0} \cosh p_{y}-q_{z} \sinh p_{y}\right) \cosh \left(p_{y}-\eta_{s}\right)\right. \\
& \left.+\left(q^{0} \sinh p_{y}-q_{z} \cosh p_{y}\right) \sinh \left(p_{y}-\eta_{s}\right)\right]-\vec{q}_{\perp} \cdot \vec{x}_{\perp} \\
& \equiv \beta \cosh \tilde{\eta}_{s}+\gamma \sinh \tilde{\eta}_{s}-\vec{q}_{\perp} \cdot \vec{x}_{\perp}, \tag{A8}
\end{align*}
$$

$$
\begin{equation*}
\beta \equiv \tau\left(q^{0} \cosh p_{y}-q_{z} \sinh p_{y}\right) \gamma \equiv \tau\left(q^{0} \sinh p_{y}-q_{z} \cosh p_{y}\right) \text { and } \tilde{\eta}_{s} \equiv p_{y}-\eta_{s} \tag{A9}
\end{equation*}
$$

Focusing on the integral over $\eta_{s}$, we find that the Fourier-transformed spectra can be evaluated as

$$
\begin{align*}
\int d^{4} x e^{i q \cdot x} S(x, p) & \sim \int_{-\infty}^{\infty} d \eta_{s} \frac{m_{\perp} \cosh \left(p_{y}-\eta_{s}\right)-\vec{p}_{\perp} \cdot \nabla \tau_{f}}{e^{(p \cdot u-\mu) / T} \pm 1}\left(1+\chi_{\mu \nu} p^{\mu} p^{\nu}\left(1+f_{0}\right)\right) \\
& =\int_{-\infty}^{\infty} d \tilde{\eta}_{s}\left(m_{\perp} \cosh \tilde{\eta}_{s}-\vec{p}_{\perp} \cdot \nabla \tau_{f}\right) \exp \left(i \beta \cosh \tilde{\eta}_{s}+i \gamma \sinh \tilde{\eta}_{s}-i \vec{q}_{\perp} \cdot \vec{x}_{\perp}\right) \\
& \times \sum_{k=1}^{\infty}(\mp)^{k+1} \exp \left(-\frac{k \gamma_{\perp}}{T}\left(m_{\perp} \cosh \tilde{\eta}_{s}-\vec{p}_{\perp} \cdot \vec{v}_{\perp}-\mu\right)\right) \\
& \times\left[1+C \chi_{\mu \nu} p^{\mu} p^{\nu}\left(1+\sum_{\ell=1}^{\infty}(\mp)^{\ell+1} \exp \left(-\frac{\ell \gamma_{\perp}}{T}\left(m_{\perp} \cosh \tilde{\eta}_{s}-\vec{p}_{\perp} \cdot \vec{v}_{\perp}-\mu\right)\right)\right)\right] \tag{A10}
\end{align*}
$$

and $\chi_{\mu \nu} p^{\mu} p^{\nu}$ can be written in the form

$$
\begin{equation*}
\chi_{\mu \nu} p^{\mu} p^{\nu}=a \cosh ^{2} \tilde{\eta}_{s}+b \cosh \tilde{\eta}_{s}+c \tag{A11}
\end{equation*}
$$

The basic form of this expression is the integral

$$
\begin{equation*}
I_{k}(\alpha, \beta, \gamma) \equiv \int_{-\infty}^{\infty} d x e^{-\alpha \cosh x+i \beta \cosh x+i \gamma \sinh x} \cosh ^{k} x \tag{A12}
\end{equation*}
$$

Since it is obvious that

$$
\begin{equation*}
I_{k}(\alpha, \beta, \gamma)=\left(-\frac{d}{d \alpha}\right)^{k} I_{0}(\alpha, \beta, \gamma) \tag{A13}
\end{equation*}
$$

Defining

$$
\begin{equation*}
A \equiv e^{-i \vec{q}_{\perp} \cdot \vec{x}_{\perp}} m_{\perp}, B \equiv e^{-i \vec{q}_{\perp} \cdot \vec{x}_{\perp}} \vec{p}_{\perp} \cdot \nabla \tau_{f}, \alpha \equiv \frac{\gamma_{\perp} m_{\perp}}{T}, \text { and } f_{\perp} \equiv \exp \left(\frac{\gamma_{\perp}}{T}\left(\vec{p}_{\perp} \cdot \vec{v}_{\perp}+\mu\right)\right) \tag{A15}
\end{equation*}
$$

we can compute the Bessel series expansion of (A10) term-by-term to obtain

$$
\begin{align*}
\int d^{4} x e^{i q \cdot x} S(x, p) & \sim \int_{-\infty}^{\infty} d \tilde{\eta}_{s}\left(A \cosh \tilde{\eta}_{s}-B\right) \exp \left(i \beta \cosh \tilde{\eta}_{s}+i \gamma \sinh \tilde{\eta}_{s}\right) \\
& \times \sum_{k=1}^{\infty} \mp\left(\mp f_{\perp}\right)^{k} \exp \left(-k \alpha \cosh \tilde{\eta}_{s}\right)\left[1+C \chi_{\mu \nu} p^{\mu} p^{\nu}\left(1+\sum_{\ell=1}^{\infty} \mp\left(\mp f_{\perp}\right)^{\ell} \exp \left(-\ell \alpha \cosh \tilde{\eta}_{s}\right)\right)\right] \\
& =\int_{-\infty}^{\infty} d x(A \cosh x-B) \sum_{k=1}^{\infty} \mp\left(\mp f_{\perp}\right)^{k} \exp (-k \alpha \cosh x+i \beta \cosh x+i \gamma \sinh x) \\
& \times\left[1+C\left(a \cosh ^{2} x+b \cosh x+c\right)\left(1+\sum_{\ell=1}^{\infty} \mp\left(\mp f_{\perp}\right)^{\ell} \exp (-\ell \alpha \cosh x)\right)\right] \tag{A16}
\end{align*}
$$

$$
\begin{align*}
= & \sum_{k=1}^{\infty} \mp\left(\mp f_{\perp}\right)^{k}\left(A I_{1}(k \alpha, \beta, \gamma)-B I_{0}(k \alpha, \beta, \gamma)\right) \\
+ & C \sum_{k=1}^{\infty} \mp\left(\mp f_{\perp}\right)^{k}\left(A a I_{3}(k \alpha, \beta, \gamma)+(a B+b A) I_{2}(k \alpha, \beta, \gamma)\right. \\
& \left.+(b B+c A) I_{1}(k \alpha, \beta, \gamma)+c B I_{0}(k \alpha, \beta, \gamma)\right) \\
\mp & C \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty}\left(\mp f_{\perp}\right)^{k+\ell}\left(A a I_{3}((k+\ell) \alpha, \beta, \gamma)+(a B+b A) I_{2}((k+\ell) \alpha, \beta, \gamma)\right. \\
& \left.+(b B+c A) I_{1}((k+\ell) \alpha, \beta, \gamma)+c B I_{0}((k+\ell) \alpha, \beta, \gamma)\right) \tag{A17}
\end{align*}
$$

Fortunately, the Boltzmann approximation (i.e., keeping only the first term in each of these sums) works already extremely well for all hadrons other than pions. In the Boltzmann limit, the above result simplifies to

$$
\begin{align*}
& \int d^{4} x e^{i q \cdot x} S(x, p) \\
& \sim f_{\perp}\left(A I_{1}(\alpha, \beta, \gamma)-B I_{0}(\alpha, \beta, \gamma)\right) \\
& +C f_{\perp}\left(A a I_{3}(\alpha, \beta, \gamma)+(a B+b A) I_{2}(\alpha, \beta, \gamma)\right. \\
& \left.\quad+(b B+c A) I_{1}(\alpha, \beta, \gamma)+c B I_{0}(\alpha, \beta, \gamma)\right) \\
& \mp \quad C f_{\perp}^{2}\left(A a I_{3}(2 \alpha, \beta, \gamma)+(a B+b A) I_{2}(2 \alpha, \beta, \gamma)\right. \\
& \left.\quad+(b B+c A) I_{1}(2 \alpha, \beta, \gamma)+c B I_{0}(2 \alpha, \beta, \gamma)\right) \tag{A18}
\end{align*}
$$

where finally, with $z \equiv \sqrt{(\alpha-i \beta)^{2}+\gamma^{2}}$,

$$
\begin{align*}
I_{0}(\alpha, \beta, \gamma)= & 2 K_{0}(z) \\
I_{1}(\alpha, \beta, \gamma)= & \frac{2(\alpha-i \beta) K_{1}(z)}{z} \\
I_{2}(\alpha, \beta, \gamma)= & \frac{2(\alpha-i \beta)^{2} K_{0}(z)}{z^{2}}+\frac{2\left(z^{2}-2 \gamma^{2}\right) K_{1}(z)}{z^{3}} \\
I_{3}(\alpha, \beta, \gamma)= & \frac{2}{z^{5}}(\alpha-i \beta)\left[z\left(z^{2}-4 \gamma^{2}\right) K_{0}(z)\right. \\
& \left.+\left(2 z^{2}+z^{4}-\gamma^{2} z^{2}+8 \gamma^{2}\right) K_{1}(z)\right] \tag{A19}
\end{align*}
$$

Inspection of these results reveals that they are even in $\gamma$, while their real (imaginary) parts are even (odd) in $\beta$. This will be useful below.

In addition to performing the $\eta_{s}$-integrals analytically as detailed above, the full calculation (of all thermal resonance spectra and subsequent resonance feeddown) we identify and exploit several symmetries which can be used to shorten and/or accelerate the calculation of the correlation function. There are three symmetries which are useful for our purposes here; they are:

1. Symmetry under $q \rightarrow-q$. This symmetry follows trivially by replacing $e^{i q \cdot x}$ in all Fourier integrals with $\cos (q \cdot x)+i \sin (q \cdot x)$, and noting that the first term is even under this symmetry, while the second term is odd. Consequently, the Fourier moments only need to be calculated for half of $q$-space
(say, $q^{0} \geq 0$ ) and then reflected to the other half (with the odd moments receiving an additional minus sign upon reflection).
2. Symmetry under $q_{z} \rightarrow-q_{z}$ and $y \rightarrow-y$ simultaneously. This symmetry follows by noting that $q_{z}$ and $y$ enter into the Fourier moments only in the combinations $\beta$ and $\gamma$ given in Eq. (A10). The Fourier moments, in turn, depend only on the functions Eqs. (A19), which depend only on $\beta$ and $\gamma^{2}$. Taking $q_{z} \rightarrow-q_{z}$ and $y \rightarrow-y$ simultaneously thus takes $\beta \rightarrow \beta$ and $\gamma \rightarrow-\gamma$, leaving the Fourier moments unchanged. This symmetry can be exploited by computing the full $y$ dependence and half the $q_{z}$ dependence of the moments, and reflecting to the other half as above.
3. Symmetry under reflection of $y$ about $y_{\mathrm{sym}}$ and $\vec{q}_{\perp} \rightarrow \pm \vec{q}_{\perp}$ simultaneously. The third symmetry also arises by studying the structure of $\beta$ and $\gamma$. We first define $y_{\text {sym }}$ to be

$$
\begin{equation*}
y_{\mathrm{sym}} \equiv \frac{1}{2} \log \left|\frac{q^{0}+q_{z}}{q^{0}-q_{z}}\right| \tag{A20}
\end{equation*}
$$

Then a little algebra reveals that taking $y \rightarrow \bar{y} \equiv$ $2 y_{\text {sym }}-y$ is a convenient reflection point for the Fourier moments. Specifically, one can show that

$$
\begin{align*}
& \beta(\bar{y})=\operatorname{sgn}\left(\left(q^{0}\right)^{2}-q_{z}^{2}\right) \beta(y)  \tag{A21}\\
& \gamma(\bar{y})=-\operatorname{sgn}\left(\left(q^{0}\right)^{2}-q_{z}^{2}\right) \gamma(y) \tag{A22}
\end{align*}
$$

Moreover, note that the reflection point $y_{\text {sym }}$ is the same for all resonances, since it depends only on $q^{0}$ and $q_{z}$. Additionally, since the Fourier moments depend only on $\gamma^{2}$, reflection of $y \rightarrow \bar{y}$ is a symmetry of the Fourier moments only when $\left|q^{0}\right| \geq\left|q_{z}\right|$; the case where $\left|q^{0}\right| \leq\left|q_{z}\right|$ will be discussed in greater detail below.
First, we describe how the Fourier moment calculation is organized. We split the generic Fourier integral of the emission function for a resonance $r$ into different terms for convenience:

$$
\begin{align*}
\int_{x} e^{i q \cdot x} S_{r}(x, K) & =\int_{x}\left(\cos \phi_{T}+i \sin \phi_{T}\right)\left(\cos \phi_{L}+i \sin \phi_{L}\right) S_{r}(x, K)  \tag{A23}\\
& =\int_{x} \cos \phi_{L} \cos \phi_{T} S_{r}(x, K)-i \int_{x} \cos \phi_{L} \sin \phi_{T} S_{r}(x, K) \\
& +i \int_{x} \sin \phi_{L} \cos \phi_{T} S_{r}(x, K)+\int_{x} \sin \phi_{L} \sin \phi_{T} S_{r}(x, K)  \tag{A24}\\
& \equiv S_{r}^{C C}+i S_{r}^{C S}+i S_{r}^{S C}+S_{r}^{S S} \tag{A25}
\end{align*}
$$

where $\phi_{T} \equiv \vec{q}_{\perp} \cdot \vec{x}_{\perp}, \phi_{L} \equiv q^{0} t-q_{z} z$. Also, in the first index, $C$ and $S$ label the cosine and sine components in $\phi_{L}$, while in the second index, $C$ and $S$ label the cosine and sine part in $\phi_{L}$. As we shall see, the longitudinal $C$ and $S$ moments each have a definite parity under $y \rightarrow \bar{y}$. Thus, each
of these Fourier moments of the source function for resonance $r$ is computed independently. To see how each these moments is related to the moments of its daughter particles, we substitute (A25) into the phase-space integrals which yield the contributions to the daughter moments:

$$
\begin{align*}
S_{r \rightarrow r^{\prime}}^{C C}+i S_{r \rightarrow r^{\prime}}^{C S}+i S_{r \rightarrow r^{\prime}}^{S C}+S_{r \rightarrow r^{\prime}}^{S S}= & \sum_{k= \pm} \int_{\mathbf{R}} \frac{1+i \alpha^{k}}{1+\left(\alpha^{k}\right)^{2}}\left(S_{r}^{C C}+i S_{r}^{C S}+i S_{r}^{S C}+S_{r}^{S S}\right) \\
= & \sum_{k= \pm} \int_{\mathbf{R}}\left(1+\left(\alpha^{k}\right)^{2}\right)^{-1}\left[\left(S_{r}^{C C}-\alpha^{k} S_{r}^{C S}\right)+i\left(S_{r}^{C S}+\alpha^{k} S_{r}^{C C}\right)\right. \\
& \left.\quad+i\left(S_{r}^{S C}+\alpha^{k} S_{r}^{S S}\right)+\left(S_{r}^{S S}-\alpha^{k} S_{r}^{S C}\right)\right] \tag{A26}
\end{align*}
$$

where $\alpha^{k} \equiv q \cdot P^{k} /(M \Gamma)$ and

$$
\begin{equation*}
\int_{\mathbf{R}} \equiv M \int_{s_{-}}^{s_{+}} d s g(s) \int_{-1}^{+1} \frac{\Delta Y d v}{\sqrt{m_{\perp}^{2} \cosh ^{2}(v \Delta Y)-p_{\perp}^{2}}} \int_{0}^{\pi} d \zeta\left(\bar{M}_{\perp}+\Delta M_{\perp} \cos \zeta\right) \tag{A27}
\end{equation*}
$$

Each of the terms on the lefthand side of (A26) should be identified with the respective term on the righthand size in the square brackets. Note also that $\bar{M}_{\perp}$ and $\Delta M_{\perp}$ are even functions of $v \Delta Y$.
We need to know whether the phase-space integrals (A26) and (A27) respect the reflection symmetries of the Fourier moments of the parent resonance (so that daughter particles inherit the same set of re-
flection symmetries). To show this is just a few lines: using the shorthand

$$
\begin{equation*}
\tilde{S}(q, K) \equiv \int d^{4} x e^{i q \cdot x} S(x, K) \tag{A28}
\end{equation*}
$$

to abbreviate the Fourier transform, we can write

$$
\begin{align*}
\tilde{S}_{r \rightarrow r^{\prime}}\left(q ; m, \vec{p}_{\perp}, \bar{y}\right) & =M \sum_{k= \pm} \int_{s_{-}}^{s_{+}} d s g(s) \int_{-1}^{+1} \frac{\Delta Y d v}{\sqrt{m_{\perp}^{2} \cosh ^{2}(v \Delta Y)-p_{\perp}^{2}}} \int_{0}^{\pi} d \zeta\left(\bar{M}_{\perp}+\Delta M_{\perp} \cos \zeta\right) \\
& \times \frac{1}{1-i \bar{\alpha}^{k}} \int_{x} e^{i q \cdot x} S_{r \rightarrow r^{\prime}}\left(x ; M, \vec{P}_{\perp}^{k}, 2 Y_{\mathrm{sym}}-y+v \Delta Y\right) \tag{A29}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{v \rightarrow-v}{=} M \sum_{k= \pm} \int_{s_{-}}^{s_{+}} d s g(s) \int_{+1}^{-1} \frac{-\Delta Y d v}{\sqrt{m_{\perp}^{2} \cosh ^{2}(-v \Delta Y)-p_{\perp}^{2}}} \int_{0}^{\pi} d \zeta\left(\bar{M}_{\perp}+\Delta M_{\perp} \cos \zeta\right) \\
& \times \frac{1}{1-i \bar{\alpha}^{k}} \int_{x} e^{i q \cdot x} S_{r \rightarrow r^{\prime}}\left(x ; M, \vec{P}_{\perp}^{k}, 2 Y_{\text {sym }}-y-v \Delta Y\right) \\
& =\sum_{k= \pm} \int_{\mathbf{R}} \frac{1+i \bar{\alpha}^{k}}{1+\left(\bar{\alpha}^{k}\right)^{2}} \int_{x} e^{i q \cdot x} S_{r \rightarrow r^{\prime}}\left(x ; M, \vec{P}_{\perp}^{ \pm}, \bar{Y}\right) \tag{A30}
\end{align*}
$$

where the barred quantities have been reflected about $y_{\text {sym }}$, and

$$
\begin{align*}
\bar{\alpha}^{k} & \equiv \alpha^{k}(\bar{Y})  \tag{A31}\\
& =\frac{M_{\perp}}{M \Gamma} \operatorname{sgn}\left(\left(q^{0}\right)^{2}-q_{z}^{2}\right) \beta(Y)-\frac{\vec{q}_{\perp} \cdot \vec{P}_{\perp}^{k}}{M \Gamma} . \tag{A32}
\end{align*}
$$

To proceed further, we now consider the cases $\left|q^{0}\right| \geq\left|q_{z}\right|$ and $\left|q^{0}\right|<\left|q_{z}\right|$ separately.
(a) $\left|q^{0}\right| \geq\left|q_{z}\right|$. In this case, $\beta \rightarrow \beta$ and $\gamma^{2} \rightarrow \gamma^{2}$ when $y \rightarrow \bar{y}$, so that $S_{r}^{C C}, S_{r}^{C S}, S_{r}^{S S}$, and $S_{r}^{S C}$ are all symmetric; i.e.,

$$
\begin{align*}
S_{r}^{C C}\left(\vec{q}_{\perp} ; \bar{Y}\right) & =S_{r}^{C C}\left(\vec{q}_{\perp} ; Y\right)  \tag{A33}\\
S_{r}^{C S}\left(\vec{q}_{\perp} ; \bar{Y}\right) & =S_{r}^{C S}\left(\vec{q}_{\perp} ; Y\right)  \tag{A34}\\
S_{r}^{S C}\left(\vec{q}_{\perp} ; \bar{Y}\right) & =S_{r}^{S C}\left(\vec{q}_{\perp} ; Y\right)  \tag{A35}\\
S_{r}^{S S}\left(\vec{q}_{\perp} ; \bar{Y}\right) & =S_{r}^{S S}\left(\vec{q}_{\perp} ; Y\right) \tag{A36}
\end{align*}
$$

Furthermore, it is obvious that $\bar{\alpha}^{k} \rightarrow \alpha^{k}=$ $\left(M_{\perp} \beta(Y)-\vec{q}_{\perp} \cdot \vec{P}_{\perp}^{k}\right) /(M \Gamma)$ as well. Together, with (A26), this implies that

$$
\begin{align*}
& S_{r \rightarrow r^{\prime}}^{C C}\left(\vec{q}_{\perp} ; \bar{y}\right)=S_{r \rightarrow r^{\prime}}^{C C}\left(\vec{q}_{\perp} ; y\right)  \tag{A37}\\
& S_{r \rightarrow r^{\prime}}^{C S}\left(\vec{q}_{\perp} ; \bar{y}\right)=S_{r \rightarrow r^{\prime}}^{C S}\left(\vec{q}_{\perp} ; y\right)  \tag{A38}\\
& S_{r \rightarrow r^{\prime}}^{S C}\left(\vec{q}_{\perp} ; \bar{y}\right)=S_{r \rightarrow r^{\prime}}^{S C}\left(\vec{q}_{\perp} ; y\right)  \tag{A39}\\
& S_{r \rightarrow r^{\prime}}^{S S}\left(\vec{q}_{\perp} ; \bar{y}\right)=S_{r \rightarrow r^{\prime}}^{S S}\left(\vec{q}_{\perp} ; y\right), \tag{A40}
\end{align*}
$$

i.e., the symmetries of each Fourier moment are preserved by the phase-space integrals.
(b) $\left|q^{0}\right|<\left|q_{z}\right|$. In this case, reflection about $y_{\text {sym }}$ by itself is not a symmetry of the Fourier moments after the phase space integration, since now

$$
\begin{align*}
\bar{\alpha}^{k} & =\frac{-M_{\perp} \beta(Y)-\vec{q}_{\perp} \cdot \vec{P}_{\perp}^{k}}{M \Gamma} \\
& \neq \alpha^{k} \tag{A41}
\end{align*}
$$

Fortunately, however, some symmetry can be restored if the reflection about $y_{\text {sym }}$ is accompanied in this case by the reflection $\vec{q}_{\perp} \rightarrow$ $-\vec{q}_{\perp}$, in which case

$$
\begin{align*}
\bar{\alpha}^{k} & =-\frac{M_{\perp} \beta(Y)-\vec{q}_{\perp} \cdot \vec{P}_{\perp}^{k}}{M \Gamma} \\
& =-\alpha^{k} \tag{A42}
\end{align*}
$$

Under this combined transformation, we now find that

$$
\begin{align*}
S_{r}^{C C}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =S_{r}^{C C}\left(\vec{q}_{\perp} ; y\right)  \tag{A43}\\
S_{r}^{C S}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =-S_{r}^{C S}\left(\vec{q}_{\perp} ; y\right)  \tag{A44}\\
S_{r}^{S C}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =-S_{r}^{S C}\left(\vec{q}_{\perp} ; y\right)  \tag{A45}\\
S_{r}^{S S}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =S_{r}^{S S}\left(\vec{q}_{\perp} ; y\right), \tag{A46}
\end{align*}
$$

as follows immediately from Eq. (A25). Taking all of this together with (A26), one finds that

$$
\begin{align*}
S_{r \rightarrow r^{\prime}}^{C C}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =S_{r \rightarrow r^{\prime}}^{C C}\left(\vec{q}_{\perp} ; y\right)  \tag{A47}\\
S_{r \rightarrow r^{\prime}}^{C S}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =-S_{r \rightarrow r^{\prime}}^{C S}\left(\vec{q}_{\perp} ; y\right)  \tag{A48}\\
S_{r \rightarrow r^{\prime}}^{S C}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =-S_{r \rightarrow r^{\prime}}^{S C}\left(\vec{q}_{\perp} ; y\right)  \tag{A49}\\
S_{r \rightarrow r^{\prime}}^{S S}\left(-\vec{q}_{\perp} ; \bar{y}\right) & =S_{r \rightarrow r^{\prime}}^{S S}\left(\vec{q}_{\perp} ; y\right), \tag{A50}
\end{align*}
$$

so that the symmetries are again preserved in this case.
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[^0]:    ${ }^{1}$ In practice a much larger number of mixed-event pairs than signal pairs are generated, to minimize the statistical uncertainty of the denominator of (1). For simplicity, we ignore this and the associated normalization factor of the mixed-event pairs.

[^1]:    2 The form of Eq. (4) neglects the effects of final-state interactions such as the long-range Coulomb repulsion which is inevitably present between electrically charged pairs of identical particles (e.g., $\pi^{+}$). These interactions lead to a reduction of particle pairs at small $\vec{q}$. Fortunately, it is possible to account for these interactions in the experimental construction of the correlation function [26]. We here assume that the ensemble-averaged correlation function (2) represents such a Coulomb-corrected correlation function, and focus on the correlation effects caused by quantum statistics.

[^2]:    ${ }^{3}$ Note that the sum over resonances $r$ includes sums over all intermediate resonance states which can decay to, say, $\pi^{+}$s: e.g., $r \rightarrow r_{1} \rightarrow \pi^{+}, r \rightarrow r_{2} \rightarrow r_{3} \rightarrow \pi^{+}$, and so on. Below, $S_{r \rightarrow \pi^{+}}$ is calculated explicitly for the case when the resonance $r$ is produced thermally. The generalization to resonances with other phase-space distributions is straightforward, by substituting the latter for $S_{r}^{\text {dir }}(x, p)$ under the integral over the decay phase-space. The interested reader will find a more thorough discussion of our procedure in Ref. [16].
    ${ }^{4}$ All particle information for the resonances included in our calculation is derived from the Particle Data Group (PDG) Review of Particle Physics [34]. We have tabulated the necessary particle data (e.g., branching ratios) in a form which was originally developed as a part of the Azhydro calculation [35]. This tabulated data is included as part of the Github account where the entire code used in the present work is available for download [36].

[^3]:    5 This is the underlying reason why a three-dimensional set of HBT radii in the osl-coordinate system requires a set of source variances characterizing the source function in a four-dimensional Cartesian coordinate system: since the Fourier transform is only three-dimensional, thanks to the constraint on $q^{0}$, it can only relay three-dimensional information regarding the source structure. This means that the $R_{i j}^{2}$, in general, necessarily represent non-trivial convolutions of the spatial and temporal structure of the freeze-out surface [22], so that an exclusively geometric interpretation of the HBT radii will almost always produce insights which are either misleading or simply incorrect.
    ${ }^{6}$ We note that this expression corrects a typographical error in [28] which omitted the complex conjugation from the last term in Eq. (57).

[^4]:    7 Although our code can compute the HBT radii at any longitudinal pair momentum $K_{L}$, for simplicity we consider only midrapidity pions $\left(K_{L}=0\right)$ in this paper.

[^5]:    ${ }^{8} \sigma_{k}$ is a placeholder for the uncertainty of the "data" (which in our case are obtained from a calculation which, ideally, should have zero uncertainty) to which the functional form (4) is fitted.

[^6]:    9 Another reason for suppressing the peak of experimentally measured correlation functions below the value of 2 , not studied in the present paper, could be a violation of the assumption of independent particle emission, e.g. through phase coherence among the emitted pions [38-41].

