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Global polarization of Λ hyperons has been measured to be of the order of a few tenths of a
percent in Au+Au collisions at

√
s
NN

= 200 GeV, with no significant difference between Λ and Λ̄.
These new results reveal the collision energy dependence of the global polarization together with
the results previously observed at

√
s
NN

= 7.7 – 62.4 GeV and indicate noticeable vorticity of the
medium created in non-central heavy-ion collisions at the highest RHIC collision energy. The signal
is in rough quantitative agreement with the theoretical predictions from a hydrodynamic model and
from the AMPT (A Multi-Phase Transport) model. The polarization is larger in more peripheral
collisions, and depends weakly on the hyperon’s transverse momentum and pseudorapidity ηH within
|ηH | < 1. An indication of the polarization dependence on the event-by-event charge asymmetry
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is observed at the 2σ level, suggesting a possible contribution to the polarization from the axial
current induced by the initial magnetic field.

PACS numbers: 25.75.-q, 25.75.Ld

I. INTRODUCTION

Nucleus-nucleus collisions at the Relativistic Heavy Ion
Collider and at the Large Hadron Collider produce a state
of partonic matter, the Quark-Gluon Plasma (QGP),
that is expected to have existed in nature right after the
Big Bang [1]. Various experimental observations together
with sophisticated theoretical calculations indicate that
the QGP behaves as a nearly perfect liquid, i.e. a fluid
with the lowest ratio of shear viscosity to entropy density
(η/s) [2–4].

One of the most important observables in heavy-ion
experiments is the azimuthal anisotropic flow that is usu-
ally quantified by the Fourier coefficients of the azimuthal
distribution of the final-state particles relative to the col-
lision symmetry planes. The first-order coefficient, called
the directed flow, is argued to be sensitive to the equa-
tion of state of the matter, and could serve as a possible
signature of the QGP phase transition [5–7]. The second-
order coefficient, elliptic flow, offers strong evidence for
the fluid-like behavior of the created matter. Further-
more, the higher-order coefficients are found to provide
additional constraints on η/s and the initial conditions.
In spite of a successful description of the flow observables
for n ≥ 2 by hydrodynamic models, none of the theo-
retical models can describe quantitatively the directed
flow. This indicates that the current models still lack
an important ingredient in the description of relativistic
heavy-ion collision dynamics. The initial condition in the
longitudinal direction would play an important role for
the directed flow and vorticity [8, 9].

Several theoretical models suggest that the large angu-
lar momentum carried by two colliding nuclei [10–12] can
be transferred to the created system. As a consequence,
the spin of particles composing the system might be glob-
ally polarized along the direction of the system angular
momentum, due to spin-orbit coupling. Such a global po-
larization can be measured experimentally with hyperons
via parity-violating weak decays, in which the daughter
baryon is preferentially emitted in the direction of the
hyperon spin. If the parent hyperon is an antiparticle,
the daughter baryon tends to be emitted in the opposite
direction to the parent spin.

The angular distribution of daughter baryons in the
hyperon decays is given by

dN

d cos θ∗
∝ 1 + αHPH cos θ∗, (1)

where αH is the hyperon decay constant, PH is the hy-
peron polarization, and θ∗ is the angle between the mo-
mentum of daughter baryon and the polarization vector
in the hyperon rest frame. Since the angular momen-
tum of the system is perpendicular to the reaction plane

(a plane defined by the impact parameter vector and
the beam direction), the polarization of hyperons can
be measured via the azimuthal distribution of daughter
baryons with respect to the reaction plane in the hyperon
rest frame, similar to anisotropic flow measurements [3].

The STAR Collaboration performed the first global po-
larization measurements of Λ hyperons in Au+Au colli-
sions at

√
s
NN

= 62.4 and 200 GeV in 2007 [13]. These
results were consistent with zero within large statistical
uncertainties. More recently, the STAR Collaboration
has reported a non-zero signal for the Λ global polar-
ization in Au+Au collisions at lower energies (

√
s
NN

=
7.7-39 GeV) [14], with a possible difference between Λ
and Λ̄ polarizations that may indicate the effect of the
spin alignment by the initial magnetic field. These re-
sults can be qualitatively described by hydrodynamic and
transport models [15, 16]. The global polarization seems
to decrease with increasing collision energy, and those
models predict a finite signal (∼0.2%) at the top RHIC
energy,

√
s
NN

= 200 GeV. It is thus important to mea-
sure the global polarization signal at

√
s
NN

= 200 GeV
with all available statistics, in order to enhance under-
standing of the role of vorticity in heavy-ion collisions. It
is likely related to other observables such as directed flow,
elliptic flow, and the source tilt of the system measured
via femtoscopy [9, 12, 17]. Ref. [18] explains the observed
global polarization as a result of the axial charge sepa-
ration due to the Chiral Vortical Effect. Similar to the
Chiral Magnetic Effect, which is the induction of an elec-
tric current along the magnetic field in a medium with
non-zero axial charge, an axial current can be generated
in the medium with non-zero baryon chemical potential
by the system vorticity via the Chiral Vortical Effect (for
a recent review of the chiral anomalous effects in heavy-
ion collisions, see [19]). Thus the global polarization
measurements might provide important information on
the chiral dynamics of the system. Furthermore, pre-
cise measurements of the difference in the polarization
between Λ and Λ̄ provide constraints on the magnitude
and the lifetime of the magnetic field in heavy-ion colli-
sions [20].

In this paper, we present results of the global polariza-
tion of Λ and Λ̄ hyperons in Au+Au collisions at

√
s
NN

= 200 GeV using the data recorded by the STAR experi-
ment in the years 2010, 2011, and 2014. The total dataset
is about 150 times larger than the dataset analyzed in
the previous search by STAR for hyperon polarization in
Au+Au collisions at

√
s
NN

= 200 GeV [13]. We present
the results as functions of the collision centrality, the hy-
peron’s transverse momentum, and pseudorapidity. We
also present comparisons with available theoretical calcu-
lations. Furthermore, we present the dependence of the
polarization on the event-by-event charge asymmetry, to
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study a possible relation between the polarization and
axial current induced by the initial magnetic field [21].

II. STAR EXPERIMENT

The STAR detector is composed of central barrel de-
tectors used for tracking and particle identification, and
trigger detectors located in the forward and backward
directions [22]. Charged tracks were measured using the
time projection chamber (TPC) [23], which covers the
full azimuth and a pseudorapidity range of −1 < η < 1.
Momenta of charged particles were determined via tra-
jectories of reconstructed tracks and a primary vertex
was reconstructed by extrapolating the tracks back to
the origin. The TPC also allows particle identification
based on the ionization energy loss, dE/dx, in the TPC
gas (Ar 90% + CH4 10%).

The time-of-flight detector (TOF) [24] is installed out-
side the TPC, covering the full azimuth and a pseudora-
pidity range of −0.9 < η < 0.9. Multi-gap resistive plate
chamber (MRPC) technology is employed for the STAR
TOF detector. The TOF system consists of 120 trays
and each tray has 32 MRPCs. The timing resolution of
the TOF system with a start time from the vertex posi-
tion detectors (VPD) [25] is ∼100 ps. The TOF extends
the capability of particle identification provided by the
TPC up to pT = 3 GeV/c.

The Zero Degree Calorimeters (ZDC) [26] and the
VPD were used to determine a minimum-bias trigger.
The ZDCs are located at forward (west) and backward
(east) angles, |η| > 6.3. The ZDCs are Cherenkov-light
sampling calorimeters and each ZDC is composed of three
identical modules. They measure the energy deposit of
spectator neutrons. The VPD consists of two identical
sets of detectors located at forward and backward rapidi-
ties and surrounds the beam pipe, covering a pseudora-
pidity range of 4.24 < |η| < 5.1. Each VPD consists of
nineteen modules, which is composed of a plastic scintil-
lator with a Pb converter. The VPD also provides the
start time of collisions and the position of the collision
vertex along the beam direction.

III. DATA ANALYSIS

The analysis is based on the data for Au+Au colli-
sions at

√
s
NN

= 200 GeV taken in the years 2010, 2011,
and 2014 with a minimum-bias trigger selected by a co-
incidence signal between the east and west VPDs. The
collision vertex along the beam direction was required
to be within 30 cm of the center of the TPC for 2010
and 2011 data and to be within 6 cm for 2014 data.
In the 2014 data the narrower vertex selection was re-
quired to ensure a good acceptance for the Heavy Flavor
Tracker (HFT) installed prior to 2014 run [27, 28] (Note
that the HFT was not used in this analysis). Addition-
ally, the difference between the vertex positions along the

beam direction determined by the TPC and the VPD
was required to be less than 3 cm, to reduce the beam-
induced background. The vertex position in the trans-
verse plane was limited to be within 2 cm from the beam
line. These selection criteria yielded two hundred million
events using the 2010 dataset, three hundred fifty mil-
lion events using the 2011 dataset, and one billion events
using the 2014 dataset. The collision centrality was de-
termined based on the measured multiplicity of charged
tracks within |η| < 0.5, and this was matched to a Monte
Carlo Glauber simulation in the same way as in previ-
ous studies [29]. The effect of the trigger efficiency was
taken into account in the analysis by weighting events
especially in peripheral collisions when calculating final
results, although the effect is very small.

A. Event plane determination

As an experimental estimate of the reaction plane,
the first-order event plane Ψ1 was determined by the
ZDCs that are equipped with Shower Maximum Detec-
tors (SMD) [26, 30, 31]. The ZDCs measure the energy
deposited by spectator neutrons, and the SMDs measure
the centroid of the hadronic shower caused by the inter-
action between spectator neutrons and the ZDC. Since
the spectator neutrons are deflected outward from the
centerline of the collisions [32], we can determine the
direction of the angular momentum of the system (see
Ref. [33] for more details). The event plane resolution,
Res(Ψ1) = 〈cos(Ψ1 − Ψobs

1 )〉, was estimated by the two-
subevent method [34], where Ψobs

1 denotes a measured
event plane. Figure 1 shows the event plane resolution
for the year 2011 data as an example. The resolution
reaches a maximum of ∼0.39 around 30%-40% central-
ity for the combined plane of ZDC-SMD east and west.
The resolution is consistent between 2010 and 2011 data
and is better by ∼5% for 2014 data compared to that for
2011.

B. Track selection

Charged tracks reconstructed from the TPC hit infor-
mation were selected with the following requirements to
assure good quality. The number of hit points used in the
reconstruction was required to be greater than 14. The
ratio of the number of hit points used to the maximum
possible number of hit points (45 for a track traversing
the entire TPC, but the maximum number can be smaller
when track trajectory reaches an endcap of the TPC) was
required to be larger than 0.52. Tracks corresponding to
0.15 < pT < 10 GeV/c and |η| < 1 were used in this
study.
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FIG. 1. Resolution of the first-order event plane determined
by the ZDC-SMDs [26] in Au+Au collisions at

√
s
NN

= 200
GeV; ZDC-SMD E+W denotes the combined plane of ZDC-
SMDs in east and west sides and ZDC-SMD E(W) denotes
one of the ZDC-SMDs.

C. Λ reconstruction

Λ hyperons were identified via decay channels Λ →
p + π− and Λ̄ → p̄ + π+. These decay modes account
for (63.9±0.5)% of all decays [35]. The daughter par-
ticles of Λ and Λ̄, i.e. charged pions and protons, were
identified by using dE/dx information from the TPC and
time-of-flight information from the TOF detector, like in
our previous publication [33]. Charged pions and pro-
tons were selected by requiring the track to be within
three standard deviations (3σ) from their peaks in the
normalized dE/dx distribution. If the track had TOF
hit information, a constraint based on the square of the
measured mass was required. If the TOF information
was not available, an additional cut based on dE/dx was
applied, requiring pions (protons) to be 3σ away from the
proton (pion) peak in the normalized dE/dx distribution.

The invariant mass, Minv, was calculated using candi-
dates for the daughter tracks. To reduce the combinato-
rial background, selection criteria based on the following
decay topology parameters were used:

• Distance of the closest approach (DCA) between
daughter tracks and the primary vertex,

• DCA between reconstructed trajectories of Λ (Λ̄)
candidates and the primary vertex,

• DCA between two daughter tracks,

• Decay length of Λ (Λ̄) candidates.

Furthermore Λ (Λ̄) candidates were required to point
away from the primary vertex. Cuts on the decay topol-

ogy were adjusted, depending on the collision centrality,
to account for the variation of the combinatorial back-
ground with centrality. The background level relative to
the Λ (Λ̄) signal in the Λ mass region falls below 30%
at maximum in this analysis. Finally, Λ and Λ̄ with
0.5 < pT < 6 GeV/c and |η| < 1 were analyzed in this
study.

Figure 2 shows the invariant mass distributions for Λ
and Λ̄ in the 10%-80% centrality bin for 2014 data as
an example. The combinatorial background under the
Λ peak was estimated by fitting the off-peak region with
a linear function, and by the event mixing technique [36],
shown in Fig. 2 as solid and dashed lines, respectively.

] 2 [GeV/c
inv

M

1.1 1.11 1.12

20

40

6
10×

Λ

real

BG (fit)

BG (mix)

real­BG (fit)

(a)

STAR 10%­80%

] 2 [GeV/c
inv

M

1.1 1.11 1.12

10

20
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Λ

(b)

FIG. 2. Invariant mass distributions of the (p,π−) system for
Λ (a) and of the (p̄,π+) system for Λ̄ (b) in the 30-40% cen-
trality bin for 2014 data. Bold solid lines show the background
distribution obtained by a linear fitting function, and dashed
lines show the background from mixed events. Shaded areas
show the extracted signal after the background subtraction
using the fitting function.

D. Polarization measurement

As mentioned in Sec. I, the global polarization can be
measured via analysis of the azimuthal distribution of
daughter protons in the Λ rest frame relative to the re-
action plane. As mentioned in Sec. III A, the first-order
event plane Ψ1 determined by the spectator fragments
was used in this analysis as an estimator of the reaction
plane. The sideward deflection of the spectators allows
us to know the direction of the initial angular momen-
tum. Taking into account the experimental resolution of
the event plane, the polarization projected onto the di-
rection of the system global angular momentum can be
obtained by [13]:

PH =
8

παH

〈sin(Ψobs
1 − φ∗

p)〉
Res(Ψ1)

, (2)

where αH are the decay parameters of Λ (αΛ) and Λ̄
(αΛ̄), αΛ = −αΛ̄ = 0.642 ± 0.013 [35]. The angle φ∗

p

denotes the azimuthal angle of the daughter proton in
the Λ rest frame. The Res(Ψ1) is the resolution of the
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first-order event plane. Two different techniques were
used to extract the polarization signal 〈sin(Ψ1 − φ∗

p)〉:
the invariant mass method and the event plane method,
both of which are often used in flow analyses [3, 37].

In the invariant mass method [36, 37], the mean value
of the sine term in Eq. (2) was measured as a function
of the invariant mass. Since the Λ particles and back-
ground cannot be separated on an event-by-event basis,
the observed polarization signal is the sum of the signal
and background:

〈sin(Ψ1 − φ∗

p)〉obs = (1 − fBg(Minv))〈sin(Ψ1 − φ∗

p)〉Sg

+ fBg(Minv)〈sin(Ψ1 − φ∗

p)〉Bg, (3)

where fBg(Minv) is the background fraction at the invari-
ant mass Minv. The term 〈sin(Ψ1 − φ∗

p)〉Sg is the polar-

ization signal for Λ (Λ̄), where the term 〈sin(Ψ1−φ∗

p)〉Bg

is the background contribution, which is in general ex-
pected to be zero, but could be non-zero, for exam-
ple, due to misidentification of particles or errors in
track reconstruction. The data were fitted with Eq. (3)
to extract the polarization signal. Since the shape
of the background as a function of invariant mass is
unknown, two assumptions concerning the background
contribution were tested: a linear function over Minv

(〈sin(Ψ1 − φ∗

p)〉Bg = α + βMinv) and zero background
contribution (α = 0, β = 0). Figure 3 shows the ob-
served 〈sin(Ψ1 − φ∗

p)〉 as a function of the invariant mass
Minv. Since the daughter proton tends to be emitted in
the direction of the parent hyperon spin, and in the op-
posite direction for antiparticles, the 〈sin(Ψ1 − φ∗

p)〉 for

Λ̄ shows negative values around its mass region as shown
in Fig. 3(b), while it is positive for Λ as in Fig. 3(a). We
found that results from these two background assump-
tions give consistent results within uncertainties, and the
difference was incorporated in the systematic uncertainty
as described in the following section.

] 2 [GeV/c
inv

M

1.1 1.11 1.12

 〉)
* pφ­ 1

Ψ
s
in

(
〈
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0

0.001

STAR 10%­80%

Λ

(a)

] 2 [GeV/c
inv

M

1.1 1.11 1.12

0.001

0

0.001 Λ zero BG

inv
Mβ+αBG of 

(b)

FIG. 3. 〈sin(Ψ1 −φ∗

p)〉 as a function of the invariant mass for
Λ (a) and Λ̄ (b) in the 10%-80% centrality bin for 2014 data.
Solid and dashed lines show the fitting function for actual fit
range, Eq. 3, with two different background assumptions.

Although the invariant mass method was used as the
default method in this analysis, the event plane method

was also tested as a systematic check. In the event plane
method, the same procedure as used in flow analyses was
utilized [3]. First, the number of Λ and Λ̄ was counted in
each bin of the hyperon emission azimuthal angle relative
to the event plane after the background subtraction, as
demonstrated in Fig. 2. Then the yield of Λ and Λ̄ as
a function of Ψ1 − φ∗ was fitted with a sine function to
obtain the mean sine 〈sin(Ψ1 − φ∗

p)〉Sg. The difference in
results from the invariant mass and event plane methods
is included in the systematic uncertainty.

E. Effect of feed-down

A sizable number of Λ and Λ̄ produced in the collisions
are secondary particles – products of heavier particle de-
cays, such as Σ∗ → Λ + π, Σ0 → Λ + γ, and Ξ → Λ + π.
The parent particles are also polarized. The polarization
is transferred from the parent particle to the daughter Λ.
The contribution of such feed-down to the measured po-
larization was studied in Refs. [15, 16, 20] and was found
to dilute the polarization of the primary Λ by 15%–20%.
Note that this estimate is model-dependent. In addition,
this effect might be smaller in our analysis due to reduc-
tion of secondary particles by cuts on the decay topology
of Λ. Below, the results are compared to models which
do and do not take into account the feed-down effect.

F. Systematic uncertainties

The systematic uncertainties were estimated by vary-
ing topological cuts, and comparing the results obtained
with different methods for the signal extraction and for
the event plane determination. Below we describe each
systematic source and provide typical values.

We applied ten different topological cuts and used the
standard deviation from the default cut set results as the
symmetric systematic uncertainty. The effect from the
variation of the topological cuts was found to be <3%.

As described in the previous section, two different tech-
niques were used to extract the polarization signal. We
used the result obtained with the invariant mass method
as default results, and the difference in the results from
the event plane method was included in the systematic
uncertainty. The difference in polarization based on dif-
ferent methods was found to be ∼21%.

The first-order event plane determined by both ZDC-
SMDs in the east and west sides was used in this anal-
ysis. For a cross check, the event plane determined by
each ZDC-SMD on its own was also used in the analysis,
although the poorer event-plane resolution resulted in
larger statistical uncertainties. The difference between
the results was included in the systematic uncertainty
(∼22%).

According to Ref. [35], the decay parameter for Λ →
p+π−, αΛ, is 0.642 ± 0.013, while αΛ̄ = −0.71±0.08 for
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Λ̄ → p̄ + π+, based on world-average data. If CP is con-
served, αΛ = −αΛ̄. In this study, we use αΛ = −αΛ̄ =
0.642±0.013 and the uncertainty in αH was incorporated
into the systematic uncertainty (∼2%). Also, the differ-
ence from the case using αΛ̄ = −0.71, which we found
to be ∼9.6%, was included in the systematic uncertainty
for Λ̄.

As mentioned in Sec.III C, the combinatorial back-
ground in the invariant mass distributions for Λ and Λ̄
was estimated by a linear function fit and by the event
mixing technique as shown in Fig. 2. The difference be-
tween the results obtained with the two approaches was
included in the systematic uncertainty (<1%).

In the invariant mass method, the background contri-
bution in the off-peak region of Λ (Λ̄) mass distribution
is unknown, but is supposed to be zero as mentioned in
Sec. III D. We confirmed that the background signal was
consistent with zero when increasing the background by
applying looser topological cuts. Therefore, the results
from the zero-background assumption for the fitting func-
tion were used as the final results, and the difference from
the non-zero background assumption was included in the
systematic uncertainty (∼13%).

Final systematic uncertainties were calculated by tak-
ing the square root of the quadratic sum of the differ-
ence between the default condition and each systematic
source. We further examined whether or not there is a
possible experimental bias in our results. The data for
Au+Au collisions in the years 2010 and 2011 were taken
with two different polarities of the magnetic field. In
order to check the effect of the magnetic field configura-
tion, we divided the data into two groups according to
the magnetic field polarity, and confirmed that there was
no significant difference between the two groups. Those
two groups also correspond to different times of data-
taking. Despite changes in the trigger conditions, which
had the effect of further improving data-taking during
runs, and the associated change in the detector condi-
tions, no significant difference in the polarization results
was observed.

We also calculated the cumulant terms in a similar way
as described in Ref. [38, 39] and subtracted them from the
observed signal to check for a possible detector effect due
to non-uniformity in acceptance and a residual detector
effect coming from the event plane calibration:

〈〈sin(Ψ1 − φ∗

p)〉〉 − 〈〈sin Ψ1〉〉〈〈cosφ∗

p〉〉
+ 〈〈cos Ψ1〉〉〈〈sin φ∗

p〉〉, (4)

where the double angle brackets indicate an average over
particles first, and then an average over events. It was
found that the correction terms are negligible and there
was no significant difference in the results beyond the
current uncertainty due to the correction. Therefore we
did not apply this correction to the final results.

The effect of the tracking efficiency was studied using
a Geant simulation [38] and found to be negligible. Also,
the acceptance correction proposed in our previous anal-
ysis [13] was applied. The measured polarization can be

written as:

8

παH

〈sin(ΨRP − φ∗

p)〉 = A0(pHT , ηH)PH(pHT , ηH), (5)

where A0 is an acceptance correction factor defined as

A0(pHT , ηH) =
4

π
〈sin θ∗p〉. (6)

The correction factor A0 was estimated using the exper-
imental data.

The analysis was performed separately for each data
set taken in different years. As mentioned in Sec. III A,
the event plane resolution slightly differs in each year due
to different detector conditions. Also, for 2014 data the
tracking efficiency became worse at low pT because of the
HFT. We confirmed that this additional inefficiency does
not affect our final results. Since the results from the
years 2010, 2011, and 2014 were consistent within their
uncertainties, we combined all results for the measured
PH to improve the statistical significance.

IV. RESULTS

Figure 4 presents the global polarization of Λ and
Λ̄ as a function of the collision energy for the 20–50%
centrality bin in Au+Au collisions. The results from
this analysis are shown together with the results from
lower collision energies

√
s
NN

= 7.7–62.4 GeV [14]. The
2007 result for

√
s
NN

= 200 GeV [13] has a large un-
certainty and is consistent with zero. Our new results
for

√
s
NN

= 200 GeV with significantly improved sta-
tistical precision reveal non-zero values of the polariza-
tion signal, 0.277 ± 0.040 (stat) ± 0.039

0.049 (sys) [%] and
0.240 ± 0.045 (stat) ± 0.061

0.045 (sys) [%] for Λ and Λ̄ re-
spectively, and are found to follow the overall trend of
the collision energy dependence. While the energy de-
pendence of the global polarization was not obvious from
the lower energy results, together with the new 200 GeV
results, the polarization is found to decrease at higher col-
lision energy. Calculations for primary Λ and all Λ taking
into account the effect of feed-down from a 3+1D viscous
hydrodynamic model vHLLE with the UrQMD initial
state [15] are shown for comparison. The model calcula-
tions agree with the data over a wide range of collision
energies, including

√
s
NN

= 200 GeV within the current
accuracy of our experimental measurements. Calcula-
tions from a Multi-Phase Transport (AMPT) model pre-
dict slightly higher polarization than the hydrodynamic
model, but are also in good agreement with the data
within uncertainties. Neither of the models accounts for
the effect of the magnetic field or predicts significant dif-
ference in Λ and Λ̄ polarization due to any other effect,
e.g., non-zero baryon chemical potential makes the polar-
ization of particles lower than that of antiparticles, but
the effect is expected to be small [40]. Other theoretical
calculations [18, 41] such as a chiral kinetic approach with
the quark coalescence model [42] can also qualitatively re-
produce the experimental data. It should be noted that
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FIG. 4. Global polarization of Λ and Λ̄ as a function of
the collision energy

√
s
NN

for 20-50% centrality Au+Au col-
lisions. Thin lines show calculations from a 3+1D cascade
+ viscous hydrodynamic model (UrQMD+vHLLE) [15] and
bold lines show the AMPTmodel calculations [16]. In the case
of each model, primary Λ with and without the feed-down
effect are indicated by dashed and solid lines, respectively.
Open boxes and vertical lines show systematic and statistical
uncertainties, respectively. Note that the data points at 200
GeV and for Λ̄ are slightly horizontally shifted for visibility.

most of the models calculate the spin polarization from
the local vorticity at the freeze-out hypersurface. How-
ever it is not clear when and how the vorticity and polar-
ization are coupled during the system evolution and how
much the hadronic rescattering at the later stage affects
the spin polarization.

We also performed differential measurements of the po-
larization, versus the collision centrality, the hyperon’s
transverse momentum, and the hyperon’s pseudorapid-
ity. The vorticity of the system is expected to be smaller
in more central collisions because of smaller initial source
tilt [8, 33], and/or because the number of spectator nucle-
ons becomes smaller. Therefore, the initial longitudinal
flow velocity, which would be a source of the initial an-
gular momentum of the system, becomes less dependent
on the transverse direction [12]. Figure 5 presents the
centrality dependence of the polarization. The polariza-
tion of Λ and Λ̄ is found to be larger in more peripheral
collisions, as expected from an increase in the thermal
vorticity [43]. With the given large uncertainties, it is
not clear if the polarization saturates or even starts to

drop off in the most peripheral collisions.

Centrality [%] 

20 40 60 80

 [
%

] 
H

P

0

0.5

1

Λ

Λ

 = 200 GeV
NN

sSTAR Au+Au 

<6 GeV/c
T

|<1, 0.5<pη|

FIG. 5. Λ (Λ̄) polarization as a function of the collision cen-
trality in Au+Au collisions at

√
s
NN

= 200 GeV. Open boxes
and vertical lines show systematic and statistical uncertain-
ties. The data points for Λ̄ are slightly shifted for visibility.

Figure 6 shows the polarization as a function of pT
for the 20%–60% centrality bin. The polarization de-
pendence on pT is weak or absent, considering the large
uncertainties, which is consistent with the expectation
that the polarization is generated by a rotation of the
system and therefore does not have a strong pT depen-
dence. One might expect a decrease of the polarization at
lower pT due to the smearing effect caused by scattering
at the later stage of the collisions, and/or a decrease of
polarization at higher pT because of a larger contribution
from jet fragmentation, but it is difficult to discuss such
effects given the current experimental uncertainties. Cal-
culations for primary Λ from a hydrodynamic model with
two different initial conditions (ICs) [44] are compared to
the data. The pT dependence of the polarization slightly
depends on the initial conditions, i.e. Glauber IC with
the initial tilt of the source [8, 9] and the initial state
from the UrQMD model [45]. The UrQMD IC includes a
pre-equilibrium phase which leads to the initial flow, but
the Glauber IC does not include it, and the initial energy
density profile is different between the two ICs, both of
which would affect the initial angular momentum. The
data are closer to the UrQMD IC, but on average are
slightly higher than the calculations.

Figure 7 presents the pseudorapidity dependence of the
polarization for Λ and Λ̄. It is consistent with being con-
stant within uncertainties. The vorticity is expected to
decrease at large rapidities, but might also have a lo-
cal minimum at η = 0 due to complex shear flow struc-
ture [15, 43, 46]. Due to baryon transparency at higher
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FIG. 6. Polarization of Λ and Λ̄ as a function of pT for
the 20%–60% centrality bin in Au+Au collisions at

√
s
NN

=
200 GeV. Open boxes and vertical lines show systematic and
statistical uncertainties, respectively. Hydrodynamic model
calculations for Λ with two different initial conditions (IC)
are compared. Note that the data points for Λ̄ are slightly
shifted for visibility.

collision energy and the event-by-event fluctuations in
the participant center-of-mass, such a dependence might
be difficult to observe within the acceptance of the STAR
detector.

As mentioned in the introduction, the vorticity might
be also related to anomalous chiral effects [19]. In addi-
tion to the contribution from the Chiral Vortical Effect
discussed in Ref. [18], the axial current J5 can be gen-
erated in the medium with non-zero vector chemical po-
tential µv by the magnetic field B (J5 ∝ eµvB) via the
Chiral Separation Effect [47]. Note that J5 points along
the magnetic field in the case of eµv > 0 (where e is
the particle electric charge), but is opposite for eµv < 0.
Since the directions of the magnetic field and the ini-
tial angular momentum of the system are parallel, an
additional contribution by J5 to the polarization might
be observed, i.e., for eµv > 0 (eµv < 0), the spins
of particles (antiparticles) in J5 are aligned to the di-
rection of B which can contribute to the hyperon po-
larization. One can test this by studying the depen-
dence of the polarization on the event charge asymme-
try, Ach = 〈N+ −N−〉/〈N+ + N−〉 where N+(−) denotes
the number of positively (negatively) charged particles,
assuming the relation µv/T ∝ Ach.

Figure 8 presents the polarization as a function of the
event charge asymmetry Ach, where Ach was normalized
by its RMS, σAch

, to avoid a possible centrality bias, since
the width of the Ach distribution becomes wider in pe-

  η
1− 0.5− 0 0.5 1

 [
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] 
H

P
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Λ
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 = 200 GeV
NN

sSTAR Au+Au 

<6 GeV/c
T

20%­60%, 0.5<p

FIG. 7. Polarization of Λ and Λ̄ as a function of η for
the 20%–60% centrality bin in Au+Au collisions at

√
s
NN

=
200 GeV. Open boxes and vertical lines show systematic and
statistical uncertainties. Note that the data points for Λ̄ are
slightly shifted for visibility.

ripheral collisions. The results have large uncertainties,
but the dependence on Ach/σAch

seems to be different for
Λ and Λ̄. The data were fitted with a linear function and
the extracted slope values are shown in Fig. 8. The ob-
served difference in slopes is a 1–2σ effect. If confirmed
by higher statistics measurements, this observation might
open an important direction in studying chiral dynamics
in heavy-ion collisions.

V. SUMMARY

We present the results of global polarization measure-
ments for Λ and Λ̄ hyperons in Au+Au collisions at

√
s
NN

= 200 GeV. With a 150-fold improvement in statistics
compared to the previous measurements, we were able
to measure the polarization with better than a tenth of
a percent accuracy. Depending on centrality, a non-zero
signal in the range of 0.1%–0.5% was observed. We find
no significant difference between Λ and Λ̄ polarization at√
s
NN

= 200 GeV within the uncertainties. The present
global polarization measurement at 200 GeV with its rel-
atively small uncertainty adds significance to the earlier
observed trend at lower RHIC energies [14] of the global
polarization decrease with the collision energy. Within
the uncertainties, our results agree with predictions from
a hydrodynamic (UrQMD+vHLLE) and the AMPT (A
Multi-Phase Transport) models.

The polarization was also studied as functions of the
collision centrality, the hyperon’s transverse momentum,
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GeV. Open boxes and vertical lines show systematic and sta-
tistical uncertainties. Solid and dashed lines show linear fit-
ting functions.

and the pseudorapidity. The polarization was found to
be larger in more peripheral collisions, as expected from

theoretical calculations, but no significant dependence on
pseudorapidity or transverse momentum was observed.
Furthermore, an indication of a polarization dependence
on the event-by-event charge asymmetry was observed.
This might be an indication of a possible contribution to
the global polarization from the axial current induced by
the initial magnetic field, although the statistical uncer-
tainties need to be improved to reach a definitive conclu-
sion.
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[8] P. Bożek and I. Wyskiel, “Directed flow in ultrarelativis-

tic heavy-ion collisions,” Phys. Rev. C 81, 054902 (2010).
[9] F. Becattini, G. Inghirami, V. Rolando, A. Beraudo,

L. Del Zanna, A. De Pace, M. Nardi, G. Pagliara, and
V. Chandra, “A study of vorticity formation in high en-
ergy nuclear collisions,” Eur. Phys. J. C 75, 406 (2015).

[10] Z. T. Liang and X. N. Wang, “Globally Polarized Quark-
Gluon Plasma in Noncentral A+A Collisions,” Phys.
Rev. Lett. 94, 102301 (2005), [Erratum: Phys. Rev. Lett.
96, 039901 (2006)].

[11] Sergei A. Voloshin, “Polarized secondary particles in un-
polarized high energy hadron-hadron collisions?” (2004),
arXiv:nucl-th/0410089 [nucl-th].

[12] F. Becattini, F. Piccinini, and J. Rizzo, “Angular mo-
mentum conservation in heavy ion collisions at very high
energy,” Phys. Rev. C 77, 024906 (2008).

[13] B. I. Abelev et al. (STAR Collaboration), “Global polar-
ization measurement in Au+Au collisions,” Phys. Rev. C
76, 024915 (2007), [Erratum: Phys. Rev. C 95, 039906
(2017)].

[14] L. Adamczyk et al. (STAR Collaboration), “Global Λ
hyperon polarization in nuclear collisions,” Nature 548,
62 (2017).

[15] I. Karpenko and F. Becattini, “Study of Λ polarization in
relativistic nuclear collisions at

√
s
NN

= 7.7-200 GeV,”



11

Eur. Phys. J. C 77, 213 (2017).
[16] H. Li, L. Pang, Q. Wang, and X. Xia, “Global Λ polar-

ization in heavy-ion collisions from a transport model,”
Phys. Rev. C 96, 054908 (2017).

[17] M. A. Lisa et al. (E895 Collaboration), “Azimuthal de-
pendence of pion interferometry at the AGS,” Phys. Lett.
B 496, 1 (2000).

[18] M. Baznat, K. Gudima, A. Sorin, and O. Teryaev, “Hy-
peron polarization in Heavy-Ion Collisions and gravity-
related anomaly,” Phys. Rev. C 97, 041902 (2018).

[19] D. E. Kharzeev, J. Liao, S. A. Voloshin, and G. Wang,
“Chiral magnetic and vortical effects in high-energy nu-
clear collisions–A status report,” Prog. Part. Nucl. Phys.
88, 1 (2016).

[20] F. Becattini, I. Karpenko, M. Lisa, I. Upsal, and
S. Voloshin, “Global hyperon polarization at local ther-
modynamic equilibrium with vorticity, magnetic field and
feed-down,” Phys. Rev. C 95, 054902 (2017).

[21] S. A. Voloshin, “Vorticity and particle polarization in
heavy ion collisions (experimental perspective),” 17th In-
ternational Conference on Strangeness in Quark Mat-
ter (SQM 2017) Utrecht, the Netherlands, July 10-15,
2017, (2017), 10.1051/epjconf/201817107002, [EPJ Web
Conf.17,10700(2018)], arXiv:1710.08934 [nucl-ex].

[22] K. H. Ackermann et al. (STAR), “STAR detector
overview,” Nucl. Instrum. Meth. A499, 624–632 (2003).

[23] M. Anderson et al., “The STAR time projection chamber:
A unique tool for studying high multiplicity events at
RHIC,” Nucl. Instrum. Meth. A 499, 659 (2003).

[24] W. J. Llope (STAR Collaboration), “Multigap RPCs in
the STAR experiment at RHIC,” Nucl. Instrum. Meth.
A 661, S110 (2012).

[25] W. J. Llope et al. (STAR Collaboration), “The STAR
Vertex Position Detector,” Nucl. Instrum. Meth. A 759,
23 (2014).

[26] C. Adler, A. Denisov, E. Garcia, M. Murray, H. Stro-
bele, and S. White, “The RHIC zero degree calorime-
ters,” Nucl. Instrum. Meth. A 461, 337 (2001).

[27] J. Schambach et al., “The STAR Heavy Flavor Tracker
(HFT),” Proceedings, 20th International Conference on
Particles and Nuclei (PANIC 14): Hamburg, Germany,
August 24-29, 2014, , 659 (2014).

[28] G. Contin et al., “The STAR Heavy Flavor Tracker
(HFT): focus on the MAPS based PXL detector,” Nucl.
Part. Phys. Proc. 273-275, 1155 (2016).

[29] L. Adamczyk et al. (STAR Collaboration), “Inclusive
charged hadron elliptic flow in Au+Au collisions at

√
s
NN

= 7.7–39 GeV,” Phys. Rev. C 86, 054908 (2012).
[30] J. Adams et al. (STAR Collaboration), “Directed flow in

Au+Au collisions at
√
sNN = 62.4 GeV,” Phys. Rev. C

73, 034903 (2006).

[31] B. I. Abelev et al. (STAR Collaboration), “System-Size
Independence of Directed Flow Measured at the BNL
Relativistic Heavy Ion Collider,” Phys. Rev. Lett. 101,
252301 (2008).

[32] S. A. Voloshin and T. Niida, “Ultra-relativistic nuclear
collisions: Direction of spectator flow,” Phys. Rev. C 94,
021901(R) (2016).

[33] L. Adamczyk et al. (STAR Collaboration), “Azimuthal
anisotropy in Cu+Au collisions at

√
s
NN

= 200 GeV,”
(2017), arXiv:1712.01332.

[34] A. M. Poskanzer and S. A. Voloshin, “Methods for ana-
lyzing anisotropic flow in relativistic nuclear collisions,”
Phys. Rev. C 58, 1671 (1998).

[35] C. Patrignani et al. (Particle Data Group), “Review of
Particle Physics,” Chin. Phys. C 40, 100001 (2016).

[36] L. Adamczyk and others (STAR Collaboration), “El-
liptic flow of identified hadrons in Au+Au collisions at√
sNN = 7.7-62.4 GeV,” Phys. Rev. C 88, 014902 (2013).

[37] N. Borghini and J. Y. Ollitrault, “Azimuthally sensitive
correlations in nucleus-nucleus collisions,” Phys. Rev. C
70, 064905 (2004).

[38] B. I. Abelev and others (STAR Collaboration), “Spin
alignment measurements of the K∗0(892) and φ(1020)
vector mesons in heavy ion collisions at

√
sNN = 200

GeV,” Phys. Rev. C 77, 061902 (2008).
[39] N. Borghini, P. M. Dinh, and J. Y. Ollitrault, “Analysis

of directed flow from elliptic flow,” Phys. Rev. C 66,
014905 (2002).

[40] R.-H. Fang, L.-G. Pang, Q. Wang, and X.-N. Wang, “Po-
larization of massive fermions in a vortical fluid,” Phys.
Rev. C 94, 024904 (2016).

[41] Y. Xie, D. Wang, and L. P. Csernai, “Global polariza-
tion in high energy collisions,” Phys. Rev. C 95, 031901
(2017).

[42] Y. Sun and C. M. Ko, “Λ hyperon polarization in rel-
ativistic heavy ion collisions from a chiral kinetic ap-
proach,” Phys. Rev. C 96, 024906 (2017).

[43] Y. Jiang, Z.-W. Lin, and J. Liao, “Rotating quark-gluon
plasma in relativistic heavy ion collisions,” Phys. Rev. C
94, 044910 (2016), [Erratum: Phys. Rev. C 95, 049904
(2017)].

[44] F. Becattini and Iu. Karpenko, “Collevtive longitudinal
polarization in relativistic heavy-ion collisions at very
high energy,” Phys. Rev. Lett. 120, 012302 (2018).

[45] I. A. Karpenko, P. Huovinen, H. Petersen, and M. Ble-
icher, “Estimation of the shear viscosity at finite net-
baryon density from A + A collision data at

√
sNN =

7.7 − 200 GeV,” Phys. Rev. C 91, 064901 (2015).
[46] W.-T. Deng and X.-G. Huang, “Vorticity in Heavy-Ion

Collisions,” Phys. Rev. C 93, 064907 (2016).
[47] S. Schlichting, private communication (2017).


