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We have used superconducting high-resolution radiation detectors to 

measure the energy level of metastable 235mU as 76.737 ± 0.018 eV. The 235mU 

isomer is created from the alpha decay of 239Pu and embedded directly into the 

detector. When the 235mU subsequently decays, the energy is fully contained within 

the detector and independent of the decay mode or the chemical state of the 

uranium. The detector is calibrated using an energy comb from a pulsed UV 

laser. A comparable measurement of the metastable 229mTh nucleus would enable 

a laser search for the exact transition energy in 229Th – 229mTh as a step towards 

developing the first ever nuclear (baryonic) clock. 

 

The desire to develop nuclear clocks with a potential accuracy of one part in 1019 is 

currently driving the interest in low-energy metastable nuclear states [1, 2]. Nuclear clocks could 

exceed the accuracy of atomic clocks by several orders of magnitude, because the long lifetimes 

of metastable nuclear states translate into narrow intrinsic linewidths, and because small nuclear 

dimensions make energy levels less susceptible to Zeeman and Stark shifts. The increased 

accuracy would e.g. enable new tests of fundamental physical constants [3], advanced geodesy 

[4], and novel approaches to detect dark matter [5] and gravitational waves [6]. 

229Th has the lowest-energy excited state known at 7.8 ± 0.5 eV [7]. This makes it the 

primary isotope of interest for nuclear clocks because the energy of the excited state is accessible 

with tunable laser sources. However, the accuracy of this measurement [7] is not sufficient to 

justify a laser search for the exact transition energy since the excited state is extremely narrow 

and the photon absorption cross section is extremely small. Several experiments have attempted 

to measure the energy of 229mTh directly and with high accuracy [8–10], but either showed no 

signal [11, 12] or were compromised by secondary effects [13-16]. The first unequivocal direct 



detection of a metastable state in 229Th has recently confirmed that the lowest-energy excited 

state has a life time above one minute if the Th ion is at least doubly charged so that the decay by 

internal conversion is suppressed [17]. In solids, the decay of 229mTh by internal conversion is 

possible and the life time is reduced to 7 µs [18]. However, a high-accuracy measurement of the 
229mTh transition energy is still missing. Here we describe a new technique to measure the energy 

of low-energy metastable states with an accuracy of a few tens of meV. We demonstrate this 

approach with a very accurate measurement of 235mU, the second-lowest known nuclear excited 

state at 76.5 ± 0.4 eV [19-21]. Finally, we discuss how this experiment can be adapted to 

measure the decay energy of 229mTh with similar accuracy. 

 235mU has a half-life of ~26 minutes, necessitating its continuous production for our 

experiment. A 7200 Bq 239Pu source electroplated onto aluminized mylar alpha decays into 235mU 

with a branching ratio of 98% [21]. The plutonium is only ~10 nm thick to allow recoiling 235mU 

nuclei to escape and be embedded in the detector. The aluminized mylar is sufficiently thin to 

transmit the 355 nm light of the calibration laser (Fig. 1). The 239Pu source is mounted ~3 mm 

from the detector. A micromachined Si collimator prevents decay products from striking the 

detector substrate. The detectors are superconducting tunnel junctions (STJs) with Ta-Al 

electrodes on both sides of an Al2O3 tunnel barrier, fabricated at STAR Cryoelectronics LLC 

[22]. They exploit the small ~0.7 meV energy gap in superconducting Ta so that photon or 

particle absorption excites ~1000× more signal charges than in typical semiconductor detectors, 

with the expected factor of ~30 improvement in energy resolution [23, 24]. In addition, STJ 

detectors do not have a dead layer, so that events from particles absorbed near the surface will 

not suffer any signal loss. For our experiments, we use two Ta(300nm)-Al(50nm)-Al2O3(2nm)-

Al(50nm)-Ta(165nm) STJs with an area of (138 µm)2 on a single Si chip. They have an energy 

resolution of ~2 eV FWHM in the EUV range, rise times of ~8 µs, and decay times of tens of µs 

[25]. The 239Pu source and STJ detectors are cooled to ~100 mK in an adiabatic demagnetization 

refrigerator (ADR). The detectors are operated in a magnetic field of 15 mT to suppress the dc 

Josephson current and voltage biased at 100 µV. Signals are amplified with a current-sensitive 

preamplifier optimized for STJ operation and processed with a trapezoidal filter with a 10 µs rise 

time [26]. 

 



 

Figure 1: Schematic of experimental setup: 235mU recoil ions produced 

by the decay of 239Pu are embedded in the STJ detectors, which measure 

their subsequent decay into the 235U ground state. 

The detector response is continuously calibrated with a pulsed frequency-tripled 

Nd:YVO4 laser (Spectra Physics, model J40-Bl6-106Q) that is fed into the cryostat through an 

optical fiber. The laser is triggered at a rate of 100 pulses per second. Each laser pulse deposits 

an integer number of photons in the STJ detector, so that the calibration spectrum consists of a 

comb of evenly spaced peaks that correspond to different numbers of absorbed photons. The 

laser wavelength has been measured accurately in air at ambient temperature with a UV grating 

spectrometer (Thorlabs CCS150), which in turn was calibrated using the line emission from a Hg 

vapor lamp at the same time under the same conditions [27]. We determine a laser wavelength of 

354.377 ± 0.016 nm in air, corresponding to an energy of 3.49865 ± 0.00015 eV per photon. The 

measured wavelength is slightly shorter than the literature value of 354.71 ± 0.01 nm [28], which 

according to the manufacturer is not unexpected for this laser after years of use. We have 

confirmed that the laser wavelength does not change for different excitation currents due to 

heating. For STJ calibration, the laser intensity is adjusted so that the laser energy comb 

distribution is roughly centered around the expected energy of the 235mU decay. 

235mU recoil nuclei that escape from the Pu source have a maximum energy of 84 keV 

and are embedded in the STJ detectors up to a maximum depth of ~10 nm. This is comparable to 

the absorption length of ~12 nm for 3.5 eV photons in Ta. Since photon and electron energies 

relax over length scales of hundreds of nm inside the detector, we expect no systematic error due 



a potential depth dependence of the responsivity. In contrast, 239Pu alpha particles will traverse 

the STJ detector and stop in the Si substrate. The exposure to high-energy ions in a magnetic 

field can cause magnetic flux trapping and thus alter the leakage current and gain of the STJ 

detector. The detector response therefore shows small irregular drifts over the ~20 hours data 

acquisition of a single ADR cycle. This drift is corrected by a continuous energy calibration 

using the laser energy comb. All data are recorded in list mode, and the energy calibration is 

performed over 5-minute intervals. The calibration spectra are measured in coincidence with the 

trigger signal of the laser, while the 235mU signal is measured in anti-coincidence.  Each 5-minute 

calibration spectrum is fitted to a superposition of multiple Gaussian functions using ROOT [29], 

with the fit restricted to peaks with more than 800 counts. Spectra are subsequently re-binned 

with a bin width of 0.2 eV. For 5-minute intervals, central peaks in the region of interest contain 

roughly 6000 counts, and their centroids can thus be determined with a statistical precision of 

~10 meV rms. Sum spectra for a single day contain roughly a million counts per peak and have a 

statistical precision below 1 meV. Since the Gaussian fits of the outermost peaks of the laser 

energy comb are unreliable, their centroids are not included in the linear energy calibration of the 

STJ response. Different choices of the time interval for partitioning the data change the 

calibration by no more than 2 meV at the energy of 235mU. 

During laser calibration, we observe an offset that scales linearly with the average 

number of photons in the spectrum. This offset is due to the unavoidable absorption of laser 

photons in the Si substrate of the STJ detector chip whose energy is transferred to the STJ by the 

athermal phonons produced during their relaxation. They create additional signal charges in the 

STJ and thus cause an offset in the calibration spectra that scales linearly with the laser intensity 

[30]. This offset is not present in the nuclear signals, which are measured in anti-coincidence 

with a laser pulse. We therefore determine the responsivity of the STJ from the spacing of 

neighboring laser peaks and set the offset to zero. The uncertainty in this offset contributes a 

systematic error of ±10 meV that dominates the calibration accuracy. This energy calibration 

places the weak carbon K fluorescence that is observed for data acquisition times above a few 

days at 278.3 ± 0.8 eV and the oxygen K fluorescence at 523.8 ± 0.6 eV, which is consistent with 

the literature values of 277 ± 2 and 524.9 ± 0.7 eV, respectively [31].  



 

Figure 2 (a): Sum spectra from the four STJ detectors with Gaussian fits 

on an exponential background. The laser calibration signal, shown in 

grey for only one of the detectors, is measured in coincidence with the 

trigger, the signal from the nuclear source in anti-coincidence. (b)-(e): 

The normalized residuals show the overall quality of the fits, with a hint 

of preferentially positive residuals just below the energy of 235mU. 

 Figure 2 shows the summed signals with their fits and a calibration spectrum for a data 

acquisition time of 21 days for STJ #1 and #2 and 7 days for STJ #3 and #4, respectively. The 

decay of 235mU produces a single peak above the background at a rate of ~1 count/minute, and no 
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other peaks due to partial absorption of the energy are observed. The peak shape is Gaussian, and 

its width of 1.9 ± 0.1 eV FWHM agrees with the widths of the calibration peaks with similar 

energy. The only deviation from a Gaussian response is a hint of slightly positive residuals in the 

energy range just below the 235mU signal. It may indicate a change in chemical state during 

nuclear de-excitation or an energy loss to the desorption of surface molecules during the 

subsequent energy relaxation for a small fraction of the 235mU decays.  But the effect, if real, is 

too small to affect the value of the 235mU energy. Since the exact shape of the spectral 

background around the 235mU peak is not known, the choice of the function to approximate this 

background and the choice of the fit range introduce a systematic uncertainty in the analysis. To 

assess its magnitude, we approximate the background by different functions over different 

energy ranges around the 235mU peak and determine the fluctuations in the centroid value using 

ROOT. For a background approximated by a quadratic, a single exponential, or a sum of two 

exponentials, the goodness of fit is nearly identical, and the 235mU centroids differ by less than 6 

meV. A linear or an inverse (1/E) background do not match the data for fit ranges >20 eV and 

are excluded from the analysis. Table 1 summarizes the statistical and systematic energy 

uncertainties of the 235mU state. 

Source of Uncertainty Magnitude 

Total statistical uncertainty 13 meV  

     Laser energy       4 meV 

     Calibration accuracy      10 meV 

     Choice of time interval       2 meV 

     Background approximation       6 meV 

Total systematic uncertainty 13 meV 

Total uncertainty 18 meV 

  Table 1: Uncertainty budget 

To confirm these numbers, we have repeated the measurement with two different (138 µm)2 STJ 

detectors on a new chip from the same wafer. The results of the four individual STJ 

measurements of the 235mU energy are 76.739 ± 0.022stat, 76.741 ± 0.028stat, 76.758 ± 0.024stat 

and 76.694 ± 0.025stat eV (Figure 2). The results are consistent, and the centroids have a standard 



error of ±14 meV in agreement with the calculated uncertainties (Table 1). When fitting a 

Gaussian to the sum of the four spectra in ROOT, the centroid is given by 76.737 ± 0.013stat eV. 

Adding the systematic and statistical uncertainties in quadrature, we obtain a value of 76.737 ± 

0.018 eV for the energy of metastable 235mU.  

This measurement of the energy of 235mU is an order of magnitude more precise than the 

current literature value, which has an uncertainty of 0.4 eV [21]. The current method is less 

susceptible to systematic errors, because the 235mU nucleus is embedded in the detector so that 

the total energy of the isomer decay is captured independent of the decay mode and the chemical 

state of the uranium. Interestingly, the energy we extract is within the uncertainty quoted for the 

previous measurements, which relied on electron spectroscopy of the conversion electrons and 

could therefore have been affected by the chemical state of the uranium and by electron energy 

loss during escape from the sample [19, 20]. Our measurement confirms that the 235mU in the 

earlier measurements had, as claimed, likely been present as 235mUF4, i.e. in the same chemical 

state as the reference sample used for calibration.  

This technique could be extended to measure the energy of 229mTh with some 

modification, required because the lifetime of 229mTh in solids is only 7 ± 1 µs [18]. This is 

comparable to the rise time and much shorter than the ~50 µs signal fall time of our STJ 

detectors, so that the detector response to a 229mTh recoil ion will not have fallen to zero at the 

time of the 229mTh decay into the ground state, especially if the recoil ion carries a kinetic energy 

of many keV. The recoil ions therefore need to be slowed down before they are embedded into 

the STJ. This can be done in high-purity He gas, since the 229mTh life time in its ionized state 

exceeds 1 minute [17]. The cold ions can then be directed into the STJ detector with a well-

controlled kinetic energy of ~10 eV. The subsequent spectrum will show two peaks, one at the 

kinetic plus ionization energy of the 229Th ion for the nucleus in its ground state, and one with 

higher energy due to the 229mTh decay. The branching ratio for 229mTh sets the magnitude of the 

second peak at 2% of the primary peak, and the energy difference between the peaks is given by 

the decay of the 229mTh into the ground state, which will occur during the STJ signal rise and 

simply add to the measured signal amplitude. 

In summary, we have measured the energy of the first excited nuclear state in 235U as 

76.737 ± 0.018 eV by embedding 235mU inside a superconducting tunnel junction detector and 



observing its decay into the ground state. The experiment minimizes systematic errors due to 

chemical effects on the electron binding energies of uranium, and detector calibration with a 

pulsed UV laser ensures a precise energy scale. The approach can be adapted to measure the 

decay of metastable 229mTh as a step towards developing a nuclear clock with unprecedented 

accuracy. 
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