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Background: The precise determination of the $\mathcal{F}t$ value in $T = 1/2$ mixed mirror decays is an important avenue for testing the Standard Model of the electroweak interaction through the determination of $V_{ud}$ in nuclear $\beta$ decays. $^{11}$C is an interesting case, as its low mass and small $Q_{EC}$ value make it particularly sensitive to violations of the conserved vector current hypothesis. The present dominant source of uncertainty in the $^{11}$C $\mathcal{F}t$ value is the half-life.

Purpose: A high-precision measurement of the $^{11}$C half-life was performed, and a new world average half-life was calculated.

Method: $^{11}$C was created by transfer reactions and separated using the TwinSol facility at the Nuclear Science Laboratory at the University of Notre Dame. It was then implanted into a tantalum foil, and $\beta$ counting was used to determine the half-life.

Results: The new half-life, $t_{1/2} = 1220.27(26)$ s, is consistent with the previous values but significantly more precise. A new world average was calculated, $t_{1/2}^{\text{world}} = 1220.41(32)$ s, and a new estimate for the Gamow-Teller to Fermi mixing ratio $\rho$ is presented along with Standard Model correlation parameters.

Conclusions: The new $^{11}$C world average half-life allows the calculation of a $\mathcal{F}t_{\text{mirror}}$ value that is now the most-precise value for all superallowed mixed mirror transitions. This gives a strong impetus for an experimental determination of $\rho$, to allow for the determination of $V_{ud}$ from this decay.

I. INTRODUCTION

Precision nuclear measurements provide a powerful tool for testing the Standard Model. Specifically, precision studies of nuclear $\beta$ decays offer a method of testing the unitarity of the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix [1, 2]. The conserved vector current (CVC) hypothesis requires that the CKM matrix be unitary. If this is not the case, then it would either mean the CVC hypothesis is incomplete – indicating the presence of other interactions for the $\beta$ decay, such as scalar, pseudoscalar, or tensor interactions alongside the vector and axial-vector ones – or indicate the presence of other physics beyond the Standard Model, such as additional generations of quarks [1]. The highest-precision test of the CKM matrix unitarity comes from the normalization of the top row, $|V_{ud}|^2 + |V_{us}|^2 + |V_{ub}|^2 = 1$, where $V_{ij}$ is the probability amplitude of a transition between two quark mass eigenstates [1, 2]. Only $V_{ud}$ and $V_{us}$ contribute significantly to this determination [3]. The $V_{us}$ element can be calculated from kaon decays [4], and experiments have improved the precision and accuracy of this value significantly over the past few years [3, 5, 6].

$V_{ud}$ can be studied through pion decays, neutron decays, superallowed Fermi $0^+ \rightarrow 0^+$ transitions, and mixed mirror transitions [1, 2]. The most accurate value for $V_{ud}$ comes from superallowed Fermi $0^+ \rightarrow 0^+$ transitions, with a precision of $2.2 \times 10^{-4}$ reported in the most recent review [6]. Recent efforts (e.g. Refs. [7–12]) have focused on further improving the precision of the experimental values for its determination. A complementary method is desirable to serve as a check on the value obtained from superallowed Fermi decays. One such method is the study of superallowed mixed mirror decays [13, 14]. Occurring between $T = 1/2$ isospin doublets in mirror nuclei, these transitions are mixed Fermi and Gamow-Teller decays.

Following the CVC hypothesis, the product of the corrected statistical rate function $\mathcal{F}$ and the partial half-life $t$ should have the same value for all $T = 1/2$ superallowed mixed mirror decays. We can calculate $\mathcal{F}t_{\text{mirror}}$ for these transitions as [13]:

$$\mathcal{F}t_{\text{mirror}} = f_V t(1 + \delta_R'(1 + \delta_{NS}^V - \delta_C^V)),$$

(1)

where $f_V$ is the uncorrected statistical rate function of the vector interaction and the various $\delta$’s are small correction terms: $\delta_R'$ the nucleus-dependent radiative correction, $\delta_{NS}^V$ the nuclear structure correction, and $\delta_C^V$ the isospin symmetry breaking correction. $\mathcal{F}t_{\text{mirror}}$ is related to the $V_{ud}$ element of the CKM matrix by [13]:

$$\mathcal{F}t_{\text{mirror}} = \frac{K}{G_F^2 V_{ud}^2 |M'_F|^2 C_V^2 (1 + \Delta_{NS}^V)(1 + \frac{\Delta_C}{f_V} \rho^2)},$$

(2)
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where $K/(hc)^6 = 2\pi^3 h \ln(2)/(m_e c^2)^5 = 8120.2776(9) \times 10^{-10}$ GeV$^{-4}$ s$^{-6}$, $G_F/(hc)^3 = 1.16637(1) \times 10^{-5}$ GeV$^{-2}$ is the Fermi constant [13], $\Delta_H$ is the transition-independent radiative correction [15], $M^2_F$ is the Fermi matrix element in the isospin limit, which for these $T = 1/2$ mirror $\beta$ decays is $|M^0_F|^2 = 1$, and $C^2_V = 1$ is the vector coupling constant [13]. The quantities $f_A$ and $f_V$ are the statistical rate functions for the axial-vector and vector parts of this interaction, respectively, and $\rho$ is the Gamow-Teller-to-Fermi mixing ratio.

The precise determination of $Ft$ relies on four experimental quantities: $f_A$ and $f_V$ require the decay transition energy $Q_{EC}$; calculation of the partial half-life $t$ relies on both the half-life, $t_{1/2}$, and the branching ratio for the particular transition; and $\rho$, which can be determined from the measurement of either the $\beta$ asymmetry parameter $A_\beta$, the $\beta$-neutrino angular correlation $a_{\beta\nu}$, or the neutrino asymmetry parameter $B_\nu$. Currently, $\rho$ has only been experimentally determined for five nuclei of interest, with $A_\beta$ having been used for $^{19}$Ne [16], $^{29}$P [17] and $^{35}$Ar [18, 19]; $B_\nu$ for $^{8}$Be [20]; and $a_{\beta\nu}$ for $^{21}$Na [21]. Efforts are underway to expand this list, including measuring $A_\beta$ in $^{25}$Mg using versatile ion-polarized techniques online (VITO) at ISOLDE [22] and a new ion trapping experiment under development at the Nuclear Science Laboratory (NSL) at the University of Notre Dame [23]. In parallel, a new high-precision half-life measurement program for superallowed $T = 1/2$ mixed mirror decays is also underway at the NSL [24, 25].

Of particular interest among these superallowed mixed decays is $^{11}$C, due to its importance to the search for physics beyond the Standard Model. If there are additional interactions alongside the vector and axial-vector interactions of the CVC hypothesis, they would be present in the calculation as an additional term in the integrand of the statistical rate function of $1 + \frac{3}{4} f(\rho)$. Here, $W$ is the total electron energy in electron rest mass units, $\gamma = \sqrt{1 - (\alpha Z)^2}$, with $Z$ the atomic number of the daughter nucleus and $\alpha$ the fine structure constant, and $b_F$ is the Fierz interference term [26]. The latter is related to the ratio of scalar coupling or tensor coupling to vector coupling or axial-vector coupling, respectively [5]. As the lighter $T = 1/2$ mixed decay nuclei have smaller $Q_{EC}$ values, and thus $W$ values, their decays are most sensitive to physics beyond the standard model, though such sensitivity would be limited by the uncertainty on the determination of $\rho$.

$^{11}$C is the lightest such nucleus that undergoes $\beta^+$ decay. Since $^{11}$C decays completely to the $^{11}$B ground state, a branching ratio measurement is unnecessary, and a recent high-precision $Q_{EC}$ value measurement [27] has made the half-life the largest remaining source of experimental uncertainty, other than the unmeasured $\rho$. Hence, we performed a new, higher-precision half-life measurement of $^{11}$C.

II. EXPERIMENTAL METHOD

A $^{10}$B$^{4+}$ primary beam with an energy of 32.5 MeV was created using the NSL’s FN tandem accelerator. The primary beam was impinged on a deuterium gas target, which produced $^{11}$C through the $^{10}$B$(d, n)^{11}$C reaction. The resulting rare isotope beam was then passed through the twin solenoid TwinSol [28] mass separator, selecting an 18 MeV $^{11}$C$^{6+}$ secondary beam.

The $^{11}$C ions were implanted in a thick tantalum foil in the NSL’s $\beta$-counting station [24, 29], which consists of a circular aluminum chamber containing a rotating aluminum arm on which a tantalum foil was mounted for implantation. The measurement was then conducted following the procedure outlined in Refs. [24, 25], with the primary beam turned off during the counting stage by deflecting it with a high voltage kicker upstream of the FN tandem Van de Graaff accelerator. $^{11}$C was implanted in the tantalum foil for 60 minutes (approximately three half-lives), and then the foil was rotated into the counting position and the decay was measured. The individual betas were counted using a 1 mm plastic scintillator mounted to a light guide that was cemented to the photomultiplier tube. The photomultiplier tube used was an ET-Enterprises 9266QKSB, featuring a quartz window to minimize background from radioactive material and a mu-metal® shield, mounted to a high-pulse linearity RB1108 base. A thin (8(2) $\mu$m), light-tight aluminum foil was placed in front of the plastic scintillator; the thickness of the aluminum foil was minimized to maximize the recorded betas from the $^{11}$C decay, which have a $Q_{\beta^+} = 1981.69(6)$ keV [30]. A series of nine implantations and half-life measurements were conducted in this way, varying the photomultiplier tube bias, discriminator threshold, and beam current (and thus initial count rate) between individual measurement runs in order to probe possible systematic effects.

III. DATA ANALYSIS

The data analysis followed the well-established procedure outlined in Ref. [31] as used previously in half-life measurements at the University of Notre Dame [24, 25]. Each experimental run consisted of a single cycle containing a decay measurement and one or more cycles containing background measurements taken during implantation, which were then accounted for. Each remaining cycle contained between 1.9 million and 11.1 million total detected counts, taken over 220 minutes for the first run (approximately 11 half-lives) and 380 minutes (approximately 19 half-lives) for the remaining runs. The leading bins were excluded to avoid bins with anomalously low counts, and the data was rebinned to avoid the presence of a large number of empty bins, which could introduce a bias into the fit [25]. The initial 6000 and 11400 bins were rebinned to 600 bins, selected to optimize the $\chi^2$ of the fit.
A. Half-life Determination

The $^{11}$C data was fit using the summed fit procedure, as described in [31]. As the final eight measurements had the same cycle lengths, they could be combined into a single data set and considered as a whole; as the first run had a different cycle length, it was fit alone. In this analysis, the number of counts in each of the 600 bins of a run were adjusted for the dead-time losses inherent in the system [31]. These data were then fitted for the observed decay rate, $r(t)$, using:

$$r(t) = r_0 \exp \left[ -\ln(2) t/ t_{1/2} \right] + b$$  \hspace{1cm} (3)

where $r_0$ is the initial rate, $t_{1/2}$ is the half-life, and $b$ the background rate.

The fit used a maximum-likelihood-type fitting, where the Poisson maximum likelihood was approached iteratively through least-squares fitting using the Levenberg-Marquart algorithm. This was stopped once variation in all parameters was below 0.01% [31]. A cross-check was performed using a second common approach [32], where the fit is determined by minimizing a $\chi^2$ determined from Poisson statistics. Both methods yielded results identical to a few parts in $10^6$. The summed fit and corresponding residuals of the dead-time corrected data for the combined runs 2–9 can be seen in Fig. 1. The reduced $\chi^2$ equals 1.04 and residuals average -0.004 with a standard deviation of 0.932. The absence of a non-statistical trend, as shown by the 10-point moving average in the bottom panel of Fig. 1, indicates the absence of time-dependent systematic effects such as non-negligible contamination or improper accounting for dead time.

The resulting half-life from the summed fit was $t_{1/2} = 1221.38(89)$ s for the first run, and $t_{1/2} = 1220.20(22)$ s for the summed fit of runs 2 through 9. These values are consistent with each other, and have a weighted average of $t_{1/2} = 1220.27(22)$ s.

B. Uncertainty Estimation

Sources of uncertainty in both the measurement and the fitting procedure were considered. Among these are the possible presence of contaminants, the uncertainty in the dead-time, and other sources of systematic error.

1. Contaminant-related considerations

An ion chamber was used to study the composition of the cocktail beam emerging from the TwinSol separator. The resulting particle identification plot, Fig. 2, shows no radioactive isotopes beyond the $^{11}$C, and the heaviest isotopes produced were beryllium, boron and carbon. Thus, heavier radioactive isotopes of nitrogen or oxygen were not produced and could not be contaminants. The energy of the primary beam was selected such that the production of other radioisotopes via $^{10}$B – deuterium reactions was energetically forbidden, with the exception of long-lived $^7$Be and $^3$H. The beryllium only decays via electron capture, and the beta decay of tritium is too low-energy to pass the aluminum foil in front of the detector. Moreover, the 12 year half-life of tritium would have minimally affected our background. Nevertheless, fits for the observed decay rate $r(t)$ with two decaying half-lives were conducted, using:

$$r(t) = r_0 \exp \left[ -\ln(2) t/ t_{1/2} \right] + \alpha \exp \left[ -\ln(2) t/ t_2 \right] + b$$  \hspace{1cm} (4)

where $r_0$, $t_{1/2}$ and $b$ are defined as in Eq. (3), $t_2$ is the half-life of the possible contaminant, and $\alpha$ is the contamination ratio. With a free-floating $t_2$, this fit resulted in $t_2 = 2 \times 10^3(3 \times 10^2)$ min and $\alpha = 4 \times 10^{-10}(5 \times 10^{-5})$; fixing $t_2$ as half or double that of $^{11}$C result in $\alpha = 3 \times 10^{-3}(3 \times 10^{-3})$ and $\alpha = 6 \times 10^{-10}(2 \times 10^{-4})$, respectively, all of which are consistent with zero. We also investigated the possibility of a much longer-lived contaminant produced by the activation of the beamline. Such an activation is rendered extremely unlikely due to the 18 MeV energy of the secondary beam being below the Coulomb barrier for reactions with the nuclei in the primary components of the stainless steel beamline, though it is possible on the aluminum of the paddle holding the tantalum foil; this would be a very small area exposed to a incident rate of less than $10^4$ pps. The beam is turned off during the counting phase to further reduce the dose to the aluminum, and the counting station itself...
FIG. 2. (color online) Particle identification plot of the incoming cocktail beam separated by the TwinSol facility near the location of the $\beta$-counting station, showing energy lost in the first section of the ion chamber vs. residual energy lost in the rest of the ion chamber. Faint periodic groups can be seen alongside the identified isotope groups, which are the result of interactions with the wires of the chamber.

The incoming cocktail beam is located 12 m from the production target and separated from it by a 1.5 m thick high-density concrete wall, resulting in an immeasurably small neutron flux. Nevertheless, the possibility for the production of a long-lived contaminant polluting the spectra was probed by adding linear dependence of slope $m$ to our background:

$$r(t) = r_0 \exp \left[ -\ln(2)t/t_{1/2} \right] + mt + b \quad (5)$$

where $m$ is the slope from the decay of the very long-lived contaminant. For this last fit, we found a slope $m = -0.002(40)$ s$^{-1}$, which is consistent with zero.

Possible short-lived contaminants and the possible mis-evaluation of the dead time were studied through removing the leading bins one by one and then performing a summed half-life fit on the remaining data. Up to the first 220 minutes were removed, corresponding to approximately eleven half-lives and over 99.8% of the total counts; any further removal of data does not result in a meaningful fit. As can be seen in Fig. 3, no time-dependent systematic trends are apparent in either the full data set or in the two subsets with varying initial count rates.

3. Other systematic effects

The 100 Hz clock frequency is known to be accurate to within 0.4 mHz. The summed fit was repeated using the extrema of the clock value, and the difference in half-life was found to be on the order of milliseconds. The effect of rebinning the data was recently explored using Monte Carlo-generated data [25], which showed no systematic effects above the statistical uncertainty provided few bins had zero counts; the difference in half-life between rebinning into 200 and 1000 bins is on the order of hundredths of seconds. Both of these have been considered as sources of systematic uncertainty.

To search for other possible systematic effects, the photomultiplier tube bias voltage, discriminator threshold voltage, and beam current were all varied. The photomultiplier tube was biased at 1000 and 1100 V, the discriminator set at 0.3 and 0.5 V, and the primary beam current was varied resulting in initial $\beta$ count rates ranging from 1500 to 10,500 per second. The background...
FIG. 4. (color online) (a) Half-life results from fitting individual samples vs initial count rate. Point color indicates the photomultiplier tube voltage, and shape indicates discriminator voltage. The two horizontal (blue) lines are the uncertainty on the weighted average of these values. (b) Monte Carlo simulated data of the same varying rates, showing the same statistical scatter around the weighted average half-life, indicated by two horizontal (blue) lines. The grey band indicates the 1σ spread of 100 such simulations.

varied from 0.3 to 1.6 counts/s on individual runs, depending on the PMT bias and threshold voltage. Combinations of these parameters were explored in each run, and the fitting procedure was performed individually to probe systematics. As can be seen in the top panel of Fig. 4, there are no apparent systematic effects; the absence of any rate-dependent effects here or in Fig 3 further indicates that there are no rate-dependent photomultiplier tube gain shifts [33]. This was tested through 100 different Monte Carlo simulated data sets with the same initial rates and background as the experimental data sets. As indicated by the Monte-Carlo-generated sample data set at the bottom panel of Fig. 4, a similar scatter between the experimental and simulated data sets is observed. Furthermore, as indicated by the shaded region on the bottom panel of Fig. 4, the one standard deviation spread calculated from the 100 simulated data sets overlaps with the spread in the data.

The weighted average of these individual runs gives a half-life of \( t_{1/2} = 1220.24(22) \) s, which is in agreement with the value from the sum fit. The small, 26 ms difference can be explained by a bias of the maximum likelihood fitting with count rate [31], and is replicated in the 36 ms average spread from the 100 Monte Carlo generated data sets. Nevertheless, half of the experimental difference is added as a systematic uncertainty. The Birge ratio [34] of these measurements, 0.95(16), indicates that the variation in values is statistical in nature. Finally, the accuracy of the sum fitting was tested by taking the weighted average of the sum fits for each of the 100 Monte Carlo generated data sets. The difference of -11(18) ms with the inputted half-life, which is consistent with zero, demonstrates the accuracy of the fitting technique. Nevertheless, to be conservative, an uncertainty of 18 ms is added as a systematic uncertainty. The statistical and systematic uncertainties, summarized in Table I, are then combined in quadrature, resulting in a total uncertainty of 0.26 s.

TABLE I. Summary of statistical and systematic uncertainties combined to give final uncertainty.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical</td>
<td>0.22</td>
</tr>
<tr>
<td>Dead-time uncertainty</td>
<td>0.14</td>
</tr>
<tr>
<td>Binning</td>
<td>0.026</td>
</tr>
<tr>
<td>Fit (Monte Carlo)</td>
<td>0.018</td>
</tr>
<tr>
<td>Fit (individual vs. sum)</td>
<td>0.013</td>
</tr>
<tr>
<td>Clock uncertainty</td>
<td>0.005</td>
</tr>
<tr>
<td>Fit ([31] vs. [32])</td>
<td>0.004</td>
</tr>
<tr>
<td>Total</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Our new half-life value, \( t_{1/2} = 1220.27(26) \) s, is in good agreement with the previous world average, \( t_{1/2}^{\text{old}} = 1221.6(1.5) \) s, but is significantly more precise. Following the same procedure used for previous reviews of superallowed mixed mirror decays [13] and superallowed pure Fermi \( 0^+ \rightarrow 0^+ \) decays [3], we reevaluated the world data in order to calculate a new world average half-life. As our new value is significantly more precise than the previous values, seven of those used in the previous evaluation (Refs. [39–45]) were eliminated, being more than ten times less precise, following the established procedure...
[3, 13]. This leaves four earlier values that are used to calculate the new world average (Refs. [35–38]). These, alongside our new measurement, can be seen in Fig. 5. A weighted average of the five measurements was taken, giving a world average of \( t_{1/2}^{\text{world}} = 1220.41(32) \) s, which is a factor of five more precise than the previous value. This new value is an improvement of a factor of five more precise than the previous value. The Birge ratio of our new average is 1.28(21), an improvement on the previous value of 2.06(14). As it is greater than one, we adopt the policy of the Particle Data Group [46], and the uncertainty reported on the world average has been scaled by the Birge ratio.

\[ \text{FIG. 6. (color online) Fractional contribution of experimental and theoretical parameters to the final uncertainty in } \mathcal{F}_\text{mirror}. \]

\[ \mathcal{F}_\text{mirror} = \frac{2\mathcal{F}_0^{+\rightarrow0^+}}{1 + \frac{f_A}{\sqrt{2}}\rho^2} \]  

where \( f_A \) was calculated from the \( Q_{EC} \) in [27] and the parametrization presented in [47]. This was then solved for \( \rho \), and this value, as well as the correlation coefficients \( A_{\text{SM}}, a_{\text{SM}} \) and \( B_{\text{SM}} \), was calculated following the Standard Model [13]. As in Ref. [13], our calculated correlation coefficients at \( E_\beta = 0 \) include neither physics beyond the standard model nor recoil order effects, which would affect measured correlation coefficients. These results can be seen in Table III, showing significant factors of three to five improvement over the previous results.

\[ \text{VI. OUTLOOK} \]

In summary, we have improved the precision of the measured world-average half-life of \( ^{11}\text{C} \), the lightest and longest-lived superallowed mixed mirror \( \beta^+ \) decay, by a factor of five, making it comparable in precision to the \( Q \) value and thus increasing the precision of the \( \mathcal{F}_\text{mirror} \) value fourfold. In examining the fractional contributions to the final uncertainty of the \( \mathcal{F}_\text{mirror} \) value, Fig. 6, we can see that the largest uncertainty now comes from the theoretical \( \delta_{NS} - \delta_C \) correction, providing an impetus for improved precision calculations. The new estimate for \( \rho \) and the related Standard Model correlation coefficients also show a factor of three to five improvement over the previous results.

The high precision achieved on the \( \mathcal{F}_\text{mirror} \) value is now the most accurate of any superallowed mixed mirror decay and is comparable in precision to the most precise \( \mathcal{F}_0^{+\rightarrow0^+} \) values. With this measurement, it would only take a relative precision of 0.5% on a measurement of \( \rho \) to determine \( V_{ud} \) with a relative uncertainty of 0.2%, comparable to the uncertainties on Fermi superallowed decays that currently provide the most precise determinations of \( V_{ud} \) [6]. This, and the high sensitivity of low-\( Z \)

\[ \begin{array}{|c|c|c|}
\hline
\text{Parameter} & \text{This work} & \text{Gulyuz et al. [27]} \\
\hline
\mathcal{F}_\text{mirror} & 3916.9(1.9) \text{ s} & 3920.4(5.0) \text{ s} \\
\rho & 0.75022(56) & 0.7493(15) \\
a_{\text{SM}} & 0.51982(46) & 0.5206(13) \\
A_{\text{SM}} & 0.59962(2) & 0.59959(5) \\
B_{\text{SM}} & 0.8877(3) & 0.8872(8) \\
\hline
\end{array} \]
decays to physics beyond the Standard Model, provides a strong impetus for efforts to measure the correlation coefficients, such as the planned Paul trap for measuring $a_{\beta\nu}$ at the NSL at the University of Notre Dame [23].
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