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We present measurements of the elliptic flow (v2) as a function of transverse momentum (pT ),
pseudorapidity (η), and centrality in d+Au collisions at

√
sNN = 200, 62.4, 39, and 19.6 GeV.

The beam-energy scan of d+Au collisions provides a testing ground for the onset of flow signatures
in small collision systems. We measure a nonzero v2 signal at all four collision energies, which, at
midrapidity and low pT , is consistent with predictions from viscous hydrodynamic models. Compar-
isons with calculations from parton transport models (based on the ampt Monte Carlo generator)
show good agreement with the data at midrapidity to forward (d-going) rapidities and low pT . At
backward (Au-going) rapidities and pT > 1.5 GeV/c, the data diverges from ampt calculations of
v2 relative to the initial geometry, indicating the possible dominance of nongeometry related corre-
lations, referred to as nonflow. We also present measurements of the charged-particle multiplicity
(dNch/dη) as a function of η in central d+Au collisions at the same energies. We find that in d+Au
collisions at

√
sNN = 200 GeV the v2 scales with dNch/dη over all η in the PHENIX acceptance. At√

sNN = 62.4, and 39 GeV, v2 scales with dNch/dη at midrapidity and forward rapidity, but falls
off at backward rapidity. This departure from the dNch/dη scaling may be a further indication of
nonflow effects dominating at backward rapidity.
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I. INTRODUCTION

Measurements of the azimuthal momentum anisotropy of particles produced in high-energy heavy ion collisions
(A+A) have provided strong evidence for the formation of a strongly coupled Quark-Gluon Plasma (QGP)[1–4]. This
anisotropy, as measured by the Fourier coefficients, vn, can be understood as arising from initial geometry propagated
to final-state momentum correlations via interactions between medium constituents. These interactions have been
well described by relativistic hydrodynamics with a low ratio of viscosity to entropy density [5, 6].

In 2012, measurements of v2 in
√
s
NN

= 5.02 TeV p+Pb collisions at the Large Hadron Collider (LHC) [7–9] and√
s
NN

= 200 GeV d+Au collisions at the Relativistic Heavy Ion Collider (RHIC) [10] raised the question whether a
QGP might be formed even in these small collision systems. Further measurements in p+Pb collisions revealed that
the signal persists for multi-particle correlations [11–14], which is additional evidence of collective behavior. To test
the signal’s connection to the initial geometry of the collision, PHENIX measured v2 in p/d/3He+Au collisions and
v3 in 3He+Au collisions at

√
s
NN

= 200 GeV [15–18]. The results are consistent with the interpretation that the
measured v2 arises from initial geometry. High-multiplicity p+p collisions at

√
s
NN

= 2.76, 5.02, 7.13, and 13 TeV
exhibit similar effects [19–21] and may also be related to the initial geometry [22].

Even in these small collision systems, the data at both RHIC and the LHC can be described by hydrodynamic
calculations [17, 22]. However, it has also been shown that calculations using kinetic theories of hadronic and partonic
scattering (e.g., a multiphase transport (ampt) model [23]) can qualitatively describe the v2 measured in small
systems [17, 24, 25]. In both hydrodynamic and kinetic models, initial geometry (coordinate space anisotropy) is
translated to final state momentum space anisotropy via interactions between medium constituents. In contrast,
other explanations, including color recombination [26] and initial-state effects from glasma diagrams [27], have also
been proposed, where the final-state momentum correlations are due to initial momentum correlations rather than a
connection to the initial geometry.

Throughout this paper we use a working definition of “flow” as initial geometry propagated to final-state azimuthal
momentum anisotropy, regardless of the mechanism of propagation (e.g. fluid flow or particle transport). All other
sources of final-state azimuthal momentum anisotropy are referred to as “nonflow”. Examples of nonflow include jet
correlations, resonance decays, and Coulomb interactions.

In 2016, RHIC delivered d+Au collisions at
√
s
NN

= 200, 62.4, 39, and 19.6 GeV in order to investigate the onset of
collectivity. PHENIX has previously published results on multi-particle correlations from this data set [28], providing
evidence for collective behavior at all energies. Here we report comprehensive measurements of v2 as a function of
pT , η, and centrality in d+Au collisions at

√
s
NN

= 200, 62.4, 39, and 19.6 GeV. We also report measurements of the
charged particle multiplicity (dNch/dη) as a function of η in central d+Au collisions at the same energies.

II. EXPERIMENT AND DATA SET

The PHENIX detector is described in detail in Ref. [29] and shown schematically in Fig. 1. Global event character-
ization and triggering use two beam-beam counters (BBC)[30] located in the pseudorapidity region 3.1 < |η| < 3.9,
as well as a forward silicon vertex detector (FVTX) [31] covering 1 < |η| < 3. Each BBC comprises 64 Čerenkov
counters arrayed around the beam pipe 1.44 m from the nominal interaction region. The counters comprise 3 cm of
quartz coupled to a mesh-dynode photomultiplier tube, where the charge is calibrated to a minimum-ionizing charged
particle. The FVTX is made up of two annular endcaps, each with four stations of silicon mini-strip sensors. Each
station comprises 47 individual silicon sensors, each of which contains two columns of mini-strips with 75 µm pitch
in the radial direction and lengths in the φ direction varying from 3.4 mm at the inner radius to 11.5 mm at the
outer radius. The negative-rapidity south-side region (Au-going direction) has the BBCS and FVTXS arms, while the
positive-rapidity north-side region (d-going direction) has the BBCN and FVTXN arms. Charged-particle tracking is
provided by the east and west central arms at midrapidity, covering |η| < 0.35 each with an azimuthal (φ) coverage
of π/2.

At 200 and 62.4 GeV a minimum bias (MB) interaction trigger is provided by the BBC. For the MB trigger, at least
one hit tube is required in each of the north and south detectors. The fraction of the d+Au inelastic cross section that
the MB trigger fires on, εMB, is given in Table I for both energies. In addition to the MB trigger, a high-multiplicity
trigger that required > 40 (29) hit tubes in the BBCS for 200 (62.4) GeV was also run, providing a factor of 188
(11) enhancement of high-multiplicity events. Analyzed events were further required to have a reconstructed collision
vertex in the longitudinal direction as reconstructed by the BBC of |zvrtx| < 10 cm. The resulting number of analyzed
events is shown in Table I.

At 39 and 19.6 GeV, the FVTX combined with the south BBC is used for the MB trigger. This combination has
a larger trigger efficiency at these lower energies than a BBC coincidence due to the low multiplicities in the region
3.1 < η < 3.9 at these energies. The FVTX trigger requires at least one hit in 3 of the 4 stations of the FVTX
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FIG. 1. A schematic view of the PHENIX detector as configured in 2016.

TABLE I. Summary of the data analyzed by PHENIX from the 2016 RHIC d+Au beam energy scan.

# Analyzed # Analyzed

MB high-multiplicity
√
sNN [GeV] εMB triggered triggered

events [106] events [106]

200 88±4% 53 569 (0%–5%)

62.4 78±4% 113 214 (0%–10%)

39 74±6% 231 171 (0%–20%)

19.6 61±8% 33 7 (0%–20%)

in a given sector covering approximately ∆φ = 0.26 rad, effectively requiring a single track in each of the north
and south arms. To reduce background, at least one hit tube was required in the south BBC. The efficiency of the
MB trigger, εMB at both energies is given in Table I. Additionally, a high-multiplicity trigger was implemented that
further required > 27 (18) hits in the south BBC for 39 (19.6) GeV, providing a factor of 6.0 (1.8) enhancement of
high-multiplicity events. Analyzed events were also required to have |zvrtx| < 10 cm, as reconstructed by the FVTX.
To reduce beam-gas and beam-pipe background, the total number of reconstructed clusters in the FVTX, both south
and north arms, was required to be < 500 (300) at 39 (19.6) GeV. The resulting number of analyzed events is shown
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TABLE II. Summary of the mean number of participants, 〈Npart〉, and eccentricity, 〈ε2〉, for central d+Au collisions at√
sNN = 200, 62.4, 39, and 19.6 GeV.

√
sNN [GeV] centrality 〈Npart〉 〈ε2〉

200 0%–5% 17.8±1.2 0.54±0.04

62.4 0%–5% 16.3±1.0 0.55±0.05

39 0%–10% 15.9±1.0 0.56±0.06

19.6 0%–20% 13.6±1.0 0.55±0.05

in Table I.

The collision centrality at all four energies is determined using the total charge in the south (Au-going) BBC, as
described in Ref. [32]. Figure 2 shows the BBCS charge distributions from MB triggered data at each energy along
with the limits of the various centrality bins. It also includes the BBCS charge distributions for the high-multiplicity
trigger, renormalized to match the high-charge region, showing the trigger turn-on at each energy. To avoid bias in
the centrality distribution, analyzed events firing the high-multiplicity trigger are required to have centrality 0%–5%,
0%–10%, 0%–20%, 0%–20% at

√
s
NN

= 200, 62.4, 39, and 19.6, respectively. These regions correspond to centralities
for which the high-multiplicity trigger was efficient.

Using Monte-Carlo Glauber combined with fluctuations modeled by a negative binomial distribution as laid out
in Ref. [32], the mean number of participants, 〈Npart〉, and the mean initial geometry eccentricity, 〈ε2〉, can be
characterized for given centrality bins. Table II shows the 〈Npart〉 and 〈ε2〉 values for central collisions at all four
energies. The 〈ε2〉 values are consistent at all four collision energies within uncertainties. The 〈Npart〉 values, however,
decrease with decreasing energy. This can be attributed to both the decreasing nucleon-nucleon interaction cross
section and the larger centrality bins at 39 and 19.6 GeV, which were used to improve the statistical precision of the
measurements.

In the central arms, unidentified charged particle tracking uses the drift chamber (DC) and pad chamber (PC)
layers. We require tracks to have a unique match between DC hits and PC hits in the layer immediately surrounding
the DC. Tracks are further required to have a matching hit in the third PC layer at R = 4.98 m that is within ±3σ of
the projected track location, where σ characterizes the momentum-dependent widths of the matching distributions.

In addition to triggering, the FVTX is used for unidentified charged particle tracking. The FVTX does not measure
track momentum, and we therefore are limited to a momentum integrated measurement. We require reconstructed
tracks in the FVTX to have hits in at least 3 of the 4 stations with fit quality, χ2/d.o.f.< 5. We further require that
the distance of closest approach of the track to the primary collision vertex, DCA, be within 2.0 cm in both the x and
y directions, transverse to the beam axis. The expected DCA resolution from simulation is ≈ 1.2 cm at 500 MeV.
This loose cut on the DCA removes background from upstream beam-gas interactions, as well as mis-reconstructed
tracks.

The luminosity delivered by RHIC for d+Au collisions at
√
s
NN

= 200 GeV is high enough that approximately 6%
of events are expected to contain multiple collisions (i.e. pile-up). The fraction of pile-up events is larger in central
events, and is expected to be as large as 20% in the highest luminosity periods. An algorithm was developed to aid
in rejecting these events. For each event, the distribution of times for each hit tube in the BBCS is determined.
Then, the fraction, f , of the time distribution for that event which is within a 0.5 ns window of the mode of the
measured distribution is calculated. Because multiple collisions typically occur at different positions along the beam
axis, particles from these collisions tend to leave multiple peaks in the distribution of times recorded in the BBCS.
Therefore, pile-up events are typically characterized by low values of f . We reject events with f < 0.95 for centrality
0%–20%. Studies using low luminosity data and manufactured pile-up events indicate that this cut rejects 81% of
pile-up events while accepting 93% of single collision events for 0%–5% central collisions. Based on the luminosities
delivered at 62.4, 39, and 19.6 GeV, fewer than 1% of events are expected to contain multiple collisions, and therefore
no cut on f is included.

III. ANALYSIS

We first discuss two-particle correlation functions in Sec. III A. The analysis of the pT dependence of the second
order flow coefficient, v2, is discussed in Sec. III B. The analysis of the η dependence of v2 is discussed in Sec. III C.
The analysis of dNch/dη is discussed in Sec. III D.
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A. Two-particle correlations
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FIG. 3. Two-particle ∆φ correlations in central d+Au collisions at
√
sNN = 200 GeV between various detectors. The blue

dot-dashed lines, red long-dashed lines, and green dotted lines, correspond to the C1, C2, and C3 components, respectively.
The black dashed lines correspond to the sum of the Cn’s up to third order. For the correlations in panels (a) and (b), CNT
tracks were required to be within 0.2 < pT [GeV/c] < 5.0.

We start by constructing long-range azimuthal correlations in d+Au collisions at
√
s
NN

= 200 GeV. The two-particle
correlation function is defined as

C(∆φ) =
S(∆φ)

M(∆φ)

∫ 2π

0
M(∆φ)∫ 2π

0
S(∆φ)

, (1)

where ∆φ is the difference in the azimuthal angles between two tracks, S(∆φ) is the signal distribution, constructed
from track pairs in the same event, and M(∆φ) is the mixed event distribution, constructed from track pairs from
different events in the same centrality and collision vertex class. Figure 3 shows C(∆φ) for correlations of tracks
between different detectors in central d+Au collisions at

√
s
NN

= 200 GeV: (a) between tracks in the central arms
and tracks in the FVTXS, (b) between tracks in the central arms and tubes in the BBCS, (c) between tracks in the
FVTXS and FVTXN, and (d) between tubes in the BBCS and BBCN. By comparing C(∆φ) distributions between
different sets of detectors we naturally change the ∆η requirement for the pair of tracks. Correlations with a small ∆η
are typically thought to be dominated by nonflow correlations, particularly from intrajet correlations near ∆φ = 0,
as well as dijet correlations near ∆φ = π. By increasing the ∆η gap between particles we naturally reduce the
dominance of these nonflow correlations. Figure 3 shows correlation functions with (a) 0.65 < |∆η| < 3.35, (b)
2.75 < |∆η| < 4.25, (c) 2.0 < |∆η| < 6.0, and (d) 6.2 < |∆η| < 7.8.

The correlations exhibit two visible peaks at ∆φ = 0 and ∆φ = π. The peak at ∆φ = π is associated with, for
example, dijets. The peak at ∆φ = 0 does not arise from particles within a jet or decays, because we have imposed a
large ∆η gap. This peak was first observed in A+A collisions and has been termed the long-range near-side ridge. This
near-side ridge was one of the key components in understanding the hydrodynamic description of A+A collisions (See
Ref. [33] and references therein). The observation of this structure in high-multiplicity p+p collisions at

√
s
NN

= 7
TeV [20] was one of the first hints that collectivity may exist even in small collision systems. We observe a visible
near-side ridge up to |∆η| > 2.75.

To investigate these correlations further, we fit the distribution with a Fourier series up to 3rd order:

F (∆φ) = 1 +

3∑
n=1

2Cn cosn∆φ, (2)

where Cn is the nth order Fourier component. The full fit and the components are shown as lines in Fig. 3. The
dominant term is the first order C1 term, and arises from elementary processes, such as momentum conservation.
The second order term, C2, is associated with flow. While the longest range correlation shown in Fig. 3(d), with
|∆η| > 6.2, does not show a clear peak at ∆φ = 0, it does include a strong second-order Fourier component, C2.

Using the two-particle correlation (2PC) functions C(∆φ, pT ), the v2 as a function of pT , v2{2PC}, can be calculated
for central arm tracks using
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and two-particle correlations (red filled diamonds). Also shown are the previously published v2 vs pT using the event-plane
method (blue filled squares) from PHENIX using data collected in 2008 [15].

v2{2PC} =

√
CAB(∆φ, pT )× CAC(∆φ, pT )

CBC(∆φ)
, (3)

where the superscript AB refers to correlations between central arm and FVTXS tracks, AC refers to correlations
between central arm tracks and BBCS tubes, and BC refers to correlations between FVTXS tracks and BBCS tubes.
This relation can be understood as arising from the assumption of flow factorization, which allows the correlation
function to be interpreted as e.g. CAB(∆φ) = 〈vAn vBn 〉. In that way, Eqn. 3 reduces to

v2{2PC} =

√
〈vAn vBn 〉〈vAn vCn 〉
〈vBn vCn 〉

, (4)

where the superscripts A, B, C represent the central arms, the FVTXS, and the BBCS, respectively.
The v2{2PC} vs pT for 0%–5% d+Au collisions at

√
s
NN

= 200 GeV is shown as the red points in Fig. 4.
We also investigate the energy dependence of the near-side ridge using correlations between tracks in the FVTXN

and FVTXS. Figure 5 shows C(∆φ) with 2.0 < |∆η| < 6.0 for central d+Au collisions at
√
s
NN

= 200, 62.4, 39, and
19.6 GeV. A visible peak at ∆φ = 0 is only observed at 200 GeV; however, substantial C2 components are extracted
at 62.4 and 39 GeV. At 19.6 GeV, no visible C2 component is extracted. The C(∆φ) is integrated over pT and hence
dominated by low pT tracks. Therefore, the lack of a visible C2 component at 19.6 GeV does not exclude a nonzero
v2, particularly at higher pT .

B. Analysis of v2 vs pT using the event-plane method

The standard event-plane method [34] is used to calculate v2 as a function of pT :

v2(pT ) =
〈cos 2(φtrk(pT )−ΨFVTXS

2 )〉
R(ΨFVTXS

2 )
, (5)
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FIG. 5. Two-particle ∆φ correlations in central d+Au collisions at
√
sNN = 200, 62.4, 39, and 19.6 GeV between tracks in the

north and south FVTX detectors. The blue dot-dashed lines, red long-dashed lines, and green dotted lines, correspond to the
C1, C2, and C3 components, respectively. The black dashed lines correspond to the sum of the Cn’s up to third order.

where φtrk is the azimuthal angle of tracks in the central arms, and ΨFVTXS
2 is the azimuthal angle of the second-

order event-plane measured by the FVTXS. The event plane in the FVTXS is constructed in the usual way of

2ψ2 = atan2(QFVTXS
y , QFVTXS

x ), with QFVTXS =
∑M
i=1 e

inφi , where φi is the azimuthal angle of some cluster in
the FVTXS. The underlying physics correlation is the same whether one uses tracks or clusters, but the use of
clusters provides higher event-plane resolution and therefore greater statistical precision. The resolution of ΨFVTXS

2 ,
R(ΨFVTXS

2 ), is calculated using the three-subevent method [34] that correlates measurements in the FVTXS, BBCS,
and central arms. The resolution is strongly dependent on both the collision energy and centrality, and is shown
in Table III. We note that for 39 to 200 GeV we find that R(ΨFVTXS

2 ) increases in the most peripheral centrality
bin. This is contrary to expectations, because R(ΨFVTXS

2 ) depends on both the v2 in the event-plane region and the
number of particles, both of which are expected to decrease in more peripheral events. Nonflow is likely the largest
contribution in the most peripheral collisions, and may result in this increased resolution.

Due to its better resolution, we use the measurement of Ψ2 from the FVTXS. However, we can compare the v2
vs pT measured using the BBCS, which has a larger separation of |∆η| > 2.75 relative to the central arm tracks
compared to |∆η| > 0.65 with the FVTXS. The v2 values are found to agree within 2.5% for pT < 2 GeV/c, where
we expect nonflow effects to be small. For pT > 2 GeV/c a larger value of v2 is observed using the FVTXS compared
to the BBCS. This difference is likely due to differences in the nonflow contributions, which are expected to be larger
at high pT given the smaller ∆η gap between the event plane and the track.

At 19.6 GeV, no combination of three-subevents yields a real valued event-plane resolution. We expect that this is
due to the low multiplicity at 19.6 GeV combined with the strong η dependence of v2. We therefore extrapolate the
R(ΨFVTXS

2 ) from the results at higher energies. The event-plane resolution is expected to follow the form [35]

R(χ) =

√
π

2
χe−χ/2

[
I0

(
χ2

2

)
+ I1

(
χ2

2

)]
, (6)

where χ = v2
√
N , N is the multiplicity, and Ii are the modified Bessel functions. The measured resolutions at 200,

62.4, and 39 GeV are used to extrapolate the resolution at 19.6 GeV under the following three assumptions:

1. The v2 is constant with
√
s
NN

.

2. The v2 follows the energy dependence given by the ampt model [23], which has been found to reasonably
reproduce the energy dependence of v2 in small collision systems [17, 24].

3. The v2 follows the energy dependence given by ampt for 200–39 GeV, but at 19.6 GeV the v2 is the same as at
39 GeV.

Using the measured multiplicities, we find that all three assumptions give results that are in good agreement with the
measured resolutions at 200–39 GeV. We take the average extrapolated resolution from the three cases, and assign the
maximum extent of the variation as a systematic uncertainty. This procedure gives a value ofR(ΨFVTXS

2 ) = 0.031+0.011
−0.016

for 0%–20% central collisions at
√
s
NN

= 19.6 GeV.
During the d+Au data taking in 2016, a 1.0 mrad offset between the colliding beams and the longitudinal axis of

PHENIX was required due to the asymmetric collision species. We negate this effect by applying a counter rotation
to each central arm track, FVTX cluster, and BBC tube. After applying the counter rotation, we find no appreciable
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TABLE III. Resolution of Ψ2 measured in the BBCS and FVTXS at each energy and centrality.

√
sNN [GeV] centrality R(ΨBBCS

2 ) R(ΨFVTXS
2 )

200 0%–5% 0.1073±0.0003 0.2382±0.0007

200 5%–10% 0.085±0.004 0.21±0.01

200 10%–20% 0.073±0.003 0.168±0.008

200 20%–40% 0.045±0.003 0.18±0.01

200 40%–60% 0.031±0.003 0.17±0.02

200 60%–88% 0.133±0.003 0.22±0.05

62.4 0%–5% 0.0496±0.0009 0.134±0.002

62.4 5%–10% 0.0367±0.0009 0.112±0.003

62.4 10%–20% 0.033±0.002 0.097±0.006

62.4 20%–40% 0.026±0.001 0.089±0.004

62.4 40%–60% 0.017±0.001 0.091±0.006

62.4 60%–78% 0.009±0.001 0.14±0.02

39 0%–10% 0.0255±0.0009 0.069±0.002

39 10%–20% 0.014±0.001 0.055±0.005

39 20%–40% 0.010±0.001 0.055±0.008

39 40%–60% 0.008±0.002 0.037±0.007

39 60%–74% 0.009±0.002 0.05±0.01

offset between the v2(pT ) measured in the east (π/2 < φ < 3π/2) and west (−π/2 < φ < π/2) central arms for central
events. However, as we go towards more peripheral events, an increasing difference between the east and west central
arms is observed. This may be due to a decrease in the flow v2 signal relative to background uncorrelated to the
beam axis. When calculating ΨFVTXS

2 , we use the standard Q vector approach [34]. To account for any remaining
beam offset or background effects, we apply a centrality and collision energy dependent offset to the y component of
the 2nd order Q vector, ∆Qy, such that the difference between the east and west central arms is removed.

The dominant sources of systematic uncertainty in the measurement of v2(pT ) are: (1) Track background from
photon conversions and weak decays. We estimate the effect of these tracks by comparing the v2 measured with a
tighter cut on the matching window required for hits in the 3rd layer of the PC. We find that this increases the v2
by up to 2%, independent of centrality and energy. (2) Contamination from event pile-up. The effect of pile-up at
200 GeV is estimated by varying the pile-up rejection between 0.92 < f < 0.98. This has a negligible effect on the
v2, and we assign a 1% uncertainty at 200 GeV. (3) Uncertainty on ∆Qy. As a conservative estimate, we vary the
∆Qy values by ±50% and compare the resulting v2(pT ) values. An uncertainty of < 1%–9% that varies with energy
and centrality is assigned based on the study. (4) The difference between the v2(pT ) values measured independently
using the FVTXS and BBCS event planes. As discussed above, this difference for pT < 2 GeV/c is found to be
2.5% independent of centrality and energy. (5) The difference between the event-plane and two-particle-correlation
methods. As shown in Fig. 4, there is good agreement between the two methods in central collisions, however there
is some difference for more peripheral collisions. We include this difference as an additional systematic uncertainty.
(6) Uncertainty in the event-plane resolution as given in Table III. As discussed above, the resolution at 19.6 GeV
is extrapolated from the measured results at 200–39 GeV and a systematic uncertainty is assigned based on varying
the assumptions of the extrapolation. The uncertainties are summarized in Table IV, categorized by type. PHENIX
considers three categories of systematic uncertainties:

1. Type A: point-to-point uncorrelated;

2. Type B: point-to-point correlated;

3. Type C: global scale uncertainties.

On all plots, type A uncertainties are represented as vertical error bars, type B uncertainties by filled boxes, and
type C uncertainties are quoted on the plot or in the legend.

In previous PHENIX publications on flow in small systems [16, 17], an estimation of the nonflow contributions to
the measured v2 has been included in the systematic uncertainties. The estimation used the ratio of the C2 measured
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TABLE IV. Systematic uncertainties on measurements of v2 vs pT .

Source Type
√
sNN [GeV]

200 62.4 39 19.6

Track Background B 2.0% 2.0% 2.0% 2.0%

Event Pile-up B 1.0% < 1% < 1% < 1%

Beam Angle B < 1%–5% < 1%–9% < 1%–8% < 1%

Event-Plane Detector B 2.5% 2.5% 2.5% 2.5%

Event-Plane Method B 0.4%–17.5% 0.4%–17.5% 1.6%–17.5% 6.2%

Event-Plane Resolution C 0.3%–23.0% 1.8%–12.8% 3.6%–20.4% +35%
−48%

in p+p collisions, scaled by the relative charge in the BBCS, to the C2 measured in p/d/3He+Au. In Ref. [15], nonflow
was estimated to contribute positively between ∼ 5% at pT = 1 GeV/c and ∼ 10% at pT = 4 GeV/c to the observed
v2 signal. This estimation assumes that correlations in p+p collisions come from nonflow alone, which may be an
overestimate given recent results in p+p collisions at the LHC. In this analysis we lack a suitable p+p reference at
all four energies and, therefore, do not make any estimation of the nonflow contributions to the measured v2 in this
paper.

Figure 4 shows the v2 vs pT in 0%–5% central d+Au collisions at
√
s
NN

= 200 GeV measured with the event-plane
method compared to the two-particle correlation method described above. The two methods are consistent with
each other. The two-particle method always gives the RMS average of v2, i.e.

√
〈v22〉. By contrast, the event-plane

method is an estimator of 〈vα2 〉1/α [35], where 1 < α < 2. For sufficiently high-multiplicities, e.g. in central A+A,
α approaches 1 and the event-plane method is an estimator of 〈v2〉. As the multiplicity decreases, α approaches 2
and the event-plane method is equivalent to the two-particle method. The consistency between the two methods here
demonstrates we are in the regime where the multiplicity is low enough that the two methods are equivalent. It is
important to remember, then, that all event-plane method results have the same dependence on the fluctuations of
the v2 distribution as the 2-particle method.

Also shown in Fig. 4 is the previously published measurement of v2(pT ) in 0%–5% central d+Au collisions at√
s
NN

= 200 from PHENIX using data collected in 2008 [15]. The results are in good agreement for pT < 2 GeV/c.
We note that the result presented here uses a different detector to measure the event plane than that used in Ref. [15].
This is a dominant source of systematic uncertainty in the measurement and is therefore largely uncorrelated between
the two. Further, at high pT , nonflow effects play a larger role (as discussed later in this paper), and are dependent
on the ∆η gap between the region in which the event plane is measured and the region in which the v2 is measured.
The increasing nonflow at high pT , which is not estimated in the measurement presented here, potentially explains
the modest difference between the two measurements.

C. Analysis of v2 vs η using the event-plane method

The measurement of the η dependence of v2 uses the same event-plane method as discussed in Sec. III B. However,
in order to cover the maximum extent in η, tracks in both the FVTXN and FVTXS are included alongside tracks
measured in the central arms. This necessitates using the event plane measured in the BBCS (ΨBBCS

2 ), rather than
the FVTXS. The resolutions of ΨBBCS

2 at each energy are given in Table III.
To calculate the pT -integrated v2(η) we must correct for the detector acceptance and efficiency. This correction

is estimated using the (ampt) model [23], coupled to a full geant-3 model [36] of the PHENIX detector. The
“true” v2 is calculated in ampt relative to the parton participant plane, ΨParton Plane

2 . The same events are then
run through geant-3 and the v2 is recalculated using reconstructed tracks, relative to the same ΨParton Plane

2 . The
resulting correction factor (εcorr(η)) for d+Au at

√
s
NN

= 200 GeV is shown in Fig. 6, and is found to range from
2%–30%. The correction factors at 62.4 and 39 GeV are similar, but show systematic increases at forward rapidity.
The uncertainty on the correction factor is estimated by investigating the following effects:

1. The correction’s dependence on the true v2.

2. The correction’s dependence on the true pT distribution.

3. The correction’s dependence on the simulation-to-data matching.

We investigate the correction’s dependence on the true v2 by varying the parton-parton interaction cross section in
ampt from 1.5 mb to 3.0 mb. This causes a change in the true v2 of ∼ 20%. The correction factor is found to change
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FIG. 6. The correction factor on v2(η) as a function of η.

by a maximum of ±3%. To test the correction factor’s sensitivity to the true pT distribution, the shape of the input
pT distribution is modified such that the mean pT changes by ±20%. We find that this changes the correction factor
by ±8%. Finally, we test the correction’s sensitivity to the detailed detector acceptance and efficiency by making
tight fiducial cuts, including only regions that agree well between data and simulations. This leads to a maximum
change in the correction factor of ±4%. Adding these in quadrature, a ±9.4% systematic uncertainty is assigned on
the correction factor. This leads to a systematic uncertainty on the measured v2(η) of < 1–3% that varies with η.

The resulting, pT -integrated, v2(η) is calculated using

v2(η) =
〈cos 2(φtrk(η)−ΨBBCS

2 )〉
R(ΨBBCS

2 )εcorr(η)
, (7)

where φtrk is the azimuthal angle of tracks in the FVTX or central arms, ΨBBCS
2 is the second-order azimuthal event

plane measured by the BBCS, R(ΨBBCS
2 ) is the resolution of ΨBBCS

2 , and εcorr(η) is the detector acceptance and
efficiency correction factor.

The other dominant sources of systematic uncertainty are similar to those detailed for the v2(pT ) measurement
above. (1) Track background in the FVTX is investigated by tightening the DCA track cut. We assign a 2%
uncertainty on v2(η) based on this study. (2) The same 1% systematic uncertainty due to event pile-up is assigned
based upon the investigation detailed in Sec. III B. (3) Remaining effects due to the 1.0 mrad beam angle are
investigated by looking at the difference in the v2(η) as measured by the east and west central arms. We estimate a

systematic uncertainty on v2(η) assuming a uniform distribution as σ =
√
〈vwest

2 (η)〉 − 〈veast2 (η)〉/
√

12, which is found
to vary with collision energy between 6.5%–33.9%. (4) As in the measurement of v2(pT ), we cross check the result,
which in this case uses the BBCS event plane, with v2(η) measured using the FVTXS event plane. This allows us to
test the agreement at mid and forward rapidities, but not at backward rapidity because tracks cannot be measured
in the same region in which the event plane is measured. We find a larger difference between the event-plane results
in the forward region and assign a 6.5% uncertainty based on the difference. (5) A systematic uncertainty is assigned
based on the uncertainty in the calculated event-plane resolution, as given in Table III. A summary of the systematic
uncertainties, and their assigned type, is shown in Table V.

D. Analysis of dNch/dη vs η

We begin by measuring the ratio of dNch/dη in central d+Au collisions at
√
s
NN

= 62.4, 39, and 19.6 GeV relative
to 0%–5% central d+Au collisions at

√
s
NN

= 200 GeV. The ratio of the raw track distributions are calculated using
the analysis cuts described in Sec. II. Variations in the detector performance over time, and as a function of the
azimuthal angle, are tested by selecting ten different time periods during the data taking at each energy, as well as
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TABLE V. Systematic uncertainties on measurements of v2 vs η.

Source Type
√
sNN [GeV]

200 62.4 39

Track Background B 2.0% 2.0% 2.0%

Event Pile-up B 1.0% < 1% < 1%

east vs west B 4.3% 13.4% 33.9%

Event-Plane Detector B 6.5% 6.5% 6.5%

Efficiency correction B 0–3% 0–3% 0–3%

Event-Plane Resolution C 0.3% 1.8% 3.6%

four distinct regions in φ. The RMS of the ratios for each combination of time period and φ range are taken as a
systematic uncertainty.
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FIG. 7. Ratio of dNch/dη vs η in central d+Au collisions at
√
sNN = 62.4, 39, and 19.6 GeV relative to 0%–5% central d+Au

collisions at
√
sNN = 200 GeV. Systematic uncertainties are shown as filled boxes surrounding each point.

When calculating the dNch/dη ratios, it is also important to consider the change in acceptance and efficiency (A×ε)
between collision energies, particularly due to changes in the mean pT (〈pT 〉). We calculate the change in A × ε by
simulating ampt events at each collision energy, run through a full geant-3 description of the PHENIX detector. The
ratio of the resulting A× ε distributions for each energy are then calculated as a correction to the ratios in raw data.
The sensitivity of the A× ε ratio to the true pT distribution is tested by varying the relative 〈pT 〉 between energies by
±10%. This yields a maximum change in the A × ε ratio of 10%, which we assign as a systematic uncertainty. The
corrected dNch/dη ratios are shown in Fig. 7.

To calculate the absolutely normalized dNch/dη at each energy, we fix the dNch/dη in 0%–20% d+Au collisions at√
s
NN

= 200 GeV to the result previously measured by PHOBOS [37]. The PHOBOS result is in excellent agreement
with the previously published dNch/dη at midrapidity measured by PHENIX [38]. This method allows us to reduce
the overall systematic uncertainties that arise from calculating an absolutely normalized A × ε. To calculate the
dNch/dη in 0%–5% central d+Au collisions at

√
s
NN

= 200 GeV, we also need the ratio of dNch/dη in 0%–5% /
0%–20% central d+Au collisions at 200 GeV. This ratio is calculated in the same manner described above. The
systematic uncertainties on the PHOBOS measurement are propagated directly to the dNch/dη in 0%–5% central
d+Au collisions at 200 GeV.
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FIG. 8. The value of v2 as a function of pT in central d+Au collisions at
√
sNN = 200 (a), 62.4 (b), 39 (c), and 19.6 (d) GeV.

v2 as a function of η in central d+Au collisions at
√
sNN = 200 (e), 62.4 (f), and 39 (g) GeV. The lower [green] curves show

calculations from the ampt model [23] where the v2 is calculated relative to the parton plane. The upper [blue] curves show
calculations from the ampt model, where the v2 is calculated using the event-plane method, as described in the text.

IV. RESULTS AND DISCUSSION

The v2(pT ) in central d+Au collisions at
√
s
NN

= 200, 62.4, 39, and 19.6 GeV is shown in Fig. 8(a)–(d). The v2(pT )
in centrality bins are shown in Appendix V. A positive v2 signal that increases with increasing pT is observed in all
centrality bins at all four energies.

The v2(η) in central d+Au collisions at
√
s
NN

= 200, 62.4, and 39 GeV is shown in Fig. 8(e)–(g). At all three
energies we observe a v2 that decreases with increasing η between 0 < η < 3. At 200 GeV, the v2 at backward rapidity
is similar or greater to that measured at η = 0. This is reminiscent of the asymmetric dNch/dη measured in d+Au
collisions [37]. At 62 GeV the v2 at backward rapidity starts to decrease for η < 0. This trend is stronger at 39
GeV, where the v2 distribution falls to zero for η = −2.8. This decrease at backward rapidity may be due to nonflow
contributions in regions near where the event plane is measured (−3.9 < η < −3.1 in this case). This possibility is
discussed in more detail in Sec. IV A.

A. Comparison of v2 results with ampt calculations

The (ampt) model [23] combines string melting and then both partonic and hadronic scattering. It has previously
been compared to measurements of flow in small collision systems [16, 17, 24, 25], and found to be in good agreement
with p/d/3He+Au collisions at

√
s
NN

= 200 GeV for pT < 1 GeV/c. Following Ref. [39], we use ampt Version
2.26, which is additionally modified to utilize the Hulthén wavefunction description of the deuteron and black disk
nucleon-nucleon interactions with the Monte-Carlo Glauber component. Further details are discussed in Appendix V.
In addition, within ampt one can run with only partonic scattering (i.e. no hadronic scattering) or with only hadronic
scattering (i.e. no partonic scattering), and the results are also shown in Appendix V. In all cases, the charged particle
multiplicity in the region −3.9 < η < −3.1 is used to determine the event centrality class in a manner consistent
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with the experimental measurements. We begin the discussion by focusing on the most central collisions, as shown in
Fig. 8, and return to the full centrality dependence later.

1. Central collisions

Figure 8 shows the v2 calculated relative to the Ψ2 plane calculated from initial partons, labeled v2{Parton Plane} 1.
By calculating v2 relative to the parton plane, we can isolate the v2 that is truly coupled to the initial geometry, or
what we refer to as flow. At 200 and 62.4 GeV, ampt provides a reasonable description of the data for pT < 1 GeV/c
and under-predicts the data for pT > 1 GeV/c. At 39 and 19.6 GeV ampt under-predicts the data at all but the
lowest pT . We further find good agreement between v2(η) and v2{Parton Plane} at mid and forward rapidities at all
three collision energies. At backward rapidity we find good agreement at 200 GeV, but ampt does not show the same
fall-off as seen in the data at 62.4 and 39 GeV.

Because ampt is a full event generator, we can not only determine v2{Parton Plane}, but also mimic in detail the
experimental measurement using only the final-state particles. We use the same event-plane method as used in the
data analysis, matching the nominal pseudorapidity ranges of the detectors rather than a full geant-3 simulation
of the detector response. This result, labeled as v2{EP}, includes not only flow, but also nonflow correlations as
modeled within ampt. The results are shown in Fig. 8. As a function of pT , the v2{EP} calculations are similar
to v2{Parton Plane} for pT < 0.5 GeV/c. For pT > 0.5 GeV/c the event-plane results produce a larger v2 signal,
which is in better agreement with the data. This difference highlights the contributions from nonflow that, in ampt,
increase with increasing pT and decreasing collision energy.
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FIG. 9. The value of v2 as a function of η in central d+Au collisions at
√
sNN = 200, 62.4, and 39 GeV compared to calculations

from the ampt model [23] in which both the partonic and hadronic scatterings have been turned off. The upper [purple] curves
show calculations from the ampt model using the event-plane method as described in the text. The lower [green] curves (v2 = 0
in all cases) show calculations from ampt where v2 is calculated relative to the parton plane.

When looking at v2(η), shown in Fig. 8, we find that the ampt event-plane results are in good agreement with the
measured data for η > 0 at all three collision energies. At 200 GeV we see a roughly constant increase vs η of the
v2{EP} compared to the v2{Parton Plane}, indicating a roughly 15% increase in the v2 with the addition of nonflow.
Both calculations are in agreement with the data within uncertainties. At 62.4 and 39 GeV we see a larger increase
in the event-plane result versus the parton plane result compared to the 200 GeV. What is particularly interesting
is that ampt shows a decrease in the event-plane result for η < −2 that is stronger for 39 GeV than 62.4 GeV, and
drops below the parton plane result at η ≈ −2.5. While this decrease doesn’t occur at the same η, and is only in
qualitative agreement with the data, it points out that within ampt this feature only arises when you combine flow
and nonflow. When using the event-plane method at these low energies, ampt predicts a larger deviation between

1 We note that Ref. [39] includes ampt calculations of v2(pT ) relative to the initial nucleon positions for b < 2 fm d+Au collisions at the
energies measured here. The results are broadly similar to those shown here.
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the true flow signal and the experimentally observed flow signal as the ∆η between the region in which the tracks
are measured and the region in which the event plane is measured decreases. We further caution that, while ampt
qualitatively agrees with our measurements over a broad range in collision energy and particle kinematics, we can not
use it to definitively separate flow from nonflow, but rather to give some insight and possible intuition for interpreting
the experimental results in regions where we are currently unable to perform the separation experimentally.

Using ampt, we can also study whether our measured v2(η) is likely to arise solely from nonflow contributions.
By setting the partonic and hadronic interaction cross sections to zero within ampt, we eliminate all interactions
that translate initial-state geometry to final-state momentum correlations. This is shown explicitly in Fig. 9, where
v2{Parton Plane} = 0 at all η. However, even with all partonic and hadronic scattering turned off, nonflow correlations
can still give rise to a v2{EP} signal. This is shown by the upper [purple] curves in Fig. 9. Note, that in this mode the
event plane angle arises only from nonflow correlations, and has no connection to the initial geometry (i.e. the parton
plane). In this case the resolution of the event plane is roughly a factor of 3 lower than with partonic and hadronic
interactions. At all three energies, v2{EP} < 0.01 for η > 0 within ampt with partonic and hadronic scattering
switched off. This region is far removed (∆η > 3.1) from the region in which the event plane is constructed and is
therefore unlikely to contain correlations from jets or particle decays. In the region η < 0, however, an increasing
v2{EP} is observed. This indicates, as expected, that the smaller the ∆η gap the larger the effects of nonflow. In
all cases, the measured v2(η) for η > 0 is larger than the v2{EP} from ampt with nonflow correlations only. This
extends to η < 0 in central collisions at 200 GeV. The small values of the v2{EP} from nonflow correlations only
lends further confidence that the low pT and η > 0 region is dominated by flow correlations linked to the initial
geometry of the collision. We note that it is not clear how this large increasing v2{EP} signal at η < 0 with partonic
and hadronic scattering turned off (nonflow only) turns into a decreasing v2{EP} signal at η < 0 when partonic and
hadronic scattering are turned on (flow + nonflow). Presumably this is due to detailed interactions between the angle
of the parton plane and the dominant axis of the nonflow on an event-by-event level within ampt.

2. Centrality dependence

We now return to the centrality dependence of v2(pT ). From the comparison of v2(pT ) in central collisions we can
separate the pT spectra into two regions: (1) pT < 1 GeV/c where ampt parton and event plane results are roughly
similar. (2) pT > 1 GeV/c where the event plane results, which include nonflow contributions, yield a larger v2 than
that calculated with the parton plane. We choose two particular pT bins, 0.6 < pT < 0.8 and 2.0 < pT < 2.5, and
investigate the centrality dependence of the v2 at

√
s
NN

= 200, 62.4, and 39 GeV in comparison with the results from
ampt, as shown in Fig. 10. Note that while the event plane resolution uncertainty is a global scale uncertainty when
plotting v2 as a function of pT , when plotting v2 as a function of centrality it becomes a type B systematic uncertainty
and is added in quadrature with the other type B systematic uncertainties in Fig. 10.

Starting with the low pT v2, ampt shows similar results between the parton and event planes, indicating within
ampt that the flow dominates in this pT region. The ampt results also predict a decrease in the v2 results towards
more peripheral collisions, as expected from the decrease in the mean ellipticity of the initial geometry and lower
particle multiplicity. This is contrary to the trends in the data where the values of v2 increase in the most peripheral
collisions. This increase is more pronounced in the lower-energy data and it may indicate that nonflow contributions
are larger in the data than in AMPT. The v2 values measured in the centrality range up to 20% are in good agreement
with the predictions from AMPT.

At high pT , ampt predicts a significantly larger v2 calculated relative to the event plane compared to the parton
plane, indicating significant contributions from nonflow correlations. At 39 and 62.4 GeV, we observe a v2 that
increases with more peripheral collisions. At 62.4 GeV, ampt well reproduces this increasing behavior. At 200 GeV,
however ampt over-predicts the observed increase, while under-predicting the increase at 39 GeV.

B. Comparison of v2 results with hydrodynamic calculations

Shown in Fig. 11 are predictions from the sonic and supersonic models for v2(pT ) at midrapidity [39]. The
sonic model [41] uses Monte-Carlo Glauber initial conditions to determine the energy density distribution. For these
calculations, b < 2 fm was used to represent the central-event category. While b < 2 fm is not a direct match for our
central multiplicity bins, the resulting ε2 values are consistent with those given in Table II. The initial energy density
is tuned such that the dNch/dη at midrapidity matches the values given in Table VI. The Glauber initial conditions
are followed by viscous hydrodynamics with η/s = 1/4π, and at T = 170 MeV the transition to a hadron cascade.
The supersonic model [42] additionally includes pre-equilibrium dynamics. At 200 and 62.4 GeV, both calculations
are in excellent agreement with the data, with supersonic providing a slightly better description for pT > 1 GeV/c.
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FIG. 10. The value of v2 as a function of centrality (a,c,e) at 0.6 < pT [GeV/c] < 0.8 and (b,d,f) at 2.0 < pT [GeV/c] < 2.5 in
d+Au collisions at

√
sNN = (a,b) 200, (c,d) 62.4, and (e,f) 39 GeV. The upper [blue] curves show calculations from the ampt

model [23] where the v2 is calculated using the event plane method as described in the text. The lower [green] curves show
ampt calculations where the v2 is calculated relative to the parton plane.

At 39 and 19.6 GeV, both calculations under-predict the data for pT > 0.5 GeV/c. This difference may be due to the
increasing contributions of nonflow present in the data at high pT and lower collision energies, which is not accounted
for in these calculations. Without a reliable estimate of the nonflow contribution, the data is unable to distinguish
between sonic and supersonic.

Figure 11(e) includes hydrodynamic predictions of the η dependence of v2 in d+Au collisions at
√
s
NN

= 200 GeV
from Bozek and Broniowski [40]. These calculations utilize MC Glauber initial conditions, evolved with event-by-
event 3 + 1D viscous hydrodynamics, followed by statistical hadronization at freeze-out. The calculations are in good
agreement with the data for η > −2 but start to under predict the data in the region −3 < η < −2.
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FIG. 11. The value of v2 as a function of pT in central d+Au collisions at
√
sNN = (a) 200, (b) 62.4, (c) 39, and (d) 19.6 GeV.

v2 as a function of η in central d+Au collisions at
√
sNN = (e) 200, (f) 62.4, and (g) 39 GeV. At midrapidity, the [lower] purple

and upper [orange] curves show theoretical calculations from sonic and supersonic [39], respectively. The dashed [red] curve
in panel (e) shows hydrodynamic predictions from Ref. [40].

TABLE VI. The charged particle multiplicity (dNch/dη) at midrapidity for central d+Au collisions at
√
sNN = 200, 62.4, 39,

and 19.6 GeV.

√
sNN [GeV] centrality data ampt (super)sonic

200 0%–5% 20.3±1.5 19.3 20.2±2

62.4 0%–5% 12.4±2.4 16.1 15.0±2

39 0%–10% 9.3±1.6 14.0 11.6±2

19.6 0%–20% 5.8±1.1 9.7 9.7±2

C. Comparison of dNch/dη results with ampt calculations

The measurements of dNch/dη vs η in central d+Au collisions at
√
s
NN

= 200, 62.4, 39, and 19.6 GeV are shown
in Fig. 12. At all four energies, the dNch/dη at backward rapidity is larger than that at forward rapidity, and the
overall dNch/dη decreases at all η with decreasing energy. Also shown in Fig. 12 are calculations from ampt in the
same centrality classes, as well as a prediction from Bozek and Broniowski [40] for 0%–5% central d+Au collisions at√
s
NN

= 200 GeV. At 200 GeV, ampt agrees with the data well at mid and forward rapidities, while over-predicting
the data at backward rapidity. The calculation from Bozek and Broniowski agrees with the data at mid to forward
rapidity, while under-predicting the data at backward rapidities. It is worth noting that calculations from Bozek and
Broniowski are substantially lower than the ampt calculations for η < −1. This is potentially due to the centrality
determination in ampt (and data), which selects on multiplicity in the region −3.9 < η < −3.1, which may naturally
cause an autocorrelation with the dNch/dη in the region −3 < η < −1. At the lower three energies, ampt matches
the data well at forward psuedorapidity only and over-predicts the data at midrapidity.

We next turn to investigating whether there is a scaling of v2 ∝ dNch/dη. Figure 13(a)–(c) shows the measured
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FIG. 12. The dNch/dη vs η in central d+Au collisions at
√
sNN = (a) 200, (b) 62.4, (c) 39, and (d) 19.6 GeV. The solid [green]

curves are the ampt calculations in similar centrality bins. The dashed [red] curve in panel (a) is a hydrodynamic prediction
from Ref. [40] for 0%–5% central d+Au collisions at

√
sNN = 200 GeV.

v2(η) overlaid with the dNch/dη, where the dNch/dη is arbitrarily scaled at each energy to match the v2 at forward
rapidity. We have chosen to match the dNch/dη to the v2 at η > 0, as we expect the v2 in this region to have the
lowest contribution from nonflow, as discussed in Sec. IV A. The required scaling factor increases with decreasing
energy, with scaling factors of 0.0020, 0.0025, and 0.0030 at 200, 62.4, and 39 GeV, respectively.

Figure 13(d)–(f) shows the v2{Parton Plane} from ampt overlaid with the scaled dNch/dη, also from ampt, using
the same scaling factors determined from data. Additionally, Fig. 13(d) shows the overlay of the calculations of v2
and dNch/dη from Bozek and Broniowski, where dNch/dη is scaled by the same factor of 0.0020.

Starting with the 200 GeV results in Fig. 13(a)&(d), we find that when using a constant scaling factor across η, the
scaled dNch/dη and v2(η) agree well within uncertainties. The increase in the v2 from forward to backward rapidity
is matched by the increase in the dNch/dη. In comparison, the ampt shows an approximate scaling only at forward
rapidity, although a better match is found when using a scaling factor of 0.0022, rather than 0.0020. The scaled
dNch/dη breaks from the v2{Parton Plane} for η < 1, indicating that within ampt there is no direct scaling of the
dNch/dη and v2{Parton Plane}. Similarly, the calculations by Bozek and Broniowski show an approximate scaling at
forward rapidity, and a modest scale breaking at backward rapidities.

At 62.4 and 39 GeV, we find that the scaled dNch/dη and v2(η) agree within uncertainties at mid and forward
rapidities. At backward rapidity however, the scaled dNch/dη is significantly larger than the v2 for the same scaling
factor. It is notable that ampt v2 does not scale with dNch/dη at backward rapidity at any energy. As discussed
in Sec. IV A, ampt calculations indicate that there could be an anti-correlation effect at backward rapidity that
decreases the observed v2 relative to the true v2 when using the event-plane method. Further investigations into
potential nonflow anti-correlations in the event-plane method with a small ∆η gap would be useful to shed more light
on these possible conclusions.

V. SUMMARY AND CONCLUSIONS

PHENIX has presented new measurements of the second order flow coefficient v2 in bins of centrality in d+Au
collisions at

√
s
NN

= 200, 62.4, 39, and 19.6 GeV as a function of pT and η. We find that at mid to forward rapidities
and low pT , v2 appears to be dominated by flow, where we define flow as the translation of initial geometry to final-
state momentum anisotropy via interactions between medium constituents. In contrast, at backward rapidity and
high pT , nonflow becomes an increasingly significant contribution.

It would be interesting to compare the v2 results measured in the d+Au beam energy scan with those measured in
p+p and p+Pb collisions at the LHC. The multiplicity ranges probed in the d+Au beam energy scan are comparable
to those in p+p collisions at the LHC, which range from dNch/dη ≈ 4 in MB collisions to dNch/dη > 80 in very
high-multiplicity events [43]. Comparing the different systems at similar multiplicities, but vastly different collision
energies and initial geometries, may give further insight into the underlying mechanism generating the v2 signal. We
further present measurements of dNch/dη vs η at all four energies. At 200 GeV, we find that a constant scale factor
yields agreement between the measured v2 vs η and the shape of dNch/dη. At 62.4 and 39 GeV, the shapes of v2
and dNch/dη match well at mid and forward rapidity, however the dNch/dη increases at backward rapidity while the
v2 decreases. This presents a different picture than that observed at 200 GeV, and may be due to anti-correlations
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FIG. 13. The v2 vs η and dNch/dη vs η, scaled to match the v2 in 1.0 < η < 3.0, for central d+Au collisions at
√
sNN =

(a) 200, (b) 62.4, and (c) 39 GeV. The dashed-double-dot and solid [green] curves in panels (d)–(f) show the results from
ampt using the same scaling factors determined from the data. The dash and dash-dot [red] curves in panel (d) show the
hydrodynamic predictions from Ref. [40] in 0%–5% central d+Au collisions at

√
sNN = 200 GeV, again using the same scaling

factor determined from the data.

present in the event-plane method when the ∆η gap becomes small.
These results provide further evidence that the v2 measured in small systems arises from initial geometry coupled

to interactions between medium constituents, whether described by parton scattering or hydrodynamics. In d+Au
collisions at

√
s
NN

= 200 GeV, these flow effects dominate and they continue to play a significant, though less dominant
role all the way down to

√
s
NN

= 19.6 GeV.
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APPENDIX A: CENTRALITY DEPENDENCE OF v2(pT )

The v2(pT ) in centrality bins for d+Au collisions at
√
s
NN

= 200, 62.4, and 39 GeV are shown in Figs. 14, 15, and
16, respectively.
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FIG. 14. For d+Au collisions at
√
sNN = 200 GeV, the value of v2 as a function of pT in (a) 0%–5%, (b) 5%–10%, (c) 10%–

20%, (d) 20%–40%, (e) 40%–60%, and (f) 60%–88%. The upper [blue] curves show calculations from the ampt model [23],
where the v2 is calculated using the event-plane method, as described in the text. The lower [green] curves show ampt
calculations, where the v2 is calculated relative to the parton plane.
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FIG. 15. For d+Au collisions at
√
sNN = 62.4 GeV, descriptions of the symbols and curves are the same as in Fig. 14.
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FIG. 16. For d+Au collisions at
√
sNN = 39 GeV, descriptions of the symbols and curves are the same as in Fig. 14.
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TABLE VII. Nondefault parameter values used when running ampt.

Parameter Value

ISOFT 4

PARJ(41) 2.2

PARJ(42) 0.5

Parton screening mass 6.4528d0 (0.75 mb)

alpha in parton cascade 0.47140452d0

ihjsed 11

APPENDIX B: AMPT DETAILS

The ampt calculations shown in this work are generated following Ref. [39]. We use ampt Version 2.26, which is
additionally modified to utilize the Hulthén wavefunction description of the deuteron and black disk nucleon-nucleon
interactions with the Monte-Carlo Glauber component. The input ampt parameters which are tuned outside the
default values are shown in Table VII. Unlike Ref. [39], which uses a parton interaction cross section of 1.50 mb, we
use a parton interaction cross section of σparton = 0.75 mb, as we find it provides a better description of the centrality
binned data.

In addition to the full ampt calculations with both partonic and hadronic scattering shown in Figs. 8 and 14–16,
we provide calculations for the following three cases:

• N.S. – Both partonic scattering and hadronic scattering turned off (i.e. no scattering)

• P.S. – Partonic scattering only

• H.S. – Hadronic scattering only

To turn off hadronic scattering we turn off the hadron cascade (NTMAX = 3). In order to turn off partonic
scattering we set the parton interaction cross section to 0 mb. Figures 17 and 18 show the results for central d+Au
collisions.

Figure 17 shows the results from ampt for v2 as a function of pT and pseudorapidity using the parton plane
method, which yields a pure flow result with respect to initial geometry. Focusing on the pT dependence in Fig. 17
(upper panels), the hadronic scattering only scenario results in larger v2 compared to the partonic scattering only
scenario at low pT < 1 GeV/c and then a comparable v2 for higher pT . Note that these contributions cannot simply
be summed to achieve the result with both partonic and hadronic scattering because the space-time input for the
hadronic scattering stage changes depending on whether there is or is no partonic scattering stage. The significantly
larger v2 in the hadronic scattering only scenario at low-pT is most clearly seen in Fig. 17 (lower panels) because the
v2 as a function of pseudorapidity is integrated over all pT .

At high-pT , the partonic-scattering-only scenario has a more comparable contribution to the hadronic-scattering-
only scenario, with it being slightly smaller at 200 GeV and slightly larger at 39 GeV. Because the ampt model
employs a formation time for partons such that higher pT partons start scattering earlier in time, it makes sense that
this contributes more significantly. It is notable that in Ref. [39], it was shown that the parton scattering began to
dominate for pT > 0.8 GeV/c. This difference is likely due to the larger parton interaction cross section of 1.50 mb
used in Ref. [39]. As the collision energy decreases, the partonic scattering contributes more to the overall v2 signal.
As discussed in Sec. IV A, the no scattering case has v2{Parton Plane} = 0 by definition, as it no longer has the
ability to translate initial geometry to momentum anisotropy.

Figure 18 shows results calculated using the event-plane method (v2{EP}), i.e. simulating the experimental method
of extracting v2. The general statement above that hadronic scattering dominates at low-pT while partonic scattering
contributes mainly at higher pT remains true down to

√
s
NN

= 39 GeV. However, as discussed in Sec. IV A, the
case with both partonic and hadronic scattering turned off now shows a nonzero v2{EP} signal. This v2{EP} result
without scattering indicates that nonflow is small at low-pT but grows with increasing pT . For collision energies of 39
GeV and above, the v2{EP} result without scattering is inconsistent with the measured results as a function of both
pT and η. However, at

√
s
NN

= 19.6 GeV, the v2{EP} results in all four cases are nearly consistent. This appears to
indicate that, within ampt, the v2{EP} measurement is dominated by nonflow contributions and does not reflect the
true flow even at low pT .
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FIG. 17. (a, b, c, d) the value ofv2 vs pT in central d+Au collisions at
√
sNN = 200, 62.4, 39, and19.6 GeV. (e, f, g) the value

of v2vs η in central d+Au collisions at
√
sNN = 200, 62.4, and 39 GeV. The curves are calculations from ampt underdifferent

conditions. With ordering of curves from top to bottom (a, b, c, d) at pT = 0.6 and (e, f, g) at η = 0, the uppermost [red]
curve is ampt with both partonic and hadronic scattering; the upper-middle [yellow] curve is ampt with hadronic scattering
only (H.S.); the lower-middle [cyan] curve is ampt with partonic scattering only (P.S.); and the lowest [purple] curve is ampt
with no scattering (N.S.). For all ampt curves, the v2 is calculated relative to the initial parton plane.
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FIG. 18. The description of all symbols and curves are the same as in Fig. 17, except that forallampt curves thev2is calculated
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