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Background: The structure of weakly bound and unbound nuclei close to particle drip lines is one of the major science drivers
of nuclear physics. A comprehensive understanding of these systems goes beyond the traditional configuration interactions
approach formulated in the Hilbert space of localized states (nuclear shell model) and requires an open quantum system de-
scription. The complex-energy Gamow Shell Model (GSM) provides such a framework as it is capable of describing resonant
and non-resonant many-body states on equal footing.

Purpose: To make reliable predictions, quality input is needed that allows for the full uncertainty quantification of theoretical
results. In this study, we carry out the optimization of an effective GSM (one-body and two-body) interaction in the psdf shell
model space. The resulting interaction is expected to describe nuclei with 5 ≤ A <∼ 12 at the p− sd-shell interface.

Method: The one-body potential of the 4He core is modeled by a Woods-Saxon + spin-orbit + Coulomb potential, and the
finite-range nucleon-nucleon interaction between the valence nucleons consists of central, spin-orbit, tensor, and Coulomb
terms. The GSM is used to compute key fit-observables. The chi-square optimization is performed using the Gauss-Newton
algorithm augmented by the singular value decomposition technique. The resulting covariance matrix enables quantification of
statistical errors within the linear regression approach.

Results: The optimized one-body potential reproduces nucleon-4He scattering phase shifts up to an excitation energy of 20
MeV. The two-body interaction built on top of the optimized one-body field is adjusted to the bound and unbound ground-
state binding energies and selected excited states of the Helium, Lithium, and Beryllium isotopes up to A = 9. A very
good agreement with experiment was obtained for binding energies. First applications of the optimized interaction include
predictions for two-nucleon correlation densities and excitation spectra of light nuclei with quantified uncertainties.

Conclusion: The new interaction will enable comprehensive and fully quantified studies of structure and reactions aspects of
nuclei from the psd region of the nuclear chart.

I. INTRODUCTION

Light nuclei have traditionally provided an excellent test-
ing ground for microscopic nuclear structure models. The pi-
oneering work on p-shell nuclei by Lane and Kurath [1, 2]
set the foundations of the interacting Shell Model (SM) [3],
which became the cornerstone of nuclear structure theory and
provided the guidance for understanding the wealth of spec-
troscopic data on energy levels, electromagnetic transitions,
nuclear moments, and various particle decays. The progress
in SM description of nuclei has been achieved thanks to the
identification of basic features and symmetries of the bare
nucleon-nucleon interaction, and the continuous efforts to de-
velop reliable effective interactions in different valence sub-
spaces. Nowadays, with the progress in radioactive beam ex-
perimentation and the development of microscopic A-body
nuclear models (see Refs. [4–9] for recent reviews), light nu-
clei still remain the favorite laboratory for testing both the nu-
clear interactions and many-body approaches.

Nuclei in the vicinity of drip lines provide great challenge
for the nuclear theory due to the key role of coupling to the
scattering continuum and the decay channels [10–12]. The
challenge for theory is to develop methodologies to reliably
calculate and understand properties of new physical systems
with large neutron-to-proton asymmetries and low-energy re-
action thresholds. The impact of resonances and the non-

resonant scattering continuum on nuclear properties can be
only considered in the open quantum system formulation of
the SM (see Ref. [13] and references quoted therein). An
approach that provides the rigorous treatment of the many-
body correlations and the coupling to the resonant and non-
resonant particle continuum, is the complex-energy contin-
uum SM based on the Berggren ensemble, the Gamow Shell
Model (GSM) [12, 14–18]. GSM can be considered an open
quantum system extension of the interacting SM. It can be for-
mulated equivalently in the Slater determinant representation
or in the reaction channel representation. In the latter case
GSM can also describe reaction cross sections [19–21].

A profound challenge for modern nuclear theory is to be
able to compute uncertainties of theoretical predictions. In-
deed, without uncertainty quantification of theoretical results,
it is impossible to assess the quality of predictions, especially
when it comes to extrapolations, and discriminate between
different models (see Refs. [22–24]). Therefore, evaluating
errors on predicted quantities is nowadays an essential compo-
nent of nuclear modeling. In the context of nucleon-nucleon
potentials and few-body systems, the systematic work on un-
certainty quantification has just begun [25–31].

Our aim is to provide a practical approach to light nuclei
by separating the model space into the core and valence shells
and determining the effective one-body core-nucleon potential
and the finite range two-body interaction between valence nu-
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cleons that consists of central, spin-orbit, tensor, and Coulomb
terms. The interaction – constrained by key binding energies
of He, Li, and Be isotopes with A ≤ 9 – is optimized in a
large psdf space involving resonant and scattering states, with
the overall goal of describing structure and reaction aspects of
light nuclei with A <∼ 12. To provide quantified predictions,
we carry out statistical analysis of our model. To this end, we
use the singular value decomposition technique to estimate the
effective size of the model parameter space, or indeterminacy
of parameters. The statistical uncertainties on the parameters
and observables are then evaluated by using the covariance
matrix obtained within the linear regression approach. The re-
sulting GSM interaction is then applied to predict two-nucleon
correlation densities and excitation spectra of selected light
nuclei with quantified uncertainties.

This paper is organized as follows. In Sec. II, we review
the basics of GSM calculation (Sec. II A) and describe the
form of the effective interaction (Sec. II B) used in this work.
Section III outlines the optimization methodology applied and
the framework of uncertainty quantification adopted. The
optimization of the core-nucleon interaction is presented in
Sec. IV while Sec. V deals with the optimization of valence-
nucleons interaction and contains results for ground state en-
ergies of He, Li, and Be with A ≤ 9. Several applications of
the optimized GSM interaction are given in Sec. VI. In partic-
ular, we discuss the two-nucleon correlation densities in 6He
and 6Li (Sec. VI A) and present the quantified predictions
for excited states in selected isotopes of He, Li, and Be (Sec.
VI B). Finally, the main conclusions of this work are summa-
rized in Sec. VII.

II. THE FRAMEWORK

A. The Gamow Shell Model

The Gamow Shell Model [12, 14–18] is an open-quantum
system extension of the traditional shell model formulated in
the complex momentum k-plane. In the GSM, the single-
particle (s.p.) basis is the Berggren basis [32, 33] generated
by a finite-depth potential. The Berggren ensemble consists
of Gamow (or resonant) discrete states and the non-resonant
scattering continuum; it satisfies the completeness relation:∑

n∈{b,d}

|un`j〉〈ũn`j |+
∫
L+

`j

|uk`j〉〈ũk`j |dk = 1 (1)

that holds for each (`, j) partial wave. |un`j〉 are the radial
wave functions of the bound (b) and decaying (d) states, |uk`j〉
are scattering states, and L+

`j is a contour that encompasses
the decaying states in the fourth-quadrant of the complex k-
plane. This basis can describe any s.p. bound state, as well
as any s.p. decaying resonance provided its complex momen-
tum k is located between the contour L+

`j and the real axis
[32, 33]. While bound states satisfy the standard normaliza-
tion, the decaying states are normalized using the complex
scaling method [34] and the scattering states are normalized
to Dirac delta distributions. In practice, the contours L+

`j are

discretized using a Gauss-Legendre quadrature with a mini-
mum of 30 points to ensure an acceptable degree of complete-
ness. The momentum cutoff in the integral has to be suffi-
ciently large to ensure convergence; for this study, the value
kmax = 2 fm−1 was chosen.

The Slater determinants spanned by the s.p. Berggren basis
states define the many-body basis in which the Hamiltonian
is diagonalized. Assuming that the nucleus can be described
as a system of Nv valence nucleons outside the closed core,
the GSM Hamiltonian, expressed in the intrinsic nucleon-core
Cluster Orbital Shell Model (COSM) coordinates [35], can be
written as:

H =

Nv∑
i=1

[
p2i
2µi

+ Ucore(i)

]
+

Nv∑
i<j=1

[
V (i, j) +

pipj
Mcore

]
, (2)

where Ucore is the s.p. core-nucleon potential, V is the two-
body interaction between the valence nucleons, and µ and
Mcore stand respectively for the reduced mass of the nucleon
and the mass of the core. The last term in Eq. (2) represents
the two-body recoil term. The GSM-COSM Hamiltonian is by
construction translationally invariant, and the error on binding
energies that arises from the approximate coordinate antisym-
metry in the center-of-mass frame is shown to be smaller than
2% in comparison to a fully-consistent calculation in the Ja-
cobi coordinates [36].

To optimize calculations, the s.p. basis is adapted for each
nucleus. First, a Hartree-Fock (HF) procedure is carried out
with the Hamiltonian (2), and gives the complex energies of
the optimized 0p3/2 and 0p1/2 poles. For the very light nu-
clei, these poles can become very unbound and result in im-
precise s.p. wave functions. To remedy this problem, the HF
potentials are replaced by Woods-Saxon (WS) potentials with
the same complex-energy 0p3/2 and 0p1/2 poles. It is worth
noting that thanks to the inclusion of the Coulomb potential
directly in the basis, the outgoing s.p. proton wave functions
have the correct asymptotic behaviors at infinity. The diago-
nalization of the Hamiltonian in the Nv-body Berggren Slater
determinant basis generated by the basis potential provides the
many-body bound and resonant states. All details pertaining
to the solution of the GSM eigenproblem can be found in the
review [12].

The main challenge in GSM applications comes with the
presence of matrices of huge rank that arise from the dis-
cretization of the continuum contours L+

`j . As a result, GSM
calculations are usually performed in truncated spaces in
which only a relatively few particles are allowed in the scat-
tering continuum. Many-body techniques such as the Den-
sity Matrix Renormalization Group (DMRG) [37, 38] of-
fer ways to overcome this dimension barrier by including
the continuum couplings progressively. In this article, we
make use of the natural orbitals [39] defined as the eigen-
vectors of the (approximate) one-body density matrix ρ′mn =

〈Ψ′|
[
a†mãn

]0
0
|Ψ′〉 where m and n are the Berggren basis

states, and |Ψ′〉 an approximation of the final many-body state.
Compared to the Hartree-Fock states, natural orbitals offer
a more adapted basis to the diagonalization problem, on the
assumption that |Ψ′〉 is close to the desired final many-body
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state. This technique has been applied with success in the
contexts of Variational Multiparticle-Multihole Configuration
Mixing Method [40] and DMRG [41]. In the present study,
the approximate solution |Ψ′〉 is obtained in a smaller config-
uration space in which only two particles are allowed in the
non-resonant continuum space. With the corresponding nat-
ural orbital basis, a number of 5 − 7 states per partial wave
offer results of similar quality (∆E < 15 keV) as the original
30 Berggren basis states; this sometimes reduces the sizes of
the matrices by four orders of magnitude, thus making large-
space calculations tractable.

B. The GSM interaction

In this study, the light nuclei are described in terms of va-
lence nucleons outside the 4He core. As seen in Eq. (2), the
GSM interaction has two components: the one-body core-
valence potential Ucore and the two-body interaction V be-
tween the valence nucleons. The core-valence potential is
modeled, separately for protons and neutrons, by the sum of
a Woods-Saxon potential, a spin-orbit term, and a Coulomb
field:

Ucore(r) = V0f(r)− 4V`s
1

r

df(r)

dr
` · s+ UCoul(r) (3)

where f(r) = −(1 + exp[(r − R0)/a])−1. The WS po-
tential depth V0, the spin-orbit strength V`s, the radius R0

and the diffuseness a are the four parameters that enter the
optimization carried out independently for protons and neu-
trons. The Coulomb potential for protons UCoul was kept fixed
and equal to the potential generated by a spherical Gaussian
charge distribution. It can be cast in the form UCoul(r) =

2e2 erf(r/R̃ch)/r [42], where R̃ch = 4Rch/(3
√
π) and the

experimental value of charge radius of 4He isRch = 1.681 fm
[43].

A general form of a two-body effective nuclear potential
was derived in the early 1940s [44, 45], when a tensor poten-
tial was added in addition to central and two-body spin-orbit
potentials to describe the quadrupole moment of the deuteron.
The first applications of such an interaction using Gaussian
form factors succeeded in reproducing nucleon-nucleon (NN)
scattering data up to 300 MeV [46]. In this paper, we shall
use a NN-potential which is a sum of central, spin-orbit, ten-
sor, and Coulomb terms:

V = Vc + VLS + VT + VCoul. (4)

The two-body Coulomb potential VCoul(r) = e2/r between
valence protons is treated exactly by incorporating its long-
range part into the basis potential (see Ref. [47] for a detailed
description of the method). The central, spin-orbit and tensor
part of the interaction are based on an interaction introduced

in Ref. [48, 49]:

Ṽc(r) =

3∑
n=1

V nc (Wn
c +Bnc Pσ −Hn

c Pτ

−Mn
c PσPτ ) e−β

n
c r

2

(5)

ṼLS(r) = L · S
2∑

n=1

V nLS (Wn
LS −Hn

LSPτ ) e−β
n
LSr

2

(6)

ṼT (r) = Sij

3∑
n=1

V nT (Wn
T −Hn

T Pτ ) r2e−β
n
T r

2

, (7)

where r ≡ rij stands for the distance between the nucle-
ons i and j, L is the relative orbital angular momentum,
S = (σi + σj)/2, Sij = 3(σi · r̂)(σj · r̂) − σi · σj , and
Pσ and Pτ are spin and isospin exchange operators, respec-
tively. Each part of the interaction is the sum of (two or) three
gaussians with different ranges: a short range to account for
the hard core, a long range to mimic the one-pion exchange
potential, and an intermediate range. The spin-orbit interac-
tion does not contain a long-range part and is only a sum of
two gaussians [50]. The original parameters of the interac-
tion of Refs. [48, 49] are listed in Table I; they were used to
reproduce the binding energy of 4He, as well as the nucleon
scattering phase shifts of on A = 3, 4 nuclei.

TABLE I. Parameters of the central, spin-orbit, and tensor interac-
tions of Ref. [48]. The depths V n are given in MeV for the central
and spin-orbit interactions and in MeV fm−2 for the tensor interac-
tion. The ranges β are in fm−2. The Wigner, Majorana, Bartlett, and
Heisenberg parameters are dimensionless.

n V n βn Wn Mn Bn Hn

1 −6.0 0.160 −0.2363 1.1530 0.5972 −0.5139
Vc 2 −546.0 1.127 0.4242 0.4055 0.1404 0.030

3 1655.0 3.400 0.4474 0.3985 0.1015 0.0526

VLS
1 1918.0 5.0 0.5 −0.5
2 −1519.0 3.0 0.5 −0.5

1 −16.96 0.53 0.3277 0.6723
VT 2 −369.5 1.92 0.4102 0.5898

3 1688.0 8.95 0.5 0.5

In order to be applied in the present GSM formalism, the
interaction is rewritten in terms of the spin-isospin projectors
ΠST [51, 52]:

Vc(r) = V 11
c f11c (r)Π11 + V 10

c f10c (r)Π10

+ V 00
c f00c (r)Π00 + V 01

c f01c (r)Π01, (8)

VLS(r) = (L · S)V 11
LS f

11
LS (r)Π11, (9)

VT (r) = Sij
[
V 11

T f11T (r)Π11 + V 10
T f10T (r)Π10

]
, (10)

with the seven interaction strengths in spin-isospin channels,
V 11
c , V 10

c , V 00
c , V 01

c , V 11
LS , V 11

T , and V 10
T , remaining to be op-

timized. The form factors fST are linear combinations of the
original radial form-factors appearing in Eqs. (5-7). They are
normalized to the first parameter V 1 for each central, spin-
orbit, and tensor terms in order to make them dimensionless.
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The remaining interaction parameters, such as the gaussian
ranges, relative strengths of gaussian components, and the
Wigner, Majorana, Bartlett, and Heisenberg parameters, have
been kept at their original values as in Table I.

III. OPTIMIZATION AND UNCERTAINTY
QUANTIFICATION

The optimization of the interaction and the assessment
of statistical uncertainties were performed according to
Ref. [23]. Given a model in which Np parameters p =
{p1, ., pNp} are adjusted to describe Nd observables Oi (i =
1, ., Nd), the optimization procedure is based on the mini-
mization of the penalty function:

χ2(p) =

Nd∑
i=1

(
Oi(p)−Oexp

i

δOi

)2

, (11)

where Oi(p) are calculated observables and Oexp
i are experi-

mental data (fit-observables) used to constrain the model. The
adopted errors δOi include different contributions stemming
from experimental uncertainties, numerical inaccuracies, and
theoretical errors due to model deficiency. The choice for the
theoretical error obviously involves a certain level of arbitrari-
ness even when driven by physical considerations. Part of this
arbitrariness can be removed by tuning the adopted errors so
that they are consistent with the distribution of the residuals
similarly to the case of a purely statistical distribution [23].
In particular, one requires the total penalty function to be nor-
malized to the number of degrees of freedomNdof = Nd−Np
at the minimum p0 [53]:

χ2(p0)

Ndof
↔ 1. (12)

In the case of a single type of data and on the assumption that
experimental and numerical errors are negligible, the condi-
tion (12) can simply be achieved through a global scaling of
the initial adopted errors δOi → δOi

√
χ2(p0)/Ndof.

With this choice of the normalization condition, one can
apply the standard rules of linear regression in statistical anal-
ysis and assess quantities such as the covariance matrix and
statistical uncertainties. Within the linear regression approxi-
mation, the covariance matrix C can be expressed in terms of
the Jacobian J :

C ' (JTJ)−1 , Jiα =
1

δOi
∂Oi
∂pα

∣∣∣∣
p0

, (13)

and the covariance between two observables A and B follows
as:

∆A∆B '
Np∑

α,β=1

∂A

∂pα

∣∣∣∣
p0

Cαβ
∂B

∂pβ

∣∣∣∣
p0

. (14)

In particular, for A = B, Eq. (14) gives the statistical uncer-
tainty on the observable A: ∆A =

√
∆A2. The dimension-

less correlation coefficient [54] is defined as:

cAB =
∆A∆B

∆A∆B
. (15)

Applying Eqs. (14, 15) to the model parameters, their statisti-
cal uncertainties reduce to ∆pα =

√
Cαα, and the correlation

coefficients between two parameters pα and pβ are related to
the covariance matrix elements by:

cαβ =
Cαβ√
CααCββ

. (16)

It is worth mentioning that those expressions are valid within
the linear regression approximation, which assumes that the
observables A and B behave linearly with respect to the
model parameters around the minimum p0. In principle, Eqs.
(14,15) are valid for the model parameters and the observables
to be predicted by the model. However, these do not hold
for the postdicted fit-observables as these are well constrained
around the minimum. The uncertainties on the adjusted ob-
servables can only be assessed through a full statistical analy-
sis, such as Bayesian inference.

The minimization of the penalty function (11) plays a cen-
tral part in the optimization process. A good minimization
algorithm should be able to cope with two main obstacles: a
possible strong intercorrelation between the adjusted observ-
ables and the sloppiness [55], or indeterminacy, of some pa-
rameters, i.e., the fact that some parameters can be weakly
constrained by the fit-observables [56–60]. For that matter,
many minimization methods have been developed recently
such as Monte-Carlo algorithms [26] or the POUNDerS algo-
rithm [61] which has been applied successfully in the contexts
of nuclear density functional [62, 63] or chiral interaction
[29] optimizations. In our model, the interactions are linear
in strength parameters, and the derivatives can be computed
exactly using the Hellmann-Feynman theorem [64]. These
derivatives can be directly exploited in our optimization al-
gorithm which involves the Gauss-Newton method combined
with the Singular Value Decomposition (SVD) technique. The
Gauss-Newton method is a variation of the standard Newton
minimization algorithm to the case of chi-square-like func-
tions. The SVD cures the instability of the Gauss-Newton
method which appears when the Jacobian matrix is non-
invertible or has a very small determinant, which happens
when fit-observables are highly correlated and/or some pa-
rameters are unconstrained. A full description of the method
can be found in Ref. [58].

IV. OPTIMIZATION OF THE CORE POTENTIAL

The 4He-nucleon interaction of Eq. (3) was optimized to
the experimental p3/2, p1/2, and s1/2 nucleon-4He scattering
phase-shifts up to 20 MeV [65–67]. The optimization proce-
dure yielded a well-converged result for both protons and neu-
trons corresponding to a precision of ‖∇χ2‖/Ndof ∼ 10−12.
To check whether the minimum is global, we repeated the op-
timization starting from different parameter sets. The values
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of the optimized WS parameters and their statistical uncertain-
ties are listed in Table II, and the corresponding phase shifts
in Figs. (1,2). The 4He core is known to be inert and its op-

TABLE II. Parameters of the optimized 4He-nucleon interaction with
associated statistical uncertainties. The charge radius Rch was set to
the experimental value [43] and did not enter the optimization proce-
dure.

Parameter Neutrons Protons

V0 (MeV) 41.9 (10) 44.4 (11)
V`s (MeV fm2) 7.2 (2) 7.2 (2)
R0 (fm) 2.15 (4) 2.06 (4)
a (fm) 0.63 (2) 0.64 (2)
Rch (fm) – 1.681

tical potential is well described by a WS model at low exci-
tation energies [68]. Not surprisingly, our optimized calcula-
tions yield a very good agreement with the experimental low-
energy phase shifts. The small discrepancies seen at E > 15
MeV can be attributed to the virtual excitations to the excited
states of 4He which can no longer be neglected at this energy
range.
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FIG. 1. Optimized s1/2 (top), p3/2 (middle) and p1/2 (bottom)
neutron−4He nuclear phase shifts as functions of the energy of the
neutron in the laboratory obtained using the Woods-Saxon parame-
ters given in Table II. The experimental values represented by crosses
are taken from Ref. [65].

The isospin difference in the parameters of Table II, in par-
ticular regarding the WS depth V0, has been well-documented
in the literature and is seen experimentally in the behavior of
the p1/2 phase shifts at E < 1.5 MeV, where the proton phase
shifts remain close to zero (cf. Figs. 1 and 2) [68]. It is to be
noted that the GSM approach employs the COSM coordinates
in which the masses that enter the Schrödinger equation (2)
are the reduced masses. This explains the deviation from typ-
ical values of WS potential parameters, V0 ' 50 MeV, found
in the literature [52]. As stated in Section II A, the calcula-
tions performed in COSM coordinates are practically equiva-
lent to those the Jacobi coordinates. This consistency can be
illustrated by calculating the energies and widths of the 3/2−

ground states of 5He and 5Li. Table III demonstrates a good
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FIG. 2. Similar as in Fig. 1 but for the proton-4He scattering. The
experimental data from 0 to 3 MeV are taken from Ref. [66] and the
data from 3 to 20 MeV from Ref. [67].

agreement with experimental data, especially given the large
widths of the resonant states.

TABLE III. Energies (in MeV) and widths (in keV) of the 3/2−

ground states of 5He and 5Li calculated using the optimized optical
model with parameters listed in Table II. The experimental values are
taken from Refs. [69, 70].

Nucleus E Eexp Γ Γexp
5He 0.755 0.798 651 648
5Li 1.627 1.69 1351 1230

Table IV shows the matrix (16) of inter-parameter corre-
lations. Together with uncertainties on parameters given in
Table II, this information can be used in to compute the un-
certainties on observables. While most parameters are corre-
lated with each other, there is a strong correlation between the
WS potential depth and radius. This is due to the fact that the
eigenvalues of the WS potential are primarily governed by the
volume of its shape and different sets of (V0, R0) are quite
equivalent. Another strong correlation is that between a and
V`s, as the diffuseness renormalizes the spin-orbit strength.

TABLE IV. Correlation matrix (16) of the optimized 4He-nucleon
interaction for the protons (upper triangular matrix) and neutrons
(lower triangular matrix).

n
p V0 V`s R0 a

V0 1 0.62 −0.95 0.59
V`s 0.55 1 −0.78 0.81
R0 −0.95 −0.75 1 −0.81
a 0.52 0.84 −0.75 1
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V. OPTIMIZATION OF THE TWO-BODY INTERACTION

Having defined the core-nucleon potential, we optimized
the two-body interaction (8-10) between valence nucleons.
The calculations were performed in the psdf−configuration
space. The 0p3/2, 0p1/2 resonant states and the associated
scattering continua were used as the Berggren basis for both
protons and neutrons, as well as the 1s1/2 and 0d5/2 resonant
states and the associated continua for neutrons to account for
possible antibound shells and excited states of different parity.

As stated in Sec. II A, the basis potential that generates the
Berggren basis was adapted for each nucleus. Consequently,
the scattering continua were also chosen differently for all nu-
clei depending on the nature of the 0p3/2, 0p1/2, 1s1/2, and
0d5/2 Gamow poles. For example, in the cases in which the
considered pole and the desired many-body state were bound,
the contour consisted of three segments on the real axis of
the momentum plane defined by the points kpeak = (0.1, 0.0)
fm−1, kmid = (0.2, 0.0) fm−1, and kmax = (2.0, 0.0) fm−1.
In the case of unbound s.p. pole, kpeak and kmid were moved
into the complex momentum plane to encompass the reso-
nant state. Finally, in the special case of 7He, for which
the 0p3/2 pole is bound but the many-body state is un-
bound, the corresponding contour was defined by the points
kpeak = (0.25,−0.24) fm−1, kmid = (0.5, 0.0) fm−1, and
kmax = (2.0, 0.0) fm−1 to generate a many-body configura-
tion space which can describe an unbound many-body state.
In all cases, the three segments were discretized with at least
10 Gauss-Legendre points. It is worth noting that the detailed
choice of the contour should not influence the results, pro-
vided that the key Gamow poles are encompassed by the scat-
tering contour.

The remaining higher-` partial waves can be quite well de-
scribed using a HO basis [71]. For that matter, and to re-
duce the size of the model space, the remaining s, d and
f partial waves were spanned by a HO basis with 11 shells
(nHO

max = 10). In this mixed basis, the natural orbitals were
generated as discussed in Sec. II A. The final model space
in which the calculations with the natural orbitals were per-
formed, allows at most four particles in the scattering contin-
uum.

The two-body interaction was optimized to the experimen-
tal binding energies of the ground states and a few selected
excited states of the helium, lithium, and beryllium isotopes
shown in Table V. The binding energies span a large range
from approximately−30 MeV to +2 MeV, and different types
of states are involved: bound states, resonances, and halo
states (ground state of 6He). The 1/2+ state of 9Be has been
chosen to probe the s1/2 shell.

The optimization yielded a χ2 minimum with a precision
‖∇χ2‖/Ndof ∼ 10−4 limited by the SVD cutoff value (see
below). We restarted the optimization using different points
in the parameter space to assure that the robust solution has
been found. The optimized interaction parameters are listed
in Table VI together with the associated uncertainties.

As some parameters are weakly constrained by the current
dataset, the SVD procedure played an important part in our
optimization. To account for their different units and orders

TABLE V. Binding energies (relative to 4He; in MeV) and widths (in
keV) of the selected states of A = 6 − 9 nuclei used in this work
to optimize the two-body GSM interaction. The experimental values
are taken from Ref. [70]. The theoretical values were obtained using
the interaction parameters of Table VI. Note that the widths of the
listed unbound states did not enter the optimization procedure, i.e.,
those represent genuine predictions.

Nucleus State E Eexp Γ Γexp
6He 0+ −1.063 −0.973
6He 2+ 0.938 0.824 168 113(20)
7He 3/2− −0.578 −0.528 178 150(20)
8He 0+ −3.225 −3.112
6Li 1+ −3.724 −3.699
6Li 0+ −0.054 −0.136
7Li 3/2− −10.688 −10.949
7Li 1/2− −10.359 −10.471
8Li 2+ −13.350 −12.982
9Li 3/2− −16.677 −17.046
6Be 0+ 1.390 1.371 21 92(6)
7Be 3/2− −8.977 −9.305
8Be 0+ −28.572 −28.204 0 0.0056(3)
9Be 3/2− −30.230 −29.870
9Be 1/2+ −27.747 −28.186 0 217(10)

TABLE VI. Optimized parameters of the two-body interaction (8-10)
together with their statistical uncertainties.

Parameter Value

V 11
c (MeV) −3.2 (220)
V 10
c (MeV) −5.1 (10)
V 00
c (MeV) −21.3 (66)
V 01
c (MeV) −5.6 (5)
V 11

LS (MeV) −540 (1240)
V 11

T (MeV fm−2) −12.1 (795)
V 10

T (MeV fm−2) −14.2 (71)

of magnitude, the parameters were normalized to the value of
one during the SVD procedure, that is pα → p̃α = 1, Jiα →
J̃iα = pαJiα. Table VII lists the singular values (square roots
of the eigenvalues of the Hessian matrix J̃T J̃) at the minimum
together with the corresponding eigenvectors.

The eigenvectors associated with large singular values de-
fine the directions along which the penalty function exhibits
the largest variations. Following SVD, the parameter space
is reduced to a smaller (relevant) space defined by the singu-
lar values greater than a given cutoff value smin. In the case
considered, a large value of smin = 1 was needed for the opti-
mization procedure to converge, reducing the parameter space
to four main directions. Table VII also shows that the two
central-potential parameters V 10

c and V 01
c are the two param-

eters which primarily govern the optimization, as well as V 00
c

V 10
T to a lesser extent. The three (ST ) = (11) parameters are

poorly constrained by the experimental dataset chosen. More
experimental data of different kinds, such as charge and mat-
ter radii and electromagnetic moments, will be useful in the
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TABLE VII. Singular values sn and the corresponding eigenvectors
of the normalized Hessian matrix J̃T J̃ with respect to the parameters
at the minimum. The main components are written in boldface. The
SVD cutoff separates the relevant space generated by the eigenvalues
1-4 from the irrelevant space. The displayed values are computed at
the χ2 minimum but exhibit similar pattern during the optimization
procedure.

n sn V 11
c V 10

c V 00
c V 01

c V 11
LS V 11

T V 10
T

1 243 0.00 0.82 −0.03 0.53 0.00 0.00 0.23
2 43.0 0.00 −0.49 −0.02 0.85 0.00 −0.01 −0.19
3 7.06 −0.04 −0.16 0.79 0.05 0.04 −0.07 0.58
4 3.94 0.02 −0.25 −0.61 0.01 −0.09 −0.04 0.75
5 0.57 −0.23 −0.02 −0.09 0.00 0.97 −0.01 0.04
6 0.20 0.65 −0.03 0.04 0.01 0.16 0.74 0.06
7 0.12 0.73 0.01 0.00 0.00 0.16 −0.66 −0.04

future developments to constrain these parameters. At this
point, the freedom on the sloppy parameters can be utilized
to fine-tune the interaction to reproduce experimental reaction
thresholds.

En
er

gy
 (M

eV
)
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4He

He
chain

Be
chain

Li
chain

FIG. 3. Energies of the helium, lithium and beryllium isotopic
chains with A ≤ 9 computed using the optimized GSM interaction
with parameters given in Tables II and VI. The experimental values
shown by stars are taken from Ref. [70]. The widths of unbound
states are listed in Table V.

The results of the optimization are shown in Fig. 3 and
listed in Table V. Overall, the quality of the optimization is ex-
cellent, with a root mean square deviation (rms) of 250 keV.
The helium chain, whose energetics depends almost exclu-
sively on a single parameter V 01

c , is well described with a

rms deviation of 95 keV. The T = 0 nuclear interaction is
responsible for clusterization effects and probably demands
the inclusion of higher partial waves than ` = 3 for a bet-
ter description. This explains why the optimization slightly
deteriorates for Li and Be isotopes. In any case, an overall
agreement with experiment over such a large range of ener-
gies is quite satisfactory and makes this interaction an excel-
lent starting point for detailed structural and reaction studies.
It is also worth noting that, even if they do not enter the set of
fit-observables, the widths of the unbound states are described
fairly well in spite of the fact that they are extremely depen-
dent on the threshold energies.

The correlation coefficients (16) for the two-body interac-
tion parameters are listed in Table VIII. This table can be used
to obtain the associate covariance matrix needed to assess the
uncertainties on predicted observables. The two main interac-
tion parameters V 10

c and V 01
c are strongly anticorrelated. The

values that are related to the sloppy parameters should not be
taken too rigorously as they are computed within the linear re-
gression framework. Only a fully-consistent statistical study,
based, e.g., on Bayesian techniques, can fully assess correla-
tions related to these parameters.

TABLE VIII. Correlation coefficients between the two-body interac-
tion parameters.

V 11
c V 10

c V 00
c V 01

c V 11
LS V 11

T V 10
T

V 11
c 1 0.24 0.26 −0.44 0.63 −0.45 −0.25
V 10
c 0.24 1 −0.22 −0.92 0.01 −0.89 −0.99
V 00
c 0.26 −0.22 1 0.30 −0.21 0.38 0.21
V 01
c −0.44 −0.92 0.30 1 −0.17 0.96 0.89
V 11

LS 0.63 0.01 −0.21 −0.17 1 −0.28 −0.04
V 11

T −0.45 −0.89 0.38 0.96 −0.28 1 0.88
V 10
T −0.25 −0.99 0.21 0.89 −0.04 0.88 1

VI. FIRST APPLICATIONS

The optimized interaction presented in the previous sec-
tions sets the path for a variety of structure and reaction ap-
plications across the A ' 5 − 12 nuclei. Such applications
will be presented in forthcoming studies. In this section, we
present representative applications of the optimized interac-
tion to different structural properties.

A. Two-nucleon correlation densities in 6He and 6Li

Pairing correlations are very important in nuclei close to
the neutron drip line as they can give rise to a significant
stabilization of weakly bound nuclei through the continuum
coupling [72–76]. Two-nucleon correlations can be evalu-
ated through the correlation density [36, 77–79] ρNN(r, θ) =
〈Ψ|δ(r1 − r)δ(r2 − r)δ(θ12 − θ)|Ψ〉, in which r1 and r2 are
the positions of the first and second nucleon respectively and
θ12 the opening angle between the two nucleons. Here, we
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follow the normalization convention of Ref. [79] in which the
Jacobian 8π2r2r′2 sin θ is incorporated into the definition of
ρNN , i.e., it does not appear explicitly.

Figure 4 shows the calculated pair correlation densities for
the states of 6He and 6Li that entered the interaction opti-
mization. As expected, the analog 0+ states shown in pan-
els (a) and (c) are predicted to have similar correlation densi-
ties. Our results are in full agreement with the conclusions of
Refs. [36, 78–80] pertaining to the coexistence of di-nucleon
and cigar-like configurations (at small and large opening an-
gles, respectively) and the large radial extension. Such be-
havior is absent for the 2+ resonance of 6He shown in panel
(b), for which the valence neutrons are predicted to be weakly
correlated [79]. As seen in Fig. 4(d), the strong T = 0 interac-
tion in the 1+ g.s. of 6Li gives rise to a deuteron-like structure
[36, 80]. This result concurs with studies that describe this
state as a deuteron orbiting in the potential generated by the
alpha core [81, 82].
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FIG. 4. Two-nucleon correlation densities (in fm−2) calculated for
states in 6He and 6Li using the optimized GSM interaction. For the
2+ state in 6He the density was multiplied by a factor of two to main-
tain the same scale as in other panels.

B. Excited states with uncertainty quantification

In this section, we present predictions of the optimized
GSM potential to several excited states of light nuclei: the first
excited states of 7He and 7Be and the ground state of 7B (Fig.
5), and the spectra of 8He and 9He (Fig. 6). The energy and
widths are listed in Table IX together with their uncertainties.

Theoretical uncertainties have been calculated using the co-
variance matrices for the one-body (core-nucleon, N ) and
two-body (NN ) potentials, and they can be expressed as
∆E =

√
∆E2

N + ∆E2
NN . For all A < 8 states, the contribu-

tion to the uncertainty ∆E coming from the core-nucleon part
is quite negligible, ∆EN < 0.07 MeV. This is due to the fact
that those states primarily involve the p3/2 bound/resonant
shell, which is well constrained by the core-nucleon poten-
tial optimization. The p1/2 and s1/2 pole shells are less con-
strained and result in larger values of ∆EN for the 1/2+ and
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)

7Be7He

4He

7B
FIG. 5. Spectra of 7He, 7Be, and 7B. The experimental values are
taken from Ref. [70]. The g.s. energies of 7He and 7Be were in-
cluded in the optimization, hence are shown without uncertainties.
The uncertainties on the widths, not shown in the figure, are listed in
Table IX.
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FIG. 6. Spectra of 8He and 9He. The experimental values come from
[70] (8He) and [83] (9He). The energy of the 2+ of 8He is unresolved
experimentally and the two presently adopted values are shown. The
ground state of 8He was included in the optimization and is shown
without uncertainties. The uncertainties on the widths, not shown in
the figure, are listed in Table IX.

1/2− states of 9He (0.13 MeV and 0.59 MeV, respectively).
However, the major part of the uncertainty always comes from
the two-body potential.

Both the energy and width of the first excited 5/2− state of
7He are well reproduced by the GSM interaction, with a small
uncertainty. It is important to note that the uncertainties on
calculated widths should be understood as the range of values
when the parameters move within the interval of confidence
[23]. Since the widths increase very quickly with energy when
the state is unbound, the related uncertainties are usually large.
Consequently, those values should not be directly compared
to experimental uncertainties. The 3/2− ground state of 7B
is also well reproduced as expected, as its mirror state (the
ground state of 7He) was included in the optimization. Finally,
the agreement of the 1/2−of 7Be with the experimental value
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TABLE IX. Calculated values of A = 7 nuclei and the Helium
nuclei. The experimental values come from [70, 83]. All energies are
given with respect to the 4He core. The energies are given in MeV,
the widths in keV. The theoretical and experimental uncertainties on
the widths have different meanings and should not be compared (see
text).

State E Eexp Γ Γexp
7He, 5/2− +2.50 (2) +2.39 (9) 2250 (280) 1990 (170)
7Be, 1/2− −8.67 (45) −8.88
7B, 3/2− +3.42 (21) +3.58 (7) 740 (450) 801 (20)
8He, 2+ −0.10 (75) −0.41 / +0.49 290 (1010) 600 (200)
9He, 1/2+ −3.12 (31) −2.93 (9) ∼0 180 (160)
9He, 1/2− −2.98 (102) −1.88 (12) 630 (330) 130 (170)

is also good within the (quite large) uncertainty of 450 keV.
This significant uncertainty comes from the fact that the less-
constrained parameters comes into play.

The comprehensive discussion of the helium chain will be
the subject of a future study but it is clear from Fig. 6 and
Table IX that the optimized GSM interaction does well in
this case. The energy of the 2+ of 8He is unresolved exper-
imentally with the two values −0.41 MeV and +0.49 MeV
presently adopted [70]. Our prediction is consistent with both,
due to the large statistical uncertainty of 750 keV. The nucleus
9He is a difficult system to be studied experimentally. Indeed,
as discussed in Ref. [83] results of various experiments con-
tradict each other. As our aim is not to make a thorough anal-
ysis of this complex nucleus, we took experimental data of
Ref. [83] to compare with our predictions. The uncertain-
ties on predicted values are quite large, in particular for the
1/2− state, as it is the first time that the p1/2 resonance shell
is occupied in our calculations. This also explains the small
uncertainty on the 1/2+ state as the 1/2+ state of 9Be was in-
cluded in the optimization. Base on the the mean values, our
interaction predicts the ground state as a 1/2+. This state is
calculated too close to the neutron-emission threshold to ac-
quire a significant width. In any case, this shell inversion pre-
dicted by the optimized interaction is a very interesting feature
for future studies of the heavier Li and Be nuclei.

VII. CONCLUSIONS AND OUTLOOK

In this paper, we have derived a Gamow Shell Model inter-
action to describe very light nuclei in the psdf valence space.
The one-body part of the potential reproduces well nucleon-
4He phase shifts, as well as separation energies of 5He and
5Li. The two-body interaction contains central, spin-orbit,
and tensor terms; its seven parameters were optimized to se-
lected experimental energies of 6 ≤ A ≤ 9 nuclei. Based
on SVD analysis, we conclude that only four interaction pa-
rameters are reasonably constrained by the binding energies.
The remaining three parameters, representing (S = 1, T = 1)

strengths, are sloppy; hence new data, different from binding
energies, are needed to limit them.

Overall, a very satisfactory rms deviation from experiment
of 250 keV was obtained. The energies of helium isotopes de-
pends almost exclusively on a single parameter V 01

c ; here, the
rms deviation is 95 keV. This explains why schematic contact
forces used in our previous studies [14, 84] were so success-
ful in explaining binding energies of the He chain. In future
GSM studies of reactions and decays, the relative freedom on
sloppy parameters can be utilize to fine-tune them to repro-
duce experimental reaction thresholds. Such a strategy, based
on controlled GSM extrapolations, has been employed in the
recent GSM applications to drip line nuclei [85, 86]. Con-
sidering the interaction optimized in this work as a starting
point, its predictive power is already satisfactory as judged by
results for two-nucleon densities and energies A = 7 isotopes
and 8,9He presented in Sec. VI.

An important feature of the new interaction is the associ-
ated uncertainty quantification. The covariance matrices com-
puted at χ2 minimum allow for error estimates on calculated
observables. By analyzing theoretical errors, new insights can
be obtained. A good case in point is the energy of the 2+1
state in 8He. While the mean value of the calculated energy
tends to favor one experimental result, the range of uncertain-
ties does not allow to rule out another experimental outcome.
We also see that some states, such as the 1/2−1 level in 9He
are poorly constrained and this calls for better constraints on
(S = 1, T = 1) interaction strengths.

The new GSM interaction sets the path for future inves-
tigations of key dripline nuclei, including structural studies
of halo structures, dineutron and quasi-deuteron configura-
tions, antibound states, as well of reaction studies, includ-
ing radiative capture reactions within the GSM-coupled chan-
nel formalism [19–21]. In parallel, we intend to carry out a
full Bayesian analysis of the GSM interaction, including new
kinds of fit-observables. In this way, we hope to improve the
fidelity of our model.
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[9] P. Navrátil, S. Quaglioni, G. Hupin, C. Romero-Redondo, and
A. Calci, Phys. Scripta 91, 053002 (2016).

[10] J. Dobaczewski and W. Nazarewicz, Phil. Trans. R. Soc. Lond.
A 356, 2007 (1998).

[11] J. Dobaczewski, N. Michel, W. Nazarewicz, M. Płoszajczak,
and J. Rotureau, Prog. Part. Nucl. Phys. 59, 432 (2007).

[12] N. Michel, W. Nazarewicz, M. Płoszajczak, and T. Vertse, J.
Phys. G: Nucl. Part. Phys. 36, 013101 (2009).

[13] J. Okołowicz, M. Płoszajczak, and I. Rotter, Phys. Rep. 374,
271 (2003).

[14] N. Michel, W. Nazarewicz, M. Płoszajczak, and K. Bennaceur,
Phys. Rev. Lett. 89, 042502 (2002).

[15] N. Michel, W. Nazarewicz, M. Płoszajczak, and J. Okołowicz,
Phys. Rev. C 67, 054311 (2003).

[16] N. Michel, W. Nazarewicz, and M. Płoszajczak, Phys. Rev. C
70, 064313 (2004).

[17] R. Id Betan, R. J. Liotta, N. Sandulescu, and T. Vertse, Phys.
Rev. Lett. 89, 042501 (2002).

[18] R. Id Betan, R. J. Liotta, N. Sandulescu, and T. Vertse, Phys.
Rev. C 67, 014322 (2003).

[19] Y. Jaganathen, N. Michel, and M. Płoszajczak, Phys. Rev. C
89, 034624 (2014).

[20] K. Fossez, N. Michel, M. Płoszajczak, Y. Jaganathen, and
R. M. Id Betan, Phys. Rev. C 91, 034609 (2015).

[21] G. X. Dong, N. Michel, K. Fossez, M. Płoszajczak, Y. Jagana-
then, and R. M. I. Betan, J. Phys. G: Nucl. Part. Phys. 44,
045201 (2017).

[22] The Editors, Phys. Rev. A 83, 040001 (2011).
[23] J. Dobaczewski, W. Nazarewicz, and P.-G. Reinhard, J. Phys.

G: Nucl. and Part. Phys. 41, 074001 (2014).
[24] W. Nazarewicz, J. Phys. G 43, 044002 (2016).
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