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The $^{236}$U$(n, \gamma)$ reaction cross section has been measured for the incident neutron energy range from 10 eV to 800 keV using the DANCE $\gamma$-ray calorimeter at the Los Alamos Neutron Science Center. The cross section was determined with the ratio method, a novel technique using the $^{235}$U$(n, f)$ reaction as a reference. The results of the experiment are reported in the resolved and unresolved resonance energy regions. Individual neutron resonance parameters were obtained below 1 keV incident energy using the R-Matrix code SAMMY. The cross section in the unresolved resonance region is determined with improved experimental uncertainty. It agrees with both ENDF/B-VII.1 and JEFF-3.2 nuclear data libraries. The results above 10 keV agree better with the JEFF-3.2 library.


I. INTRODUCTION

Neutron capture reaction data are important for many applications including stockpile stewardship, advanced fuel cycle reactors, nuclear astrophysics and fundamental nuclear physics. The capture cross section of $^{236}$U is particularly important in addressing the build-up of higher actinides in nuclear fuel, the burn up of actinides, the activation of spent fuel and reprocessing radioactive waste. The current $^{236}$U$(n, \gamma)$ cross section data are not sufficient for the design of future reactors such as Fast Reactors and Thorium fuel cycle based, accelerator-driven systems [1]. The uncertainty assessment of the evaluated nuclear data of major and minor actinides recommends improving the uncertainty of the $^{236}$U capture cross section by carrying out new measurements [2].

Earlier experimental data were mostly based on activation measurements. The first activation measurement with reactor neutrons was carried out by P. Hubbert et al. [3] at CEA/Saclay, France in 1955 and a similar measurement by B. V. Efimov et al. [4], in 1956. The thermal cross sections of the two measurements were consistent. Later, activation measurements in the fast neutron region were made by J. F. Barry et al. [5] using the Van de Graaf accelerator, and the same measurement was also reported by D. C. Stupegia et al. [6] from Argonne National Laboratory. Both measurements overestimate the neutron capture cross section as shown in Fig. 1.

The first neutron absorption experiment in the resolved resonance region was performed by Harvey and Hughes [7] in 1958, and the latest experiment was performed by Macklin et al. [8] in 1990. A capture cross section and resonance analysis was performed by Carlson et al. [9] with both neutron capture and absorption data using several highly enriched $^{236}$U targets with different thicknesses.

Direct measurements of the neutron capture cross section are relatively sparse. As it is shown in Fig. 1, cross section data from earlier measurements have large discrepancies. The most recent measurements on the $^{236}$U$(n, \gamma)$ reaction were performed at the GELINA facility in Geel, Belgium [10], the nTOF facility in CERN [11] and by Muradyan et al. at the Kurchatov Institute in Moscow [12]. The nTOF measurement was performed with a pair of $^{4}$He $^{6}$D$_{6}$ detectors and the 4π BaF$_{2}$ Total Absorption Calorimeter. The nTOF preliminary data [11] in the unresolved resonance region is in agreement with current evaluations with a systematic uncertainty of 7%. They reported some discrepancies in the resonance region. The resonance energies were found to be systematically lower compared to current evaluation. Average cross section data of the other two measurements [10, 12] are in agreement with evaluated cross section data within the statistical uncertainties.

We have performed a series of experiments on the $^{236}$U$(n, \gamma)$ reaction using the Detector for Advanced Neutron Capture Experiments (DANCE) located at the Los Alamos Neutron Science Center (LANSCE). DANCE has the capability to measure capture $\gamma$-rays with good timing resolution and a high $\gamma$-ray detection efficiency that makes it a unique facility for the high precision $(n, \gamma)$ cross section measurements [13]. The experiments were mainly carried out in two separate beam cycles because of beam time availability. We also used earlier experimental data from $^{235}$U$(n, f)$ taken in the 2011 beam cycles to benchmark the applicability of the ratio method outlined in [14]. The latest data were collected in 2015 when the
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II. EXPERIMENT

The neutron beam at LANSCE is produced by the spallation reaction of 800 MeV accelerated protons irradiating a tungsten target and is moderated in a water moderator. The neutron energy is calculated based on the flight time, a 20.28 m flight path length, and a 523 ns delay time after the $T_0$ pulse, generated when the proton bunch hits the tungsten target.

A major goal of the measurement is to obtain the $^{236}\text{U}(n, \gamma)$ cross section with improved uncertainties (less than 3%) for the incident neutron energy range from 1 keV up to 1 MeV. A detailed description of the experimental facility can be found elsewhere [18]. The new DAQ is described in Ref. [15].

In the experiment we used several different targets with different thicknesses and isotopic compositions of $^{236}\text{U}$ and $^{235}\text{U}$ to implement the ratio method described in [14, 19]. The 2013 measurement was performed using a highly enriched (over 99.9%) $^{236}\text{U}$ target and the 2014 measurement was performed using the mixed targets described below. The measurements are described in detail in the following sections.

A. Experiments of 2013 Beam Cycle

Most of the data were acquired with the highly enriched target. Targets used in those measurements have the following parameters:

- **Target-1**: A highly enriched (above 99.9%) $^{236}\text{U}$ target was used for most of the beam time. The target mass was about 10 mg/cm$^2$, which gives sufficient counting statistics for the high precision data. The target was composed of metallic granules sandwiched in between two kapton tapes.

- **Target-2**: The second measurement used a mixed target with the following composition of uranium isotopes: $^{236}\text{U}$ (80%), $^{235}\text{U}$ (16%) and $^{238}\text{U}$ (4%). The purpose of this measurement was to validate the ratio method with the different reaction rates of $N_{n,\gamma}(^{236}\text{U})/N_{n,\gamma}(^{238}\text{U})$ and $N_{n,\gamma}(^{236}\text{U})/N_{n,f}(^{235}\text{U})$. The target mass was fabricated by stippling the mixed solution on a titanium foil.

- A $^{208}\text{Pb}$ target was used for the neutron scattering background determination.

In this paper, we only used the highly enriched Target-1 data for the cross section determination. Target-2 data was used for the different purpose of developing a new data analysis technique to identify reaction rates from different isotopes. The new analytical technique, Independent Component Analysis, for the blind source separation is discussed in Ref. [20].

B. Experiments of 2014 Beam Cycle

The $^{236}\text{U}(n, \gamma)$ experiment continued in the 2014 beam cycle using two new targets fabricated in house. Major motivations to continue the experiments from 2013 included: (i) Reducing uncertainty in the background subtraction introduced by the 3 different uranium isotopes in Target-2 used in the 2013 experiment; (ii) Improving statistical uncertainties in the cross section determination based on the measurements taken during different beam cycles with different targets. We could add those data measured independently to increase counting statistics and reduce statistical uncertainty; (iii) Implementing a new and improved data acquisition system for further DANCE measurements. Testing the performance of new DAQ comparing the old and new data was of interest to subsequent experiments.
Targets were prepared using highly enriched (above 99.9%) $^{236}$U and $^{235}$U raw materials mixed in solutions with isotopic compositions shown in Tab. I. Using the same solution we produced two targets:

- Target-3: Stippled target with a mass of about 10 mg/cm$^2$ to measure the ratio of the $^{236}$U($n, \gamma$) and $^{235}$U($n, f$) reaction rates.
- Target-4: Thin electroplated target with a mass of 100 $\mu$g/cm$^2$ to define the absolute scale of the cross section.

The exact mass of the targets are not required as we are interested in the ratio of the two reaction rates. The isotopic composition was determined with a mass spectrometric method and shown in Tab. I.

TABLE I. Isotopic compositions in percent of the targets used in this work determined by mass spectroscopy.

<table>
<thead>
<tr>
<th>Target Name</th>
<th>Target Mass</th>
<th>$^{232}$U</th>
<th>$^{233}$U</th>
<th>$^{234}$U</th>
<th>$^{235}$U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target-1</td>
<td>20.4 mg</td>
<td>0.9888</td>
<td>0.9648</td>
<td>80.62</td>
<td>18.40</td>
</tr>
<tr>
<td>Target-2</td>
<td>10 mg</td>
<td>0.1120(5)</td>
<td>9.77(2)</td>
<td>89.6(4)</td>
<td>0.546(2)</td>
</tr>
<tr>
<td>Target-3</td>
<td>10 mg</td>
<td>0.1120(5)</td>
<td>9.77(2)</td>
<td>89.6(4)</td>
<td>0.546(2)</td>
</tr>
<tr>
<td>Target-4</td>
<td>100 $\mu$g</td>
<td>0.1120(5)</td>
<td>9.77(2)</td>
<td>89.6(4)</td>
<td>0.546(2)</td>
</tr>
</tbody>
</table>

The experiments with Target-3 and Target-4 measure the rates of $^{236}$U($n, \gamma$), $^{235}$U($n, \gamma$) and $^{235}$U($n, f$) reactions. In our previous work [19], we confirmed that the DANCE data reduction cut on cluster multiplicity $M_{Cl}$ $\geq$ 7 was consistent with the PPAC fission fragment detector data. In other words, the high multiplicity data has a negligible contribution from neutron capture and background events unless there is pile-up.

III. DATA ANALYSIS

The timing and energy calibrations are the first step of the analysis. The primary energy calibration of the detectors was performed by measuring $\gamma$ rays from the standard radioactive sources $^{22}$Na, $^{60}$Co and $^{88}$Y. Small gain shifts were observed in the light output of each crystal during the course of the experiment, presumably due to temperature changes in the scintillators. Since barium and radium are chemical homologous, the BaF$_2$ crystals always contain radioactive isotopes from the radium decay chain, which turned out to be an advantage. The BaF$_2$ scintillation exhibits pulse shape discrimination properties and one can discriminate $\gamma$ rays from $\alpha$ particle events. The energies of $\alpha$ particles emitted from these radioactive isotopes are used to update the gain for each crystal and for each run.

The DANCE array consists of 160 BaF$_2$ scintillator crystals in a closed $4\pi$ geometry. The BaF$_2$ crystal has fast (0.6 ns) and slow (600 $\mu$s) scintillation light output components. The fast timing of the scintillators leads to a precise determination of the neutron time-of-flight and a good identification of coincident $\gamma$ rays following neutron capture. The high detection efficiency enables the separation of events by the $Q$-value of the reaction while the high detector segmentation of DANCE enables measurement of the $\gamma$-ray multiplicity distribution. These features of DANCE help to improve the signal-to-noise ratio by gating on the $\gamma$-ray multiplicity and the total $\gamma$-ray energy around the $^{236}$U($n, \gamma$) reaction $Q$-value, 5.12 MeV. Fig. 2 illustrates the selection of the appropriate cut that gives high enough counting statistics as well as low background. Actual data reduction cuts for the cross section analysis will be discussed later.

A. Background Subtraction

There are several types of background in DANCE experiments, as discussed in Ref. [21] in detail. The constant background from intrinsic $\alpha$-activities of BaF$_2$ crystal is easily suppressed using pulse shape discrimination (PSD) of the waveforms [18]. Events from $\beta$-activities are suppressed by setting the total $\gamma$-ray energy cut above 3 MeV. In the same way, the total $\gamma$-ray energy cut can also eliminate background due to $\gamma$-rays in the beam. These $\gamma$ rays originate mainly from the neutron production area and have energies below 3 MeV [21].

The $Q$-values of the radiative capture reactions on $^{236}$U and $^{235}$U isotopes are 5.125 and 6.545 MeV, respectively. Thus the contribution from the $^{235}$U($n, \gamma$) and $^{235}$U($n, f$) reactions can not be separated by the total energy cut perfectly. We used the highly enriched $^{235}$U (HEU) data to subtract the $^{235}$U contributions for the mixed target measurements.

The data reduction cut, $cutl$, was set for cluster multiplicity $M_{Cl}$ = 3 and 4 and total $\gamma$-ray energy $E_{Total}$ = 4.6 to 5.2 MeV.
\[ N_{n,\gamma}(E_n) = |N_{U^{236}/5}(E_n) - \alpha N_{U^{235}U}(E_n)| - \beta N_{208Pb}(E_n), \]

where \( N_{U^{236}/5}(E_n) \) are the counts from Target-3 or Target-4 data within the \( \text{cut1} \). \( N_{U^{235}U}(E_n) \) and \( N_{208Pb}(E_n) \) are highly enriched \( ^{235}\text{U} \) and \( ^{208}\text{Pb} \) targets respectively within the \( \text{cut1} \).

The bin-by-bin normalization coefficient \( \alpha \), was obtained by taking the ratio of counts within the cuts for \( M_{\text{Cl}} \geq 7 \) and the total \( \gamma \)-ray energy from 3 MeV to 15 MeV, \( \text{cut2} \). The integration region is shown in the bottom panel of Fig. 3 with a red rectangle. The coefficients \( \alpha \) and \( \beta \) are:

\[ \alpha = \frac{N_{U^{236}/5}^{\text{cut2}}}{N_{U^{235}U}^{\text{cut2}}} \quad \text{and} \quad \beta = \frac{N_{208Pb}^{\text{cut3}}}{N_{U^{235}U}^{\text{cut3}}}, \]

where \( \alpha \) should be zero for the Target-1 data because it has no contribution from \( ^{235}\text{U} \). The normalization coefficient \( \beta \) is related to the scattering background. Neutrons scattered from the target can be captured by the Ba isotopes in the detector crystals and produce \( \gamma \) rays. In order to reduce this background, a \( 6\text{LiH} \) shell of 6-cm thickness surrounds the target. Despite the absorbing effects of the \( 6\text{LiH} \) shell, some neutrons scattered by the target reach the detector.

As illustrated in the top panel of Fig. 3, the bin-by-bin normalization coefficient \( \alpha \) is determined by the ratio of events cut on the total \( \gamma \)-ray energy around the Ba capture peaks. The cut used for the scattering background normalization was set to \( M_{\text{Cl}} = 3 \) and 4 and \( E_{\text{Total}} = 7.5 \text{ MeV} \) to 9.2 MeV, \( \text{cut3} \). The capture \( \gamma \) rays from the target, located at the center of DANCE, are emitted into a 4\( \pi \) solid angle and typically create several clusters of fired BaF\(_2 \) detectors. On the other hand, the capture of the scattered neutrons occurs in the BaF\(_2 \) crystals and usually creates only a few clusters. Therefore the low cluster multiplicity spectra have a high background contribution from the capture of the scattered neutrons, while smaller background is observed at multiplicities \( M_{\text{Cl}} > 2 \).

Finally, delayed fission \( \gamma \) rays can contribute to a background for fissile target measurements as described in Ref. [22]. In the \( ^{236}\text{U} \) case, the fission cross section is negligible compared to the capture cross section, and it increases above 800 keV incident neutron energy.

**IV. CROSS SECTION DETERMINATION**

Neutron induced \((n,\gamma)\) or \((n,f)\) cross sections can be determined from the following formula

\[ \sigma_{n,\gamma/n,f}(E_n) = \frac{A}{N_A m \varepsilon_{n,\gamma/n,f}(E_n) \Phi(E_n) S}, \]

where \( A \), \( N_A \) and \( m \) are atomic mass, Avogadro’s number and areal density of the targets, respectively.

\[ \sigma_{n,\gamma}(E_n) = A_{n,\gamma}(E_n) \frac{N_{n,\gamma}(E_n)}{N_{n,f}(E_n)} \sigma_{n,f}(E_n), \]

**FIG. 3.** Top panel, total \( \gamma \)-ray energy spectra at different multiplicities. The highlighted areas show the \( \text{cut1} \) and \( \text{cut3} \). Bottom panel, \( ^{235}\text{U} \) Fission events. Red square shows the \( \text{cut2} \).
\[ A_{n,\gamma}(E_n) = \frac{\varepsilon_{n,f}}{\varepsilon_{n,\gamma}} R_{235U/236U}, \tag{4} \]

\( \varepsilon_{n,f} \) and \( \varepsilon_{n,\gamma} \) are the efficiencies for detecting \((n, f)\) and \((n, \gamma)\) events, respectively. \( R_{235U/236U} \) is the ratio of the isotopic compositions in the target.

The normalization constant shown in Eq. (4) is assumed to be independent of incident neutron energy and is calculated with numerical values of the parameters given in the Tab. I and Sec. V C. Using the Target-4 data, the absolute value of the \( ^{236}\text{U}(n, \gamma) \) cross section for the resonances at 5.45 eV and 43.91 eV is determined relative to the \( ^{235}\text{U}(n, f) \) cross section at 8.76 eV and 35.18 eV using the Eqs. (3) and (4). Since the reference fission resonance is at different incident neutron energy than the capture resonance, the reaction rates were normalized to the neutron flux measured with a \(^6\text{Li}\) neutron flux monitor. The neutron flux at low energy is large, and the statistical uncertainty of the flux normalization coefficients is small. The final result of the cross section is determined from the Target-1 and Target-3 data normalized to the absolute value of the cross section from the Target-4.

V. THE EXPERIMENTAL CONSIDERATIONS

There are several experimental effects that have to be considered carefully for accurate cross section determination. Some of these corrections are relatively simple to calculate, while some of them require complex calculations. We used the R-Matrix data analysis tool SAMMY [24] that is well known in the experimental nuclear physicists community for the corrections in Sec. VA and VB. The corrections are discussed below.

A. Self shielding and multiple scattering

We need to estimate self shielding and multiple scattering corrections before we determine cross sections with the ratio method for two independent measurements with different targets. The self shielding correction could be calculated analytically with a relatively simple formula. We used the SAMSMC Monte-Carlo code to estimate single and multiple scattering corrections. Inputs for the code are the sample geometry, isotopic composition and beam area. Other important inputs are capture and total cross section taken from the ENDF/B VII.1 database. The corrections are larger as the sample thickness increases. With simulations for the Target-3 geometry, we estimated up to 10% corrections for the strongest resonance at 5.3 eV, and they were much smaller than 5% for the weaker resonances. The estimated correction was less than 0.1% for the region of incident neutron energy above 1 keV. For the resonance parameters below 1 keV, self shielding and multiple scattering corrections were included in the SAMMY fitting.

B. Resolution broadening

Depending on the spallation target and the moderator geometries, the conversion of flight time to energy of the neutrons hitting the target nuclei is determined with some uncertainty or so-called resolution broadening. The SAMMY code has several choices of analytical expressions for the broadening function dedicated to specific facilities. We used the RPI broadening function with the parameters adjusted for the DANCE flight path using well known \(^{197}\text{Au}\) resonances by P. E. Koehler [25].

The analytical expression of the resolution function cannot fully describe the low energy tail of the resonances. Corrections in the unresolved resonance region cannot be made with the SAMMY code. For those reasons, we have made a Monte-Carlo simulation to reproduce the broadened energy distributions [26]. The broadening function is typically neutron energy-dependent and its time-dependent numerical matrix was quantified using Monte Carlo simulations. The inverse problem to convert Time-of-Flight to the broadened neutron energy is in progress and not included in this paper.

C. \( \gamma \) Ray detection efficiency

The detection efficiency is one of the most important characteristics of the detector system. Not all \( \gamma \) rays emitted by the target and passing through DANCE will produce a count. The probability a \( \gamma \) ray will interact with the detector and produce a count is the efficiency of the detector:

\[ \varepsilon_{n,\gamma/n,f} = \frac{\text{Detected counts within the cuts}}{\text{Total number of capture/fission events}} \tag{5} \]

The single \( \gamma \)-ray efficiency is determined with standard \( \gamma \)-ray sources whose activities are known. It is essential to know the detector response functions for \( \gamma \)-rays with different energies and multiplicities. GEANT4 simulations of the DANCE array were in good agreement with experiments performed with calibration sources.

We used the same technique for the efficiency estimation as described in Ref. [23].

Fig. 4 shows the spectra for the \( \gamma \)-ray detection efficiency. The efficiency \( \varepsilon_{n,\gamma} \) is estimated as the ratio of counts in the red areas (total \( \gamma \) ray energy gate) of the multiplicity \( M_{cut} = 3 \) and 4 (cut1) spectra to the total counts observed (no total \( \gamma \) ray energy gate) summed over \( M_{cut} = 1 \) to 7 spectra.

The fission efficiency, \( \varepsilon_{n,f} \), is estimated from the earlier PPAC fission tagging detector measurement on highly enriched \(^{235}\text{U}\) data. It is calculated with the ratio of high multiplicity (cut3) yields to the counts in multiplicity all,
$M_{CI} = 1$ to 20. We confirmed that Target-3 and Target-4 data within the cut3 were consistent with the PPAC data with the relative normalization. In summary, the capture efficiency for the cut1 is $\varepsilon_{n,g} = 15.7\%$ and the fission efficiency for cut3 is $\varepsilon_{n,f} = 31.9\%$.

**D. Radiation widths fluctuations and detector response**

In the statistical model of nuclear reactions, the radiative decay pattern depends on the level density, spin distribution and the radiative strength function of the nuclei. The s-wave resonances of the even-even $^{236}\text{U}$ nuclei have the same spins ($I = 1/2^+$), and the multiplicity distributions for all s-wave resonances are similar to each other with small fluctuations. The fluctuations are due to the Porter-Thomas fluctuations of the partial radiation widths.

Multi step cascade $\gamma$-ray energy spectra from the s-wave resonances at $E_n = 43.91$ eV, $E_n = 71.47$ eV and $E_n = 120.95$ eV are shown in Fig. 5. These spectra are similar for all s-wave resonances despite the fluctuations in low-energy transitions. Carpenter and Bollinger [27] showed that there is a strong correlation between total radiation width, $\Gamma_\gamma$, and the fluctuations of a few strong transitions to the final state at low energy. The fluctuations lead to a small difference in multiplicity distribution for the resonances at different energies. Depending on the selection of the total $\gamma$-ray energy cut, a systematic uncertainty due to the fluctuations would be expected. Detailed analysis of the radiative decay properties on Uranium isotopes will be published in a separate work [28].

Fig. 6 shows average multiplicities calculated for the stronger low-energy resonances up to 700 eV with different thresholds and coincidence windows. For DANCE, the $\gamma$-ray detection threshold is about 100 to 200 keV. One would expect that the detection efficiency and the multiplicity distribution change depending on the threshold. The difference will be larger if there is a non-negligible amount of low-energy transitions within the cascade. The average multiplicity changes systematically for different settings of the software threshold at 100 and 150 keV. The final results are reported for the data with 100 keV threshold.

The data analysis software builds the capture event based on a coincidence signal within a specific coincidence window. The radiative time is usually very fast, femtoseconds, for most of the transitions. It is also possible that the transition time to the ground state takes longer than several nanoseconds if there is a metastable state populated within the cascade. There are two
FIG. 6. Average multiplicity of the resonances with different thresholds and coincidence windows. The resonance number corresponds to energy orderings in Tab. II.

Just as there are fluctuations in the average multiplicity, the γ-ray detection efficiency, $\varepsilon_{n,\gamma}$, also changes both with the selection of cuts and resonances to resonance. If we calculate the cross section with selected cuts and efficiency, we would expect a small fluctuation. The maximum systematic uncertainty related to the efficiency fluctuation is estimated to be about 1.7%.

A. Resolved resonance region

The cross section values in the resonance region were used in the determination of neutron, $\Gamma_n$, and total radiative widths, $\Gamma_\gamma$, using the multilevel R-matrix code SAMMY [24]. Doppler broadening, the DANCE flight path timing resolution broadening function, target self-shielding, and multiple scattering corrections were taken into account during the data fitting. The RPI resolution broadening function with coefficients adjusted for DANCE flight path was used [25].

It is hard to extract both $\Gamma_n$ and $\Gamma_\gamma$ at the same time without any transmission data. However the widths can be obtained from the capture data for strong, low energy resonances where the incident neutron energy resolution makes it possible to exploit the detailed resonance shape. For high incident neutron energy, above several hundreds of eV for DANCE flight path, the shape of the resonance is dominantly broadened by the resolution function. In this cases, SAMMY essentially extracts the area under the resonance as a function of $\Gamma_n$ and $\Gamma_\gamma$. Therefore, SAMMY produces relatively large uncertainties to the resonance parameters when fitting both of them as a variable. The components of resonance parameter uncer-
tainty were experimental, resolution function, time zero, sample thickness, burst width and flight path length. They were propagated into resonance energy and neutron width uncertainties through use of the Propagated Uncertainty Parameters (PUP) feature in SAMMY.

Neutron and radiation widths for the resonances up to 1 keV are listed in Tab. II. The values given in Tab. II are obtained from the SAMMY output file SAMMY.PUB that is formatted for publication containing resonance parameter values and their uncertainties. The neutron and radiation widths obtained from our measurement agree well within experimental errors with the previously published ENDF values. The resonances above 1 keV become very broad because of the energy resolution.

Average resonance parameters can be obtained from the information given in Tab. II using the analytical technique stated in Ref. [29]. Most of the experimentally observed resonances are s-wave and due to PT fluctuations, some resonances are weak and experimentally unobservable. The cumulative plot of the number of observed resonances as a function of neutron energy gives a hint of missing resonances. The cumulative plot starts deviate from a straight line at above 300 keV which indicates an increasing number of missing levels, but they may be an artifact of statistical fluctuations. We estimate the fraction of missing strength at a maximum of about 2% below the 250 eV neutron incident energy. The estimate of average parameters are thus, reasonable, as the missing strength is much smaller than the uncertainty arising from the PT distribution itself as well as from the experimental uncertainty. Average level spacing of the s-wave resonances up to 250 eV was about $D_0 = 14.3 \pm 0.2$ eV and for the long range up to 1 keV, it was about $D_0 = 17.3 \pm 0.1$ eV.

TABLE II: The resonance parameters for $^{238}$U isotope.

<table>
<thead>
<tr>
<th>ENDF-B/VII.I</th>
<th>This Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_n$ (eV)</td>
<td>$J$</td>
</tr>
<tr>
<td>29.8</td>
<td>1/2</td>
</tr>
<tr>
<td>34.1</td>
<td>1/2</td>
</tr>
<tr>
<td>43.91</td>
<td>1/2</td>
</tr>
<tr>
<td>64.28</td>
<td>1/2-</td>
</tr>
<tr>
<td>71.47</td>
<td>1/2</td>
</tr>
<tr>
<td>-</td>
<td>1/2-</td>
</tr>
<tr>
<td>86.51</td>
<td>1/2</td>
</tr>
<tr>
<td>102.3</td>
<td>1/2</td>
</tr>
<tr>
<td>120.95</td>
<td>1/2</td>
</tr>
<tr>
<td>124.88</td>
<td>1/2</td>
</tr>
<tr>
<td>134.57</td>
<td>1/2</td>
</tr>
<tr>
<td>137.76</td>
<td>1/2</td>
</tr>
<tr>
<td>164.72</td>
<td>1/2</td>
</tr>
<tr>
<td>192.89</td>
<td>1/2</td>
</tr>
<tr>
<td>194.35</td>
<td>1/2</td>
</tr>
<tr>
<td>212.75</td>
<td>1/2</td>
</tr>
<tr>
<td>229.63</td>
<td>1/2</td>
</tr>
<tr>
<td>272.93</td>
<td>1/2</td>
</tr>
<tr>
<td>288.68</td>
<td>1/2</td>
</tr>
<tr>
<td>303.15</td>
<td>1/2</td>
</tr>
<tr>
<td>320.5</td>
<td>1/2</td>
</tr>
</tbody>
</table>

B. Unresolved Region

Figure 7 shows the result of the cross section obtained using the reaction rate ratios of $^{238}$U$(n,\gamma)$ and $^{235}$U$(n, f)$. Here we combined all experimental yields from 2013 to 2015 since the data were consistent with each other within their statistical uncertainty.

As it is shown in Fig. 1, cross sections from the Bergman and Adamchuk experiments as well as our results agree well with the nuclear data evaluations for the incident neutron energy range from 1 keV to about 20 keV. Between about 50 keV and 100 keV, there is only one set of experimental data, measured by Kazakov et al. It is consistent with our results. Above 100 keV, the previous experimental data have big discrepancies and the ENDF/B-VII.1 and JEFF-3.2 evaluations are different. Our result agree better with the JEFF-3.2 evaluation.
The Hauser-Feshbach model calculation of the $^{236}$U$(n, \gamma)$ cross section is shown in Fig. 8.

We performed a statistical Hauser-Feshbach model calculation for the neutron-induced reaction on $^{236}$U with the coupled-channels Hauser-Feshbach code CoH3 [30]. The nuclear deformation parameters were taken from the Finite-Range Droplet Model (FRDM) [31], and five levels in the ground state rotational band, $0^+, 2^+, 4^+, 6^+$, and $8^+$, were coupled. CoH3 includes the width fluctuation correction of Moldauer [32, 33], with the so-called Engelbrecht-Weidenmüller transformation that is a strict treatment of the directly coupled channels in the Hauser-Feshbach theory [34, 35]. We employed the coupled-channels optical potential of Soukhovitskii et al. [36].

The most important model parameters in the neutron capture calculation are the level density and the $\gamma$-ray strength functions, assuming the compound formation cross section given by the coupled-channels Hauser-Feshbach code CoH3 [30]. The nuclear deformation parameters were taken from the Finite-Range Droplet Model (FRDM) [31], and five levels in the ground state rotational band, $0^+, 2^+, 4^+, 6^+$, and $8^+$, were coupled. CoH3 includes the width fluctuation correction of Moldauer [32, 33], with the so-called Engelbrecht-Weidenmüller transformation that is a strict treatment of the directly coupled channels in the Hauser-Feshbach theory [34, 35]. We employed the coupled-channels optical potential of Soukhovitskii et al. [36].

The most important model parameters in the neutron capture calculation are the level density and the $\gamma$-ray strength functions, assuming the compound formation cross section given by the coupled-channels calculation is reasonable. The level density of $^{237}$U was calculated with the Gilbert-Cameron formula [37, 38], in which the constant temperature model is adopted at low excitation energies, and the Fermi gas model at higher energies. The level density parameter was adjusted a few percent to reproduce the reported $s$-wave average resonance spacing $D_0$ of 14 eV [39]. We examined a parity dependence of the $D_0$ by calculating a combinatorial level density based on the single-particle states of FRDM [31], and confirmed that there is no significant difference in the numbers of even and odd parity states at the neutron separation energy.

To calculate the $\gamma$-ray transmission coefficients, we adopted the generalized Lorentzian form of Kopecky and Uhl [40] for the $E1$ giant dipole resonance (GDR), with the GDR parameters taken from RIPL-3 [39, 41]. We also included the standard Lorentzian profile for the $M1$ spin-flip mode and $E2$, with the systematic study on GDR in RIPL-3 [39]. In addition to these $\gamma$-ray strengths, we considered the $M1$ scissors mode [42]. Although the fission cross section is negligible in the energy range of our interest, the fission barrier parameters were taken from the values adopted in JENDL-4 [43], and slightly adjusted to the evaluated fission cross sections.

VII. SUMMARY

The cross section of $^{236}$U$(n, \gamma)$ reaction for neutron energies from 10 eV to 800 keV was measured with the DANCE calorimeter at the Los Alamos Neutron Science Center using the time-of-flight method. The result agrees with current nuclear data evaluation below 10 keV incident neutron energy. It agrees better with the JEFF-3.2 nuclear data, and it was systematically lower than the ENDF-B/VII.1 evaluation about 15% to 20% above 100 keV.

Individual resonance parameters, radiation and neutron widths, were determined with the SAMMY code. Analysis of the fit results yielded an $s$-wave strength function of $10^4 S_0 = 2.58 \pm 0.30$ eV and an average total radiative width of $\Gamma_{\gamma} = 19.3 \pm 1.8$ meV. These numbers are in agreement with the previous experiments and ENDF-B/VII.1 library parameters.
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