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The unpolarized semi-inclusive deep-inelastic scattering (SIDIS) differential cross sections in ${ }^{3} \mathrm{He}\left(e, e^{\prime} \pi^{ \pm}\right) X$ have been measured for the first time in Jefferson Lab experiment E06-010 performed with a $5.9 \mathrm{GeV} e^{-}$beam on a ${ }^{3} \mathrm{He}$ gas target. The experiment focuses on the valence quark region, covering a kinematic range $0.12<x_{b j}<0.45,1<Q^{2}<4(\mathrm{GeV} / \mathrm{c})^{2}, 0.45<z_{h}<0.65$, and $0.05<P_{t}<0.55 \mathrm{GeV} / \mathrm{c}$. The extracted SIDIS differential cross sections of $\pi^{ \pm}$production are compared with existing phenomenological models while the ${ }^{3} \mathrm{He}$ nucleus approximated as two protons and one neutron in a plane wave picture, in multi-dimensional bins. Within the experimental uncertainties, the azimuthal modulations of the cross sections are found to be consistent with zero.

## I. INTRODUCTION

One of the main goals in nuclear and particle physics is to unravel ultimately the nucleon structure in terms of quarks and gluons, the fundamental degrees of freedom of quantum chromodynamics (QCD). Due to the nonperturbative nature of QCD at hadronic scales, it is not possible yet to calculate the structures of hadrons directly from first principles of QCD. The lepton-nucleon/nucleus deep inelastic scattering is an important experimental approach and has been widely employed for more than 40 years. During the last decade or so, both experimental and theoretical studies have revealed the nontrivial effects of quark intrinsic transverse momentum, especially spin-related, probed by the SIDIS processes.

In polarized and unpolarized SIDIS processes, azimuthal modulations of cross sections were found to be sizable [1-4]. The intrinsic transverse momenta of the quarks are expected to play an important role in the observed modulations [5, 6]. To incorporate the intrinsic transverse momentum carried by the partons in the description of the SIDIS processes, Transverse Momentum Dependent (TMD) Parton Distribution Functions (PDFs) and Fragmentation Functions (FFs) were proposed [7, 8]. TMD PDFs and FFs include dependence on the transverse momentum of the partons in addition to the longitudinal momentum used in the traditional one-dimensional PDFs and FFs, and can provide more complete understanding of the nucleon structure. A TMD factorization formalism was developed, incorporating the TMD PDFs and FFs [9-12]. Within the TMD factorization framework, plus additional simplifications and assumptions, the 18 structure functions comprising the SIDIS differential cross section, are expressed as the convolutions of TMD PDFs and FFs [13] (naive $x-z$ factorization). TMD PDFs and FFs have been parameterized and utilized in the phenomenological studies of the world data of SIDIS and $e^{+} e^{-}$annihilation [14-17]. An example showing the power of this factorization scheme is the agreement between the model description and the experiment for the Sivers and Collins effects [14]. The Sivers effect emerges from the convolution of the Sivers TMD PDF and the unpolarized TMD FF. The Collins effect is from the convolution of the transversity TMD PDF and the Collins TMD FF. Sivers and Collins effects

[^0]are related to different azimuthal modulations in SIDIS differential cross sections with transversely polarized nucleon [13, 14]. Nontrivial azimuthal modulations in unpolarized SIDIS processes arise from the convolution of unpolarized TMD PDF and FF with factors involving the quark intrinsic transverse momentum, known as the Cahn effect [18], and the convolution of the Boer-Mulders function and the Collins function, known as the BoerMulders effect [8]. Various TMD PDFs provide valuable anatomy of the nucleon structure. For instance, the BoerMulders TMD PDF describes the distribution of transversely polarized quarks inside an unpolarized nucleon [14].

While factorization originates in the high energy limit $\left(Q \gg \Lambda_{\mathrm{QCD}}\right.$ or $Q \gg M_{\text {nucleon }}$ ) $[19,20]$, and at low $Q^{2}$ the description using hadronic degrees of freedom are more widely used [21], the applicability of the quark-parton model with factorization in modest $Q^{2}$ ranges has been observed in quark-hadron duality [22, 23]. One needs to note that at modest $Q^{2}$ ranges, higher-twist terms suppressed by powers of $(1 / Q)$ would be larger than those in the range of large $Q^{2}$, and could bring non-negligible effects [15].

While SIDIS measurements on the proton have been carried out by a number of experiments [14-17, 22-27] and more data will be available, SIDIS data on the neutron are rather limited. Since there is no stable neutron target, using a polarized ${ }^{3} \mathrm{He}$ target as an effective polarized neutron target for experimental studies related to the spin structure of the neutron is uniquely advantageous, due to the dominant neutron spin contribution to the ${ }^{3} \mathrm{He}$ spin [28]. The SIDIS experiment E06-010 in Hall A of Jefferson Lab (JLab) was carried out with a 5.9 GeV polarized electron beam and a transversely polarized ${ }^{3} \mathrm{He}$ target, between October 2008 and February 2009. The experiment covered a kinematic range $0.12<$ $x_{b j}<0.45,1<Q^{2}<4(\mathrm{GeV} / \mathrm{c})^{2}, 0.45<z_{h}<0.65$, and $0.05<P_{t}<0.55 \mathrm{GeV} / \mathrm{c}$. Studies on the data of E06-010 for single-spin asymmetries (SSAs) and doublespin asymmetries (DSAs) have been carried out [29-32]. These first SIDIS asymmetry results from ${ }^{3} \mathrm{He}$ as an effective neutron target were related to TMD PDFs such as transversity, Sivers, pretzelosity, trans-helicity $\left(\mathrm{g}_{1 T}^{q}\right)$ and TMD FFs such as Collins.

The unpolarized SIDIS differential cross section, while the spin dependent azimuthal modulations are canceled, still involves nontrivial modulations from the Cahn and Boer-Mulders effects. The unpolarized SIDIS differential cross section in the quark-parton model as well as the
parameterization of the related TMD PDFs and FFs are presented in section II. As in the studies of the world data $[5,15-17]$, the SIDIS cross section is expressed in the functional form based on the quark-parton model with naive $x-z$ factorization, and the transverse momentum dependence described as a Gaussian distribution. In global analyses fitting different types of data (multiplicities and/or asymmetries) in different kinematic ranges, very different values were extracted for the width of the quark intrinsic transverse momentum, $\left\langle k_{\perp}^{2}\right\rangle$. Namely $\left\langle k_{\perp}^{2}\right\rangle$ is at the level of $0.2 \mathrm{GeV}^{2}$ in $[5,17]$, at the level of $0.5 \mathrm{GeV}^{2}$ in [16] and less than $0.05 \mathrm{GeV}^{2}$ in [15]. While the multiplicities and asymmetries from experiments have been fitted with ratios of combinations of the theoretical cross sections, as in the studies of the world data $[5,15-17]$, the corresponding study for the absolute cross sections is rather limited.

In addition to the fact that the absolute cross sections provide more complete information than multiplicities and asymmetries (ratios of combinations of the polarized and unpolarized cross sections), TMD evolution also has much stronger effect on the absolute cross sections [33]. In recent years, the unpolarized SIDIS processes have
attracted considerable interest due to providing special insights into the TMD evolution effect [34].

In this paper, using the E06-010 experimental data, we present the first extraction of the unpolarized SIDIS differential cross sections from a ${ }^{3} \mathrm{He}$ target, comparisons with different models, the study of azimuthal modulations in the extracted cross sections, and the constraints on the phenomenological parameters from the data in this study. In this paper, the units $\mathrm{GeV} / \mathrm{c}$ and GeV are not discriminated for conciseness of expressions.

## II. QUARK-PARTON MODEL AND SIDIS PARAMETERIZATION

The processes of interest are the unpolarized SIDIS $e(l)+N(P) \rightarrow e^{\prime}\left(l^{\prime}\right)+\pi^{ \pm}\left(P_{h}\right)+X\left(P_{X}\right)$, where the variables in the parentheses are the four-vector momenta, $e$ is the beam electron, $N$ is the target nucleon, $e^{\prime}$ is the scattered electron being detected, $\pi^{ \pm}$is the detected hadron (charged pion) and $X$ is the final state particles not being detected. The unpolarized SIDIS differential cross section is expressed as

$$
\begin{equation*}
\frac{d \sigma}{d x_{b j} d y d z_{h} d \phi_{S} d P_{t}^{2} d \phi_{h}}=\frac{\alpha^{2}}{2 Q^{2} x_{b j} y}\left[A \cdot F_{U U}+B \cdot F_{U U}^{\cos \phi_{h}} \cos \phi_{h}+C \cdot F_{U U}^{\cos 2 \phi_{h}} \cos 2 \phi_{h}\right] \tag{1}
\end{equation*}
$$

where $\alpha$ is the electromagnetic fine-structure constant, $A=\left(1+(1-y)^{2}\right), B=2(2-y) \sqrt{1-y}, C=2(1-y)$, $x_{b j}=Q^{2} /(2 P \cdot q), y=(P \cdot q) /(P \cdot l), z_{h}=\left(P \cdot P_{h}\right) /(P \cdot q)$, $q=l-l^{\prime}$ and $Q^{2}=-q^{2}[13,15-17]$. The angle $\phi_{S}$ is the azimuthal angle of the nucleon spin direction, and can be integrated out in the unpolarized SIDIS process yielding an additional $2 \pi$ factor for the $F_{U U}$ 's. The reference frame and the definition of the azimuthal angle $\phi_{h}$ between the lepton scattering plane and the hadron plane follow the "Trento Conventions" as in [35]. The transverse momentum of the detected hadron is denoted as $P_{t}$.

The structure function $F_{U U}$ involves a convolution of the unpolarized TMD PDF $f_{q}\left(x_{b j}, k_{\perp}\right)$ and TMD FF $D_{q}\left(z_{h}, p_{\perp}\right)$, where $k_{\perp}$ is the intrinsic transverse momen-
tum of the parton and $p_{\perp}$ is the transverse momentum of the fragmenting hadron with respect to the parton. The structure function $F_{U U}^{\cos \phi_{h}}$ at the lowest twist (twist$3)$, consists of a Cahn contribution and a Boer-Mulders contribution. The structure function $F_{U U}^{\cos 2 \phi_{h}}$ consists of a twist-2 Boer-Mulders contribution and a twist-4 Cahn contribution. The Cahn contributions involve the convolution of the unpolarized TMD PDF $f_{q}\left(x_{b j}, k_{\perp}\right)$ and TMD FF $D_{q}\left(z_{h}, p_{\perp}\right)$. The Boer-Mulders contributions involve the convolution of the Boer-Mulders TMD PDF $\Delta f_{q \uparrow}\left(x_{b j}, k_{\perp}\right)=-h_{1}^{\perp}\left(x_{b j}, k_{\perp}\right) \cdot k_{\perp} / M_{p}$ and the Collins TMD FF $\Delta D_{q \uparrow}\left(z_{h}, p_{\perp}\right)=2 p_{\perp} \cdot H_{1}^{\perp}\left(z_{h}, p_{\perp}\right) /\left(z_{h} M_{h}\right)$. A unit vector is defined for convenience as $\mathbf{h} \equiv \mathbf{P}_{\mathbf{t}} /\left|\mathbf{P}_{\mathbf{t}}\right|$. The structure functions are given below with the momentum conservation condition $\mathbf{P}_{\mathbf{t}}=z_{h} \mathbf{k}_{\perp}+\mathbf{p}_{\perp}$.

$$
\begin{align*}
F_{U U} & =\sum_{q} e_{q}^{2} x \int d^{2} \mathbf{k}_{\perp} f_{q}\left(x_{b j}, k_{\perp}\right) D_{q}\left(z_{h}, p_{\perp}\right),  \tag{2}\\
\left.F_{U U}^{\cos \phi_{h}}\right|_{\mathrm{Cahn}} & =-2 \sum_{q} e_{q}^{2} x \int d^{2} \mathbf{k}_{\perp} \frac{\mathbf{k}_{\perp} \cdot \mathbf{h}}{Q} f_{q}\left(x_{b j}, k_{\perp}\right) D_{q}\left(z_{h}, p_{\perp}\right),  \tag{3}\\
\left.F_{U U}^{\cos \phi_{h}}\right|_{\mathrm{BM}} & =\sum_{q} e_{q}^{2} x \int d^{2} \mathbf{k}_{\perp} \frac{k_{\perp}}{Q} \frac{P_{t}-z_{h} \mathbf{k}_{\perp} \cdot \mathbf{h}}{p_{\perp}} \Delta f_{q \uparrow}\left(x_{b j}, k_{\perp}\right) \Delta D_{q \uparrow}\left(z_{h}, p_{\perp}\right),  \tag{4}\\
\left.F_{U U}^{\cos 2 \phi_{h}}\right|_{\mathrm{BM}} & =\sum_{q} e_{q}^{2} x \int d^{2} \mathbf{k}_{\perp} \frac{P_{t} \mathbf{k}_{\perp} \cdot \mathbf{h}+z_{h}\left[k_{\perp}^{2}-2\left(\mathbf{k}_{\perp} \cdot \mathbf{h}\right)^{2}\right]}{2 k_{\perp} p_{\perp}} \Delta f_{q \uparrow}\left(x_{b j}, k_{\perp}\right) \Delta D_{q \uparrow}\left(z_{h}, p_{\perp}\right),  \tag{5}\\
\left.F_{U U}^{\cos 2 \phi_{h}}\right|_{\mathrm{Cahn}} & =2 \sum_{q} e_{q}^{2} x \int d^{2} \mathbf{k}_{\perp} \frac{2\left(\mathbf{k}_{\perp} \cdot \mathbf{h}\right)^{2}-k_{\perp}^{2}}{Q^{2}} f_{q}\left(x_{b j}, k_{\perp}\right) D_{q}\left(z_{h}, p_{\perp}\right) . \tag{6}
\end{align*}
$$

Phenomenologically, the Gaussian ansatz is often utilized in TMD parameterizations. The unpolarized TMD PDF $f_{q}\left(x_{b j}, k_{\perp}\right)$ and unpolarized TMD FF $D_{q}\left(z_{h}, p_{\perp}\right)$ are expressed as

$$
\begin{align*}
f_{q}\left(x_{b j}, k_{\perp}\right) & =f_{q}^{c}\left(x_{b j}\right) e^{-k_{\perp}^{2} /\left\langle k_{\perp}^{2}\right\rangle} /\left(\pi\left\langle k_{\perp}^{2}\right\rangle\right)  \tag{7}\\
D_{q}\left(z_{h}, p_{\perp}\right) & =D_{q}^{c}\left(z_{h}\right) e^{-p_{\perp}^{2} /\left\langle p_{\perp}^{2}\right\rangle} /\left(\pi\left\langle p_{\perp}^{2}\right\rangle\right) \tag{8}
\end{align*}
$$

where $f_{q}^{c}\left(x_{b j}\right)$ is the collinear PDF, $D_{q}^{c}\left(z_{h}\right)$ is the collinear FF, $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ are the Gaussian widths as phenomenological parameters. In addition, the widths $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ in different studies have different forms of kinematical dependence: $x_{b j}$ dependence for $\left\langle k_{\perp}^{2}\right\rangle$ and/or $z_{h}$ dependence for $\left\langle p_{\perp}^{2}\right\rangle[15-17]$. The knowledge about the flavor dependence of $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ is limited [36], and flavor independence has been assumed in most of the studies. The Boer-Mulders TMD PDF and Collins TMD FF are parameterized as in [15].

## III. THE EXPERIMENT

The experiment E06-010, as introduced in section I and published studies of this experiment [29-32], produced data sets with a polarized 5.9 GeV electron beam and a transversely polarized ${ }^{3} \mathrm{He}$ gas target. The scattered electrons were recorded by the BigBite spectrometer [37-39] and the electroproduced pions $\left(\pi^{ \pm}\right)$were recorded by the High Resolution Spectrometer (HRS) [40]. To study the unpolarized SIDIS processes, the data with opposite polarization states were combined. The charge difference between the two opposite beam polarizations for the entire experiment was less than 10 ppm [32]. The net ${ }^{3} \mathrm{He}$ polarization after the data combination is less than $0.5 \%$.

In the experiment, the target system consisted of a $40-\mathrm{cm}$-long glass cell containing about 10 atm of ${ }^{3} \mathrm{He}$ gas polarized by the technique of spin-exchange optical pumping [41]. The direction of the ${ }^{3} \mathrm{He}$ polarization was flipped every 20 minutes. At each flip, the percentage of the ${ }^{3} \mathrm{He}$ polarization was measured and recorded. The temperature and density of the ${ }^{3} \mathrm{He}$ gas in the target cell
was monitored and recorded in the data together with the information from the detectors.

The BigBite spectrometer was placed to the beam right facing the beam dump. The central polar angle of the BigBite was set at $30^{\circ}$ in the lab frame. The angular acceptance of the BigBite was: $(-140,140) \mathrm{mrad}$ for the in-plane angle and $(-240,240)$ mrad for the out-of-plane angle. The BigBite's polar and azimuthal angular acceptance ranges in the lab frame were $23^{\circ}$ to $40^{\circ}$ and $245^{\circ}$ to $300^{\circ}$, respectively. The momentum acceptance range of the BigBite was from 0.6 GeV to 2.5 GeV . A set of fiducial cuts were applied to the events in the BigBite to suppress the edge effect associated with the acceptance. The fiducial cuts further reduced the acceptance of the BigBite and are discussed in section IV A.

The BigBite spectrometer consisted of a single dipole magnet, eighteen planes of multiwire drift chambers in three groups and a scintillator plane between the leadglass preshower and shower calorimeters. The knowledge of the magnetic field and the information from the drift chambers, were used to reconstruct the tracks of charged particles. The trigger was formed by summing the signals from the preshower and shower calorimeters. The preshower and shower energy deposition with the reconstructed momentum were utilized for the particle identification (PID) in the BigBite [37-39, 42].

The HRS was placed to the beam left. In the lab frame, the central polar angle of the HRS was set at $16^{\circ}$. The angular acceptance range of the HRS was relatively small: $(-30,30) \mathrm{mrad}$ for the in-plane angle and $(-60,60)$ mrad for the out-of-plane angle. In the lab frame, the polar and azimuthal angular acceptance ranges of the HRS were $13.5^{\circ}$ to $18.5^{\circ}$ and $78^{\circ}$ to $102^{\circ}$, respectively. The momentum acceptance range of the HRS was set in the range $(1.0 \pm 4.5 \%) \times 2.35 \mathrm{GeV}$. The fiducial cuts applied to the HRS are discussed in section IV A.

The HRS was configured for hadron detection. The trigger was provided by two scintillator planes. Four detectors in the HRS were used for PID: a $\mathrm{CO}_{2}$ gas Čerenkov detector for electron identification, an aerogel Čerenkov detector for pion identification, a ring imaging Čerenkov (RICH) detector for $\pi^{ \pm}, K^{ \pm}$, and proton
identification, and two layers of lead-glass calorimeter for electron-hadron separation $[40,42,43]$.

In this experiment, only one configuration was used. The beam energy, the angle and momentum settings of the BigBite spectrometer and the HRS were kept the same throughout the production runs. The experiment covered a kinematic range $0.12<x_{b j}<0.45$, $1<Q^{2}<4(\mathrm{GeV} / \mathrm{c})^{2}, 0.45<z_{h}<0.65$, and $0.05<$ $P_{t}<0.55 \mathrm{GeV} / \mathrm{c}$ in this configuration.

## IV. DATA ANALYSIS

The data analysis for the unpolarized SIDIS differential cross section is more complicated than that for the asymmetry studies due to the need of a thorough understanding and description of the experimental acceptance as well as a good control of the systematic uncertainties, as some of which were less important due to the cancellation in the asymmetry studies. Dedicated developments and updates of the detector models in the simulation enabled a good description of the experimental acceptance, and have been successfully used in single electron channels as well as coincidence SIDIS channels. Detailed studies of the systematic uncertainties have been carried out thoroughly for the cross section extraction and the overall systematic uncertainty is mostly under $10 \%$. In addition, radiative corrections, exclusive tail subtractions and bincentering corrections have been applied. In this section, the general procedures of the data analysis will be presented first. Then each element comprising the entire analysis will be discussed.

## A. General procedures of data analysis

In each run of the experiment, the beam charge, the data-acquisition (DAQ) livetime and the target temperature were recorded in the data together with the information on the detected particles from the detectors. The number of beam-electrons was calculated from the recorded beam charge for each run. The target number density was calculated in each run based on the filling density of ${ }^{3} \mathrm{He}$ gas in the target, the target geometry and the target temperature values at different parts of the target cell.

Conventionally the data luminosity is defined as the product of the number of beam-electrons $N_{e}$, the target number density $\rho_{t a r}$ and the target length $l_{t a r}$. In each run, due to the DAQ livetime, the luminosity corresponding to the recorded data (effective data-luminosity) is the product of the conventional data luminosity and the DAQ livetime $f_{\text {live }}$. In order to include the livetime correction in the data normalization procedure, we defined the effective data-luminosity $L_{d}$ as in the following expression:

$$
\begin{equation*}
L_{d}=N_{e} \cdot f_{\text {live }} \cdot \rho_{\text {tar }} \cdot l_{\text {tar }} \tag{9}
\end{equation*}
$$

The individual runs were combined together in the analysis and the effective data-luminosity related to each of the combined runs were summed to normalize the data when extracting the differential cross sections.

The beam current was measured by the beam current monitors (BCMs) in Hall A [40]. The beam current was calculated using the signal from the two RF cavities of the BCMs in this experiment. The RF cavities were calibrated by the "OLO2" cavity which measured the beam current at the injector [42]. The beam charge was from the integration of the beam current and had a precision at the level of $1 \%$.

The overall detection efficiencies of the detectors were also included in the normalization of the data. Using the elastic electron-proton (ep) calibration runs and the inclusive DIS channel to determine these overall efficiencies are discussed in sections IV B and IV C.

The study of the experimental acceptance was the most difficult part of the data analysis. Several fiducial kinematic cuts on the electron and hadrons were applied in addition to the general tracking-quality cuts and the PID cuts. Details of the general tracking-quality cuts can be found in the published studies of this experiment [29$32]$ and the theses [42, 44]. The fiducial kinematic cuts were applied to suppress the systematic uncertainties related to the description of the experimental acceptance using the Monte Carlo simulation. These cuts were varied around the central values when estimating the systematic uncertainties.

For the electron events recorded by the BigBite spectrometer, the momentum cuts were $0.9<P_{e}<2.5 \mathrm{GeV}$. In addition to the consideration of acceptance, the high value of 0.9 GeV was set to suppress the large systematic uncertainties in the low momentum range. The dominant systematic uncertainties in the low momentum range came from two sources. They are the drifts of the total-shower-energy threshold for the BigBite trigger during the experiment and the photon-induced electron contamination, which will be discussed in section IV D.

The fiducial cuts on the angles for the electron events were $25^{\circ}<\theta_{e}<37^{\circ}$ and $250^{\circ}<\phi_{e}<295^{\circ}$.

The fiducial momentum-cuts for the $\pi^{ \pm}$events in the HRS were $2.26<P_{\mathrm{hrs}}<2.41 \mathrm{GeV}$. The fiducial angularcuts for the $\pi^{ \pm}$events were $14^{\circ}<\theta_{\mathrm{hrs}}<18^{\circ}$ and $81^{\circ}<$ $\phi_{\text {hrs }}<99^{\circ}$.

Several cuts were applied to select the SIDIS events: four-momentum-transfer squared $Q^{2}>1 \mathrm{GeV}^{2}$, invariant mass $W>2.3 \mathrm{GeV}$ and the mass of undetected finalstate particles $W^{\prime}>1.6 \mathrm{GeV}$, assuming scattering on a nucleon.

The in-plane and the out-of-plane angular acceptance range of the HRS with the fiducial cuts were $(-26,26)$ mrad and $(-45,45) \mathrm{mrad}$, respectively. The in-plane and the out-of-plane angular acceptance range of the BigBite with the fiducial cuts were $(-90,100) \mathrm{mrad}$ and $(-200$, 180) mrad, respectively. The relatively large angular acceptance range of the scattered electrons detected by the BigBite provided a relatively large angular acceptance
range of the virtual photon $\vec{q}$. The range of the $\phi_{h}$ angle was much larger than the angular acceptance of the HRS because it is defined with respect to $\vec{q}$. The ranges of kinematic variables $\phi_{h}, x_{b j}, z_{h}, Q^{2}$ and $P_{t}$ from the data with the fiducial cuts, the PID cuts and the SIDIS-eventselection cuts can be seen in section IV E where the kinematical correlations of these variables are presented. The range of $\phi_{h}$ allowed up to 10 bins to examine the $\phi_{h}$ dependence of the SIDIS differential cross sections.

There was a small amount of $\mathrm{N}_{2}$ gas with known density in the ${ }^{3} \mathrm{He}$ target cell. The backgrounds from the $\mathrm{N}_{2}$ gas were subtracted using the $\mathrm{N}_{2}$ reference cell runs taken with $\mathrm{N}_{2}$-filled target. A proper scaling was applied based on the effective luminosity ratios between these runs and the ${ }^{3} \mathrm{He}$ production runs.

## B. Monte Carlo simulations

For a full description of the experimental acceptance of E06-010, a model for the BigBite spectrometer used in E06-010 for electron detection has been developed and incorporated into the SIMC package [45] which was initially developed for JLab Hall C experiments and used for the semi-inclusive studies in Hall C [22]. It was adapted for this experiment [46]. It contains a realistic description of various detectors including the HRS used in the experiment E06-010 for hadron detection. The energy loss, multi-scattering, pion decay processes have also been included in the SIMC package. The radiation length and materials in the simulation were defined based on the configuration of the experiment E06-010.

The external radiative effects included the energy loss and multi-scattering for the particles before and after scattering and were included in the analysis relying on the SIMC package. The internal radiative effects are more closely related to the change of the Born cross sections, including the vacuum polarization, vertex correction and contributions from higher-order Feynman diagrams. The internal radiative effects were evaluated by using additional packages based on the process being studied.

The BigBite detector model was tested by using the calibration runs of elastic ep scattering at incident electron beam energies of 1.23 and 2.4 GeV (Fig. 1), as well as the inclusive DIS channel from the ${ }^{3} \mathrm{He}$ production data at 5.9 GeV (Fig. 2) by using the singles trigger of the BigBite. The inclusive DIS data from the $\mathrm{H}_{2}$ reference cell runs and the ${ }^{3} \mathrm{He}$ production runs at 5.9 GeV with the singles trigger of the HRS have been used to test the description of the HRS experimental acceptance (Figs. 3 and 4).

In the simulation of elastic ep scattering, the form factors from [47] were used. The internal radiative effects were based on [48]. The results from the simulation used the same luminosity values as the total effective dataluminosity of the combined data. In the simulations, only the elastic ep process was included, thus only the
invariant mass $W$ peak of the proton was observed in both the simulation and the data while the peaks from higher resonances are only observed in the data. In both panels of Fig. 1, the numbers of events from the simulation were scaled with an overall factor of $73 \%$ to obtain the agreement on the proton $W$ peaks between the simulation and the data. This factor was used as the overall detection efficiency of electron events in the BigBite spectrometer. The elastic ep data were under the same general tracking-quality cuts, the electron PID cuts and the angular fiducial cuts as used for the electron events in inclusive DIS and SIDIS. The same kinematic cuts were applied to the simulation. The same binning was used for the comparisons between the data and the simulation. Good agreements between the data and the simulation for the proton $W$ peaks are observed in Fig. 1.

The HRS with the setting for the production runs could not access the elastic ep scattering, as the scattered electrons were outside the acceptance range of the HRS. In order to test the acceptance description for the HRS, the inclusive DIS data from the $\mathrm{H}_{2}$ reference cell runs and the ${ }^{3} \mathrm{He}$ production runs at 5.9 GeV beam energy were used. The structure functions for the inclusive DIS channels were taken from a widely used model [49]. The model provided a good description of the unpolarized inclusive DIS cross sections for the ${ }^{3} \mathrm{He}$ target in experiment E06-014 [50,51] which had a similar kinematic range.

In the kinematic range of the HRS, the contribution from the quasi-elastic radiative tail was estimated to be negligible using the simulations. The photon-induced electron contamination was estimated to be negligible by comparing the electron and positron yields in the HRS with negative and positive polarities. The difference introduced by using different methods for internal radiative effects (Mo and Tsai [52] and POLRAD [53]) was less than $1 \%$. An overall scaling factor of $100 \%$ was used in the simulations in Figs. 3 and 4. This overall efficiency at $100 \%$ is close to what was found in experiment E06014 (99.95\%) [50]. The $\mathrm{N}_{2}$ background in the ${ }^{3} \mathrm{He}$ runs were subtracted using the $\mathrm{N}_{2}$ runs. The efficiency of the PID cuts (PID-cut efficiency) and the remaining contamination from negatively charged hadrons and the photoninduced electron after the PID cuts were corrected for, using the expression below:

$$
\begin{equation*}
N_{\text {corr }}=N \cdot\left(1-f_{\text {contam }}\right) / f_{\text {eff }}(P I D) \tag{10}
\end{equation*}
$$

where $f_{\text {eff }}(P I D)$ is the PID-cut efficiency and $f_{\text {contam }}$ is the fraction of the remaining contamination. The PIDcut efficiency $f_{e f f}(P I D)=N_{1} / N_{0}$ is the ratio of the number of good events after the PID cuts $\left(N_{1}\right)$ over the number of good events before the PID cuts $\left(N_{0}\right)$. The fraction of the contamination $f_{\text {contam }}=N_{\text {contam }} / N$ is the ratio of the number of events from the contamination $N_{\text {contam }}$ over the total number of events $N$ after the PID cuts. After the PID cuts, the total number of events consisted of the good events and the contamination events $\left(N=N_{\text {contam }}+N_{1}\right)$. The methods to determine the
ratios $f_{\text {eff }}(P I D)$ and $f_{\text {contam }}$ have been well established in the previous studies of this experiment [29-32, 42-44].

In Figs. 3 and 4, the fiducial kinematic cuts on the HRS and the cuts selecting the DIS events $\left(Q^{2}>1 \mathrm{GeV}^{2}\right.$ and $W>2.3 \mathrm{GeV}$ ) were applied. Agreements between the data and the simulation are observed.

In the kinematic range $P_{e}>1.6 \mathrm{GeV}$ of the BigBite spectrometer, the contribution from the quasi-elastic radiative tail and the photon-induced electron contamination were less than $2 \%$, but both increased to large values in lower momentum ranges. This has been observed in experiment E06-014 [50,51] as well. The determination of the photon-induced electron contamination was done by comparing the positron yield in the BigBite with the reversed magnetic field and the electron yield in the production runs. In experiment E06-010, the photoninduced electron contamination involved larger uncertainties in the inclusive channel than in the semi-inclusive coincidence channel, as the runs for subtracting this contamination provided limited statistics for the inclusive channel (due to large pre-scale factors) while providing high statistics for the semi-inclusive channels. In addition, we also found different methods for internal radiative effects (Mo and Tsai [52] and POLRAD [53]) and different models for the quasi-elastic cross sections (from [49] and [54]) gave quite different estimations for the quasi-elastic radiative tails in the range $P_{e}<1.6 \mathrm{GeV}$. The estimation for the fraction of events from the quasielastic tail could differ up to $\sim 10 \%$ around $P_{e}=1.0 \mathrm{GeV}$, while the differences were less than $1 \%$ in the range $P_{e}>1.6 \mathrm{GeV}$.

Considering the complications above for the inclusive DIS channel in the kinematic range $P_{e}<1.6 \mathrm{GeV}$ in the BigBite, we only present the comparison of the data and the simulation in the range $P_{e}>1.6 \mathrm{GeV}$ in Fig. 2 as an additional test for the acceptance description of the BigBite besides the elastic ep channels. The same general tracking-quality cuts, the electron PID cuts and all the fiducial cuts on the electron side were applied to the data. The same cuts on the kinematic variables in addition to the fiducial cuts were applied to the data and the simulation to select the DIS events, namely $Q^{2}>1 \mathrm{GeV}^{2}$ and $W>2.3 \mathrm{GeV}$. The same overall scaling factor ( $73 \%$ ) as in the elastic ep simulations was used to obtain the agreement between the data and the simulation. The subtraction of the $\mathrm{N}_{2}$ background and the corrections for the PID-cut efficiency and the contamination were carried out in the same way as in the HRS case. Agreements between the data and the simulation are observed.

All the production runs of the experiment were combined in the comparison between the data and the simulation for the ${ }^{3} \mathrm{He}$ inclusive DIS channel. We found that the overall detection efficiency combining all the production runs was about $100 \%$ for the HRS and about $73 \%$ for the BigBite (consistent with the value found in the elastic ep channel). These overall detection efficiencies were used in the data normalization procedure in section IV C.


FIG. 1. (color online). The invariant mass $W$ comparisons between data and simulation (MC) for 1.23 GeV (top panel) and 2.4 GeV (bottom panel) beam elastic ep calibration run using the BigBite. The error bars represent the statistical uncertainties. The red solid circles are from the data. The black open circles are from the simulation.

## C. Data corrections and cross section extraction

A number of corrections needed to be applied to the data in order to extract the differential cross sections, namely for the efficiency, contamination/background subtraction and the acceptance. In order to compare the experimental results with the theoretical/phenomenological models, the radiative corrections and the bin-centering corrections need to be applied in addition. The differential cross section from the data in a specific bin before the radiative corrections and the bincentering corrections is denoted as $\left\langle\frac{d \sigma}{d P H S}\right\rangle_{\text {data }}$, and can be expressed as the following:

$$
\begin{equation*}
\left\langle\frac{d \sigma}{d P H S}\right\rangle_{\text {data }}=N_{d a t a} \cdot f_{c o r r} \cdot \frac{1}{L_{d}} \cdot \frac{L_{s}}{N_{p h s}} \tag{11}
\end{equation*}
$$

where $N_{d a t a}$ is the number of events from the data in this bin, $f_{\text {corr }}$ is the factor for the data corrections, $L_{d}$ is the effective data-luminosity, $L_{s}$ is the phase-space simulation luminosity and $N_{p h s}$ the number of events from the phase-space simulation in this bin. In this paper, the differential phase-space $d P H S=d x_{b j} d y d z_{h} d \phi_{S} d P_{t}^{2} d \phi_{h}$ is used for the results.

The data-correction factor $f_{\text {corr }}$ included the


FIG. 2. (color online). The scattered electron momentum $\left(P_{e}^{\prime}\right)$ comparison of the ${ }^{3} \mathrm{He}$ inclusive DIS channel in the BigBite between the data and the simulation (MC). The error bars represent statistical uncertainties. The red solid circles are from the data. The black open circles are from the simulation.


FIG. 3. (color online). The scattered electron momentum $\left(P_{e}^{\prime}\right)$ comparison of the $\mathrm{H}_{2}$ inclusive DIS channel in the HRS between the data and the simulation (MC). The error bars represent statistical uncertainties. The red solid circles are from the data. The black open circles are from the simulation.
correction for the efficiency and the contamination/background, and can be expressed as below:

$$
\begin{equation*}
f_{\text {corr }}=\left[1-\sum_{i} f_{\text {contam }}(i)\right] \prod_{j} \frac{1}{f_{e f f}(j)} \tag{12}
\end{equation*}
$$

where $f_{\text {contam }}(i)$ is the contamination fraction of the $i$ th type and $f_{e f f}(j)$ is the efficiency of the $j$ th type. The fraction $f_{\text {contam }}(i)$ was defined as the ratio of the number of events from $i$ th type of contamination/background over the total number of events.

The types of contamination/background included the events from the radiative tails of the exclusive channels, the $\mathrm{N}_{2}$ background and the remaining contaminations after the PID cuts.


FIG. 4. (color online). The scattered electron momentum $\left(P_{e}^{\prime}\right)$ comparison of the ${ }^{3} \mathrm{He}$ inclusive DIS channel in the HRS between the data and the simulation (MC). The error bars represent statistical uncertainties. The red solid circles are from the data. The black open circles are from the simulation.

The types of efficiencies included the PID-cut efficiencies and the overall detection efficiencies of the BigBite and the HRS. The correction for the $\pi^{ \pm}$decay was included in Eq. (12) as $f_{\text {eff }}$ (decay) which was evaluated for each bin as in Eq. (21).

The acceptance corrections were included in the method of using the phase-space simulation to convert the numbers of events to differential cross sections. This method requires a good description of the acceptance of the BigBite and the HRS, which were checked using the elastic ep scattering and the inclusive DIS channels as in section IV B. The acceptance corrections were based on the Monte Carlo simulation with the same kinematic cuts as applied to the data. The number of events in each bin from the simulation weighted by the theoretical cross section ( $N_{\text {sim }}$ ) divided by the phase-space (nonweighted) simulation with the same kinematic cuts in the same bin ( $N_{p h s}$ ), becomes the (averaged) theoretical cross section in this bin. The same was done for the data events $N_{\text {data }}$, forming a quantity $\left(N_{d a t a} / N_{p h s}\right) \cdot\left(L_{s} / L_{d}\right)$ in each bin from which the experimental cross section can be determined. The luminosities $\left(L_{d}\right.$ and $\left.L_{s}\right)$ were used to normalize the numbers of events, both for the data $\left(N_{\text {data }}\right)$ and the simulation $\left(N_{p h s}\right)$. The numbers of events in a specific bin of data, weighted and phase-space (non-weighted) simulations are expressed as

$$
\begin{align*}
N_{d a t a} & =\left\langle\frac{d \sigma}{d P H S}\right\rangle_{\text {data }} \cdot \Delta P H S_{d} \cdot f_{a c c, d} \cdot L_{d}  \tag{13}\\
N_{s i m} & =\left\langle\frac{d \sigma}{d P H S}\right\rangle_{\operatorname{sim}} \cdot \Delta P H S_{s} \cdot f_{a c c, s} \cdot L_{s}  \tag{14}\\
N_{p h s} & =1 \cdot \Delta P H S_{s} \cdot f_{a c c, s} \cdot L_{s} \tag{15}
\end{align*}
$$

where $\Delta P H S_{d}$ is the phase space in the data for a specific bin, and $\Delta P H S_{s}$ is the phase space in the simulations. The factor $f_{a c c, d}$ represents the acceptance effect
in the data, and $f_{a c c, s}$ represents the acceptance effect in the simulations. The factor $L_{d}$ is the total effective data-luminosity, and $L_{s}$ is the luminosity in the simulations. The quantities $\triangle P H S_{i}$ and $f_{a c c, i}$ are related to the acceptance, the fiducial and kinematic cuts and the boundaries of the specific bin, where $i=d(s)$ represents the quantities in the experiment (simulation).

The description of experimental acceptance have been tested by using known channels as in section IV B. The tested framework of simulation provided agreement between $\Delta P H S_{s} \cdot f_{a c c, s}$ and $\Delta P H S_{d} \cdot f_{a c c, d}$ with less than $10 \%$ uncertainties.

A cut on the total shower energy was applied to the data and the simulations in addition to the fiducial cuts due to the complicated and time-dependent drifts of the total shower energy threshold for the BigBite trigger during the experiment. To address this issue, a total shower energy cut of $E_{t o t}>900 \mathrm{MeV}$ was used, high enough to override the fluctuations of threshold-related inefficiency, but not too high to significantly reduce the kinematic range and the valuable data. A description of the total shower energy deposition was developed and included in the BigBite model of simulation, based on the experimental data from the BigBite calibration runs and checked by the production runs. The correction for the efficiency of this cut was included in the ratio $N_{\text {data }} / N_{p h s}$ in which the numbers of events from the data $\left(N_{\text {data }}\right)$ and from the phase-space simulation $\left(N_{p h s}\right)$ were obtained with the same $E_{t o t}$ cut and kinematic cuts.

The radiative corrections (RCs) were applied to the differential cross sections of the data in addition to the data corrections in Eq. (11). The radiative corrections were based on the ratios of the weighted simulations with and without radiative effects. The external radiative effects were included by using the SIMC package as illustrated in section IV B. The internal radiative effects were included by using the HAPRAD package [55]. The internal radiative effects based on Mo and Tsai [52] built in SIMC were used as a comparison and to estimate systematic uncertainties as in [22].

The numbers of events in a specific bin of weighted simulations with and without radiative effects ( $N_{s i m}^{r a d}$ and $N_{s i m}^{n r}$ ) are expressed as below:

$$
\begin{align*}
& N_{s i m}^{r a d}=\left\langle\frac{d \sigma}{d P H S}\right\rangle_{s i m, r a d} \cdot \Delta P H S_{s} \cdot f_{a c c, s} \cdot L_{s}  \tag{16}\\
& N_{s i m}^{n r}=\left\langle\frac{d \sigma}{d P H S}\right\rangle_{s i m, n r} \cdot \Delta P H S_{s} \cdot f_{a c c, s} \cdot L_{s} \tag{17}
\end{align*}
$$

where $\Delta P H S_{s}$ is the phase space in the simulations for this specific bin, $f_{a c c, s}$ is the acceptance factor in the simulations and $L_{s}$ is the luminosity in the simulations.

In the simulations, each generated event had its own kinematics. Before the scattering the energy and direction of the electron were set according to the beam configuration, the target particle was fixed. When the external radiative effects were turned on, the electron went through materials and had certain energy loss and direction change. After the scattering, the scattered electron
and electroproduced hadron went through materials and experienced certain amounts of energy loss and direction change. Thus, when the external radiative effects were turned on, an event had two sets of kinematics, one set at the interaction point was for weighting-factor calculation and the other set that went to the detector models determined whether this event was accepted. When the external radiative effects were turned off, the two sets of kinematics were the same.

A value of differential cross section $(d \sigma / d P H S)$ was calculated for each event as the weighting-factor using its kinematics at the interaction point. For the simulation without radiative effects, $d \sigma / d P H S$ was the Born differential cross section. For the simulation with radiative effects, $d \sigma / d P H S$ was the internally-radiated differential cross section by using the HAPRAD package [55] on top of the Born differential cross section. Monte Carlo simulation using a uniform sampling in the phase-space $d P H S$ gave a numerical integration of the weightingfactor $d \sigma / d P H S$ in a defined total phase-space $\triangle P H S_{s}$.

In this study, when generating the events in the simulations, a phase-space larger than (and containing) the acceptance range was used. Due to the acceptance effect, not all the generated events could pass through the detector models and be accepted. When a specific bin was under study, only the events with kinematics within the boundaries of the bin were selected. The combined effect from the acceptance, the bin boundaries and the kinematic cuts is symbolized as the factor $f_{a c c, s}$ in Eqs. (16) and (17).

The averaged differential cross sections from the simulations with and without radiative effects in a specific bin are denoted as $\left\langle\frac{d \sigma}{d P H S}\right\rangle(s i m, r a d)$ and $\left\langle\frac{d \sigma}{d P H S}\right\rangle(s i m, n r)$, respectively. The number of events in a specific bin is proportional to the averaged differential cross sections. The ratio $C_{r c}=N_{s i m}^{r a d} / N_{s i m}^{n r}$ is used as the radiative correction coefficient for this specific bin.

Different models for the Born differential cross section would result in different $C_{r c} \mathrm{~s}$, and the proper coefficients $C_{r c} \mathrm{~S}$ can be determined when the simulation with radiative effects match the data (after the corrections in Eq. (12)). The matching was found by tuning certain parameters in a certain phenomenological model until the difference between the data and the simulation in each bin was close to or less than the corresponding total experimental uncertainty. Then in each bin, the coefficient $C_{r c}$ was applied to the differential cross section from the data (right hand side of Eq. (11)) as

$$
\begin{equation*}
\sigma_{e x p}^{b i n}=\frac{1}{C_{r c}} \cdot\left\langle\frac{d \sigma}{d P H S}\right\rangle_{\text {data }} \tag{18}
\end{equation*}
$$

where $\sigma_{\text {exp }}^{b i n}$ represents the differential cross section extracted experimentally after the RCs.

The bin-centering corrections (BCCs) were evaluated in each bin. The need for the BCCs and the calculation are presented in the following paragraphs. The values of kinematic variables in a bin were determined by averaging the experimental data. For example, the value of a
variable $x$ in a certain bin was determined by

$$
\begin{equation*}
\bar{x}=\frac{1}{N_{d a t a}} \sum x_{i} \tag{19}
\end{equation*}
$$

where $\bar{x}$ is the averaged value of $x, N_{\text {data }}$ is the total number of events in this bin and $x_{i}$ is the $x$ value of the $i$ th event. The symbol $x$ stands for any kinematic variable. The averaged values of the kinematic variables $\left(x_{b j}, z_{h}, Q^{2}, \phi_{h}\right.$ and $\left.P_{t}\right)$ from the simulation were consistent with the data mostly within $0.5 \%$.

The differential cross section extracted from the data in a specific bin $\left(\sigma_{e x p}^{b i n}\right)$ using Eqs. (11) and (18) was an averaged value and can be directly compared with the averaged differential cross section $\sigma_{M C}^{b i n}$ from the simulation in the same bin.

The averaged differential cross section $\sigma_{M C}^{b i n}=\bar{\sigma}_{\text {model }}$ was not necessarily equal to $\sigma_{\text {theory }}=\sigma_{\text {model }}(\overline{v a r s})$, where $\sigma_{\text {model }}(v a r s)$ is the theoretical model for the differential cross sections, the symbol vars represents the collection of kinematic variables $\left(x_{b j}, z_{h}, Q^{2}, \phi_{h}\right.$ and $\left.P_{t}\right)$ and $\overline{\text { vars }}$ represents the averaged values of kinematic variables in this bin $\left(\overline{x_{b j}}, \overline{z_{h}}, \overline{Q^{2}}, \overline{\phi_{h}}\right.$ and $\left.\overline{P_{t}}\right)$. For the purpose to compare theoretical model $\sigma_{\text {theory }}$ with the data, the ratio $\sigma_{\text {theory }} / \sigma_{M C}^{b i n}$ was applied to the data in each bin, based on the same tuned model of Born differential cross section as used in the radiative corrections.

The BCC for the data in one bin is defined as

$$
\begin{equation*}
\sigma_{e x p}^{B C C}=\frac{\sigma_{e x p}^{b i n}}{\sigma_{M C}^{b i n}} \cdot \sigma_{\text {theory }} \tag{20}
\end{equation*}
$$

where $\sigma_{\text {exp }}^{B C C}$ is the SIDIS differential cross section extracted experimentally, after the bin-centering correction with experimental central values of kinematic variables, and can be compared with the differential cross section in models evaluated at the same central values of kinematic variables.

A phenomenological model with a set of tuned parameters was used for the RCs and BCCs. The parameters were tuned in an iterative process. The comparisons of the Born differential cross section from this model and from the data with all the corrections are shown in section V A. Using the model with parameters from the multidimensional fitting in section VE changed the RCs and BCCs by less than $1 \%$ in all the bins.

The contribution from the exclusive channels $e+p \rightarrow$ $e^{\prime}+\pi^{+}+n$ and $e+n \rightarrow e^{\prime}+\pi^{-}+p$ were evaluated by using simulations with cross section models tested in the kinematic range of this experiment [22]. The contributions from the exclusive channels were from $2 \%$ to $7.5 \%$ in the $\pi^{+}$production channel and $0.5 \%$ to $3 \%$ in the $\pi^{-}$ production channel.

The contribution of the $\pi^{ \pm}$from the decay of the gluon-exchange-produced $\rho$ (diffractive $\rho$ ) is not a part of the SIDIS process and should be subtracted. The contribution of the $\pi^{ \pm}$from the decay of quark-exchangeproduced $\rho$ is part of the SIDIS process and should not be subtracted. We have simulated the contribution of the $\pi^{ \pm}$from the decay of the $\rho$, in the same way as in
[22]. The model for the exclusive production of $\rho$ was from PYTHIA [56] and was further tuned according to the $\rho^{0}$ cross section from a CLAS experiment at JLab as described in [22]. Comparing this simulation with the data, it was found that the fraction of the events from the $\rho$ decay was mostly less than $5 \%$ in experiment E06-010. While the level of $5 \%$ was not completely negligible, the contribution from the decay of the diffractive $\rho$ was considered to be negligible considering a recent study from CLAS [57]. In [57], the quark-exchange production of $\rho$ was found to be dominant while the diffractive $\rho$ from the gluon-exchange was found to be negligible. The fraction of the events from the decay of diffractive $\rho$ was expected to be much smaller than $5 \%$ in the kinematic range $0.45<z_{h}<0.65$ of this experiment, thus at a negligible level.

In the experiment, the $\mu^{ \pm}$from the decay of a $\pi^{ \pm}$ could not be discriminated from the $\pi^{ \pm}$in the HRS and was assumed to be a $\pi^{ \pm}$event. When a $\pi^{ \pm}$event decays to a $\mu^{ \pm}$and a neutrino, the kinematics of this event is changed. This effect was evaluated using simulations. The SIMC package has an established component simulating the probability of the decay and the kinematic change of each $\pi^{ \pm}$event. The probability of the decay was calculated based on the length of the track of an event and the $\pi^{ \pm}$life time. The kinematic change was evaluated by generating the momentum and angles of the $\mu^{ \pm}$in the center-of-mass frame of the decaying $\pi^{ \pm}$, from which the kinematics of the $\mu^{ \pm}$in the lab frame were calculated. In the center-of-mass frame of the decaying $\pi^{ \pm}$, the momentum of the $\mu^{ \pm}$followed the four-momentum conservation and the angles were generated with a uniform probability distribution in the solid angle. The $\mu^{ \pm}$ was recorded as a $\pi^{ \pm}$if it was in the acceptance of the HRS model, and was rejected otherwise.

The effect of the decay of $\pi^{ \pm}$was treated as one of the efficiency factor as

$$
\begin{equation*}
f_{e f f}(\text { decay })=N_{\text {sim }}(\text { decay }) / N_{\text {sim }}(\text { no decay }) \tag{21}
\end{equation*}
$$

where $N_{\text {sim }}($ decay $)$ and $N_{\text {sim }}$ (no decay) are the numbers of events recorded in the simulation with decay-effect turned on and off, respectively.

The $\mathrm{N}_{2}$ background in the SIDIS processes were evaluated using the $\mathrm{N}_{2}$ reference runs. The $\mathrm{N}_{2}$ background was around $10 \%$ depending on the kinematics.

The PID of electrons in the BigBite was based on the combination of a cut in the preshower energy deposition and a 2 D cut in the ratio of total-shower-energy deposition and the reconstructed momentum in order to suppress the $\pi^{-}$contamination. The PID cuts were optimized to maximize the PID-cut efficiency and minimize the $\pi^{-}$contamination. The fractions of the remaining $\pi^{-}$contamination and the PID-cut efficiencies were estimated based on fitting and discriminating the $\pi^{-}$and electron spectra in the preshower calorimeter. The PIDcut efficiencies increased from $70 \%$ to $98 \%$ and the fractions of the remaining $\pi^{-}$contamination decreased from $6 \%$ to less than $0.1 \%$, in increasing momentum range of
the BigBite.
A more significant contamination in the electron events was the photon-induced electrons from the pairproduction. The $\pi^{0}$ meson, from the electroproduction, decays into two photons. The high energy photons create the photon-induced electron contamination through the pair-production process. The percentage of this contamination in the total electron events was determined by comparing the positron yield in the BigBite with the reversed magnetic field and the electron yield in the production runs. The photon-induced electron contamination increased from $<1 \%$ to $40 \%$ when the electron momentum range of the BigBite decreased from $>1.6 \mathrm{GeV}$ to 0.7 GeV .

The PID of $\pi^{ \pm}$in the HRS was based on the combination of the gas Čerenkov, the aerogel Čerenkov and the lead-glass calorimeter signals. The PID-cut efficiency, and the contamination after the PID cuts have been evaluated and included in the correction. The contamination to the $\pi^{-}$events $(<0.5 \%)$ came from the negatively charged non-pion hadron and electron. The contamination to the $\pi^{+}$events ( $<1 \%$ ) predominantly came from the positively charged non-pion hadron. The PID-cut efficiency for $\pi^{ \pm}$in the HRS was around $95 \%$.

The overall detection efficiency of the BigBite was evaluated using the elastic ep scattering as in section IV B. Two beam energies, 1.23 and 2.4 GeV , were used in the elastic ep runs, covering the low and high momentum acceptance of the BigBite spectrometer. The overall efficiency was also checked using the inclusive DIS channel in the ${ }^{3} \mathrm{He}$ production data in a broad momentum range. The overall efficiency was estimated to be $73 \%$ to $75 \%$. The overall efficiency of the HRS was estimated to be close to $100 \%$, as in section IV B.

## D. Systematic uncertainties

The systematic uncertainties related to the electron detection in the BigBite were dominated by the photoninduced electron contamination and the efficiency of the total-shower-energy cut which was applied to remove the effect from the drift in the calorimeter threshold.

The photon-induced electron contamination was determined by the ratio of the positron yield and electron yield in each bin. The positron yield was from the runs with reversed magnetic field of the BigBite. The electron yield was from the production runs. The acceptance of the positrons in the runs with reversed magnetic field of the BigBite was the same as the acceptance of the electrons in the production runs. The uncertainty in determining the positron yield was large in low momentum range of the BigBite due to the large uncertainties from the PIDcut efficiency for the positrons and the large uncertainties from the $\pi^{+}$contamination. The large $\pi^{+}$contamination (up to $50 \%$ in the range of $P_{e}<1 \mathrm{GeV}$ ) made the process of fitting and discriminating the $\pi^{+}$and positron spectra much more difficult than the process for the $\pi^{-}$and
electron spectra in the production runs.
The events with a lower electron momentum deposited a lower total-shower energy and were more strongly affected by the total-shower-energy cut. Using the simulation to correct for the efficiency of the total-showerenergy cut involved increasing uncertainties in decreasing momentum range of the BigBite.

To evaluate the systematic uncertainties above, the PID cuts and the total-shower-energy cut have been varied (varied-cut-sets) around the central values (central-cut-set). In each bin, the number of events from the data and data corrections were found with each set of cuts. The data corrections were applied as in Eq. (11). The root-mean-square value of the differences of the results with the varied-cut-sets and with the central-cut-set has been used to define the systematic uncertainty.

The total systematic uncertainties related to the electron detection in the BigBite are in the range from $3 \%$ to $10 \%$ depending on the kinematics.

The systematic uncertainties of the PID of $\pi^{ \pm}$events in the HRS were determined to be less than $2 \%$, using the well-established techniques in the previous studies of this experiment [29-32, 42, 43].

In the coincidence channel for SIDIS, the systematic uncertainties in the experimental acceptance corrections by the simulation were determined by putting a series of kinematic cuts besides the central optimized set to both the data and the simulation. The total systematic uncertainties from the acceptance corrections are between $5 \%$ to $10 \%$ depending on the kinematics.

The systematic uncertainties related to the exclusive tail subtractions and the SIDIS radiative corrections have been evaluated in the same manner as [22]. Specifically, different models of the exclusive channels and the difference between the HAPRAD and the SIMC for the radiative corrections have been used to define the systematic uncertainties. The systematic uncertainties for these items are between $2 \%$ to $6 \%$ depending on the kinematics.

The systematic uncertainties of the results related to the central-value uncertainties of the variables $\left(x_{b j}, z_{h}, Q^{2}, \phi_{h}, P_{t}\right)$ have been evaluated by inserting the variable uncertainties to the bin-centering corrections, thus reflected in the extracted cross sections. The systematic uncertainties related to the bin-centering corrections are less than $3 \%$ with a kinematic dependence.

The main contributions of the systematic uncertainties are listed in Table. I.

TABLE I. Systematic uncertainties.

| Source | Range (\%) |
| :--- | :---: |
| $e^{-}$identification in the BigBite | $2.0-8.0$ |
| $e^{-}$overall detection efficiency in the BigBite | $<3.0$ |
| $\pi^{ \pm}$identification in the HRS | $<2.0$ |
| Experimental acceptance corrections | $5.0-10.0$ |
| Radiative corrections | $1.0-3.5$ |
| Exclusive tail subtractions | $1.0-3.0$ |
| Bin-centering corrections | $<3.0$ |

## E. Kinematical correlations and binning

In the production run of E06-010, only one experimental configuration was used. Kinematical correlations are shown in Fig. 5. Due to the Kinematical correlations, strict one-dimensional (1D) binning in which only one variable changes while all the other variables stay intact is prohibited.

In this paper, a set of pseudo-one-dimensional (pseudo1D) bins is used for presenting the results. Pseudo-1D means that when the binning is in one variable, for example, $x_{b j}$, the difference between one bin and another is not only in $x_{b j}$, but in all the variables $\left(x_{b j}, z_{h}, Q^{2}, \phi_{h}, P_{t}\right)$ due to kinematical correlations. Pseudo-1D bins in $x_{b j}$ has 10 consecutive bins with almost equal statistics. The central values of the kinematic variables in the pseudo-1D bins are presented in Table. II.

As shown in Fig. 5 and Table. II the acceptance in this experiment had strong kinematic correlations. In increasing range of $x_{b j}, z_{h}$ and $Q^{2}$ also increased, while $P_{t}$ decreased. The kinematic range of $\phi_{h}$ centered around the angle of $\pi\left(180^{\circ}\right)$, due to the experimental configuration. The central values of $\phi_{h}$ and $x_{b j}$ were weakly correlated. In the range of $\phi_{h}$ closer to the center more events were with smaller $x_{b j}$ compared with the range of $\phi_{h}$ farther from the center.

TABLE II. The central values of the kinematic variables in the pseudo-1D bins. The unit for $Q^{2}$ is $\mathrm{GeV}^{2}$. The unit for $P_{t}$ is GeV . The unit for $\phi_{h}$ is rad. The kinematic variables $x_{b j}, y$ and $z_{h}$ have no unit.

| $x_{b j}$ | $Q^{2} / \mathrm{GeV}^{2}$ | $z_{h}$ | $\phi_{h} / \mathrm{rad}$ | $P_{t} / \mathrm{GeV}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.163 | 1.47 | 0.476 | 3.10 | 0.437 |
| 0.188 | 1.70 | 0.484 | 3.08 | 0.411 |
| 0.208 | 1.85 | 0.491 | 3.07 | 0.392 |
| 0.228 | 2.00 | 0.499 | 3.07 | 0.371 |
| 0.249 | 2.14 | 0.508 | 3.06 | 0.350 |
| 0.272 | 2.29 | 0.519 | 3.06 | 0.325 |
| 0.297 | 2.45 | 0.530 | 3.05 | 0.299 |
| 0.325 | 2.62 | 0.543 | 3.05 | 0.271 |
| 0.358 | 2.81 | 0.557 | 3.04 | 0.239 |
| 0.393 | 3.09 | 0.562 | 3.02 | 0.216 |

A set of two-dimensional (2D) bins is used to present the $P_{t}$ dependence of the cross sections. The set of 2D bins $(10 \times 10)$ consists of $10 P_{t}$ bins in 10 ranges of $x_{b j}$. The boundaries of the bins are set to make each bin contain almost equal statistics.

A set of three-dimensional (3D) bins is used to present the $\phi_{h}$ dependence of the cross sections. The data are binned into two ranges of $P_{t}$ first. In each of the $P_{t}$ ranges, five $x_{b j}$ bins are defined. In each of the $2 \times 5$ ranges of $P_{t}$ vs. $x_{b j}, 10 \phi_{h}$ bins are defined. Each bin of the $2 \times 5 \times 10$ set has almost equal statistics.

## V. RESULTS

The extracted unpolarized SIDIS differential cross sections and the cross section ratios are compared with models in different bin sets in the following sections. Fitting the extracted differential cross sections from this data demonstrates the data's constraint on the parameters describing the SIDIS process. The plane wave impulse approximation (PWIA) treatment of the ${ }^{3} \mathrm{He}$ nucleus in the SIDIS process is adopted in this study, thus the modeled SIDIS cross section from ${ }^{3} \mathrm{He}$ is the same as the sum of the modeled SIDIS differential cross sections from two protons and one neutron. The collinear PDF from CTEQ10 [58] and the collinear FF from DSS [59] were used in the modeled SIDIS differential cross sections.

In the multi-dimensional bin sets, models from three studies $[15-17]$ are compared with the data. The modeled SIDIS differential cross sections were calculated as in Eq. (1) using the parameters $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ from these three studies. The parameterizations of the BoerMulders TMD PDF and the Collins TMD FF were taken from [15], giving a negligible (less than $2 \%$ ) contribution to the SIDIS differential cross sections.

In [15], the multiplicity data and azimuthalmodulation data from HERMES [24, 26] were simultaneously fitted. The multiplicity data from COMPASS [25] were further normalized before combining with the azimuthal-modulation data from COMPASS [27] for the simultaneous fit. The Gaussian width $\left\langle k_{\perp}^{2}\right\rangle$ was set as a free fitting parameter while the Gaussian width $\left\langle p_{\perp}^{2}\right\rangle$ was parameterized as $\left\langle p_{\perp}^{2}\right\rangle=A+B z_{h}^{2}$. The $A$ and $B$ were the other two free fitting parameters. The minimal $\chi^{2}$ fitting results using the HERMES data were $\left\langle k_{\perp}^{2}\right\rangle=$ $0.037 \pm 0.004 \mathrm{GeV}^{2}, A=0.126 \pm 0.004 \mathrm{GeV}^{2}$ and $B=$ $0.506 \pm 0.045 \mathrm{GeV}^{2}$. The minimal $\chi^{2}$ fitting results using the COMPASS data were $\left\langle k_{\perp}^{2}\right\rangle=0.031 \pm 0.006 \mathrm{GeV}^{2}$, $A=0.200 \pm 0.002 \mathrm{GeV}^{2}$ and $B=0.571 \pm 0.018 \mathrm{GeV}^{2}$. The Boer-Mulders TMD PDF and Collins TMD FF were also parameterized and included in the fitting in the study [15]. The SIDIS differential cross sections using the parameters $\left\langle k_{\perp}^{2}\right\rangle=0.037 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=$ $0.126+0.506 z_{h}^{2} \mathrm{GeV}^{2}$ are denoted as "Barone2015" representing the model from [15] in the comparisons between the data and the models (Figs. 7, 8, 11 and 12).

In [16], the multiplicity data from HERMES [24] and COMPASS [25] were fitted while the azimuthalmodulation data were not included in the fitting process. The results of fitting the HERMES data were $\left\langle k_{\perp}^{2}\right\rangle=$ $0.57 \pm 0.08 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.12 \pm 0.01 \mathrm{GeV}^{2}$. The fitting quality was satisfactory $\left(\chi_{\text {dof }}^{2}=1.69\right)$, and the $\left\langle k_{\perp}^{2}\right\rangle$ value is an order of magnitude larger than the value in [15]. The results of fitting the COMPASS data were $\left\langle k_{\perp}^{2}\right\rangle=$ $0.61 \pm 0.20 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.19 \pm 0.02 \mathrm{GeV}^{2}$. Comparing with the HERMES-data fitting, the COMPASSdata fitting quality was much worse $\left(\chi_{\text {dof }}^{2}=8.54\right)$, while a similar $\left\langle k_{\perp}^{2}\right\rangle$ value was found. The SIDIS differential cross sections using the parameters $\left\langle k_{\perp}^{2}\right\rangle=0.57 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.12 \mathrm{GeV}^{2}$ are denoted as "Anselmino2014"


FIG. 5. (color online). The correlations between $x_{b j}$ and other kinematic variables in experiment E06-010.
representing the model from [16] in the comparisons between the data and the models (Figs. 7, 8, 11 and 12).

In [17], $\left\langle k_{\perp}^{2}\right\rangle=0.14 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.42 \cdot z_{h}^{0.54}(1-$ $\left.z_{h}\right)^{0.37} \mathrm{GeV}^{2}$ from a HERMES study [60] were fixed when carrying out simultaneous fitting of the nucleon magnetic moments and the semi-inclusive SSAs. We denote this set of parameters as "Bacchetta2011" representing the model from [17] in the comparisons between the data and the models (Figs. 7, 8, 9, 10, 11 and 12).

In all the bin sets, some of the kinematic variables were not separated in multiple ranges and were treated as in a single bin (single-binned-variables). The central values and ranges of the single-binned-variables changed in different bins due to the kinematic correlations. The central values of the variables were determined using Eq. (19). We kept the single-binnedvariables in the definition of the differential cross sections and kept the differential phase space in the results as $d P H S=d x_{b j} d y d z_{h} d \phi_{S} d P_{t}^{2} d \phi_{h}$ in all the bin sets. The method to extract the differential cross section for a specific bin was discussed in section IV C.

In all the bin sets the data corrections in Eqs. (11) and (18) were carried out in the same way for individual bins. The BCCs defined in Eq. (20) were carried out differently in pseudo-1D bins and multi-dimensional bins.

In pseudo-1D bins, the central values of all the kinematic variables were the experimental averages using Eq. (19). The BCCs were evaluated using these central values of the kinematics. The differential cross sections from the
model were at the same central values of the kinematics.
In the multi-dimensional bin sets, the dependence of the differential cross section on one kinematic variable ( $\phi_{h}$ or $P_{t}$ ) was examined in multiple ranges of other variables. To remove the effect of kinematical correlations, BCCs were evaluated with range-by-range sets of kinematics. In each range, the corresponding set of kinematic variables was put in the model $\sigma_{\text {theory }}=\sigma_{\text {model }}($ vars $)$ of Eq. (20) while the ratio $\sigma_{\text {exp }}^{b i n} / \sigma_{M C}^{b i n}$ in Eq. (20) was evaluated in the usual way for each bin. In each of the range-by-range sets of kinematics, the variable of interest ( $\phi_{h}$ or $P_{t}$ ) had the experimental-averaged value for each bin, while all the other variables had the experimentalaveraged value at the central bin in this range.

We did not combine different ranges of the multidimensional bin sets to give one distribution of the variable of interest, for minimizing the model dependence introduced in the BCCs.

## A. Cross sections in pseudo-1D bins

The comparisons of the SIDIS differential cross sections from the data and the quark-parton model in pseudo-1D $x_{b j}$ bins are shown in Fig. 6. The top panel in the figure is for the $\pi^{+}$production channel ${ }^{3} \mathrm{He}\left(e, e^{\prime} \pi^{+}\right) X$ and the bottom panel for the $\pi^{-}$production channel ${ }^{3} \mathrm{He}\left(e, e^{\prime} \pi^{-}\right) X$. The vertical axis is the SIDIS differential cross section $d \sigma /\left(d x_{b j} d y d z_{h} d \phi_{S} d P_{t}^{2} d \phi_{h}\right)$ in unit
of $\mathrm{nb} \cdot \mathrm{GeV}^{-2} \cdot \mathrm{rad}^{-2}$. The total experimental systematic uncertainties using quadrature combination of all the sources are shown in the band at the bottom of each plot.

The SIDIS differential cross section from the model is defined in Eq (1) and the parameterizations of the Gaussian widths of unpolarized TMD PDF and FF are in the forms as in [17], namely $\left\langle k_{\perp}^{2}\right\rangle=0.14 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=a \cdot z_{h}^{0.54}\left(1-z_{h}\right)^{b} \mathrm{GeV}^{2}$, where $a=1.55$ and $b=2.2$ are tuned from the values in one set of the HERMES data analysis inherited and cited by [17]. The Boer-Mulders TMD PDF and Collins TMD FF parameterizations were taken from [15]. The effect of the Boer-Mulders terms in the total SIDIS cross sections were found to be less than $2 \%$ in magnitude and opposite in sign for the $\pi^{ \pm}$electroproduction channels. Terms with twists higher than those included in section II were neglected. The model calculates the sum of the cross sections from two protons and one neutron as an approximation for the ${ }^{3} \mathrm{He}$ nucleus.

Agreement between the data and the model is observed. The cross sections and corresponding kinematic variables are presented in Tables. III and IV in Appendix A.

## B. The $\phi_{h}$ dependence of the cross sections

The differential cross sections of SIDIS were extracted in 3 D bins $(2 \times 5 \times 10)$, to examine the $\phi_{h}$ dependence of the cross sections in $2 \times 5$ ranges of $P_{t}$ vs. $x_{b j}$. Bincentering corrections were used to remove the difference of all the variables except $\phi_{h}$ from one bin to another in each of the $P_{t}$ vs. $x_{b j}$ ranges, therefore the $10 \phi_{h}$ bins in a certain range of $P_{t}$ and $x_{b j}$ differ only in the values of $\phi_{h}$. The comparisons of the SIDIS differential cross sections from the data and the models from [15-17] are presented in Figs. 7 and 8.

Comparisons between the data and the model from [17] with and without modulations are in Figs. 9 and 10. In the model, the modulations are from the structure functions $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$ on the top of the nonmodulated part $\left(F_{U U}\right)$. The the distributions from the model without modulations were calculated by using the model parameterization while setting $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$ to zero.

The comparisons show that the model from [17] compares the best with the data, while the model from [16] deviates the most from the data in most of the kinematic ranges.

The cross sections and corresponding kinematic variables are presented in Tables. V and VI in Appendix A.

## C. The $P_{t}$ dependence of the cross sections

To present the $P_{t}$ dependence of the SIDIS cross sections, 2D bins $(10 \times 10)$ of $x_{b j}$ vs. $P_{t}$ are used. Bin-


FIG. 6. (color online). The SIDIS differential cross sections (defined in text) comparison between the data and the simulation in pseudo-1D $x_{b j}$ bins. The red solid circles are from the data and the black open circles are from the quark-parton model. The error bar of each point represents the statistical uncertainty, mostly smaller than the markers. The error band on the bottom of each panel represents the experimental systematic uncertainty. The top and bottom panels are for $\pi^{+}$ and $\pi^{-}$production channel, respectively.
centering corrections were used to remove the difference of all the variables except $P_{t}$ from one bin to another in each range of $x_{b j}$, therefore the $10 P_{t}$ bins in a certain range of $x_{b j}$ differ only in the values of $P_{t}$. The comparisons of the SIDIS differential cross sections from the data and the models from $[15-17]$ are presented in Figs. 11 and 12 .

The comparisons show that the model from [17] compares the best with the data, while the model from [16] deviates the most from the data in most of the kinematic ranges. In the highest $x_{b j}$ ranges (corresponding to the lowest $P_{t}$ ranges), the model from [16] gives better comparison than the models from $[15,17]$, but still has sizable deviations from the data.

The cross sections and corresponding kinematic variables are presented in Tables. VII and VIII in Appendix A.


FIG. 7. (color online). The differential cross sections in 3D bins: the $\pi^{+}$SIDIS production channel. The red circles are from the data, the black solid lines are from the model [17], the blue dashed lines are from the model [15] and the green dotted lines are from the model [16]. The error bars represent the statistical uncertainties of the data. The error band on the bottom of each panel represents the experimental systematic uncertainty. The $P_{t}$ (in unit of GeV ) and $x_{b j}$ ranges of each plot are presented at the top and the bottom of the panel, respectively.
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FIG. 8. (color online). The differential cross sections in 3D bins: the $\pi^{-}$SIDIS production channel. The definitions of the markers, the lines and the bands are the same as the figure above for the $\pi^{+}$channel.


| - Data |
| :--- |
| $-\sigma$ (total) |
| $\cdots \cdots($ no $\bmod )$ |



FIG. 9. (color online). The differential cross sections in 3D bins: the $\pi^{+}$SIDIS production channel. The red circles are from the data, the black solid lines are from the model [17], the blue dashed lines are from the model [17] with $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\text {cos } 2 \phi_{h}}$ setting to zero. The error bars represent the statistical uncertainties of the data. The error band on the bottom of each panel represents the experimental systematic uncertainty. The $P_{t}$ (in unit of GeV ) and $x_{b j}$ ranges of each plot are presented at the top and the bottom of the panel, respectively.
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FIG. 10. (color online). The differential cross sections in 3D bins: the $\pi^{-}$SIDIS production channel. The definitions of the markers, the lines and the bands are the same as the figure above for the $\pi^{+}$channel.


FIG. 11. (color online). The differential cross sections in 2D bins: the $\pi^{+}$SIDIS production channel. The red circles are from the data, the black solid lines are from the model [17], the blue dashed lines are from the model [15] and the green dotted lines are from the model [16]. The error bars represent the statistical uncertainties of the data. The error band on the bottom of each panel represents the experimental systematic uncertainty. The $x_{b j}$ range of each plot is presented at the bottom of the panel.


FIG. 12. (color online). The differential cross sections in 2D bins: the $\pi^{-}$SIDIS production channel. The definitions of the markers, the lines and the bands are the same as the figure above for $\pi^{+}$channel.

## D. The ratios of cross sections

The comparisons of the ratios (from the data and the model) of SIDIS $\pi^{+}$production cross sections over SIDIS $\pi^{-}$production cross sections in pseudo-1D $x_{b j}$ bins are shown in Fig. 13. The model parameters are the same as in section VA. The systematic uncertainties from the acceptance and efficiency of electron detection in the BigBite, are not included in the bottom systematic error band, as the electron part is the same in the SIDIS $\pi^{ \pm}$ production.

In the plot, the error bars of the data points are for the statistical uncertainties of the data. The error bars of the model points are for the model uncertainties. In this study, the model uncertainties are defined by the quadrature combination of the differences of the ratios with and without the contribution from the Boer-Mulders terms, changing the width $\left\langle k_{\perp}^{2}\right\rangle$ to $2\left\langle k_{\perp}^{2}\right\rangle$ and changing $\left\langle p_{\perp}^{2}\right\rangle$ to $2\left\langle p_{\perp}^{2}\right\rangle$. The Boer-Mulders effects in the $\pi^{ \pm}$production channels have opposite signs, and the changes of the cross section ratios due to turning off the Boer-Mulders contributions are $1 \%$ to $4 \%$. The flavor dependence of the widths has not been included in the model, thus the widths do not differ in channels of the $\pi^{ \pm}$production. Theoretically, if the $\pi^{ \pm}$SIDIS production cross sections have the same transverse momentum dependence, their ratios at the same kinematics will be independent of the widths. Due to the very small differences between the central values of variables in the $\pi^{ \pm}$production channels, the effect of changing $\left\langle k_{\perp}^{2}\right\rangle$ to $2\left\langle k_{\perp}^{2}\right\rangle$ or $\left\langle p_{\perp}^{2}\right\rangle$ to $2\left\langle p_{\perp}^{2}\right\rangle$ was none-zero but less than $0.1 \%$.

Results from the data are consistent with the model without a flavor dependence of $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ as assumed in most of the global analysis for SIDIS [15-17].

## E. Azimuthal modulation and stand-alone data fitting

Fitting the $\phi_{h}$ distribution in each of the $2 \times 5$ ranges of $P_{t}$ vs. $x_{b j}$ in the 3 D bins $(2 \times 5 \times 10)$, with a simple function $A \cdot\left(1-B \cdot \cos \phi_{h}\right)$, provides a naive probe for the azimuthal modulation effect in the data. The parameter $B$ indicates the size of the modulation. The parameter $B \mathrm{~s}$ in all ranges are presented in Fig. 14. Due to a limited $\phi_{h}$ range in the data and a large number of fitting parameters being used ( $A$ and $B$ in one $P_{t}$ and $x_{b j}$ range differ from $A$ and $B$ in another range), the data do not provide good constraints on the $B$ s.

Azimuthal modulation effects in the unpolarized SIDIS channel arise from the relative magnitudes of $F_{U U}^{\cos \phi_{h}}$, $F_{U U}^{\cos 2 \phi_{h}}$ and $F_{U U}$. Using the functional forms in section II, $F_{U U}$ and the Cahn parts of the structure functions $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$ after convolution can be expressed


FIG. 13. (color online). The SIDIS differential cross section ratio $\sigma^{\pi^{+}} / \sigma^{\pi^{-}}$comparison between the data and the model in pseudo-1D $x_{b j}$ bins. The red solid circles are from the data and the black open circles are from the quark-parton model. The error bar of each point of data represents the statistical uncertainty. The error bars for the model parameterization uncertainty are smaller than the marker size. The error band on the bottom represents the systematic uncertainty of the data.
as

$$
\begin{align*}
F_{U U} & =\sum_{q} f_{q}^{c} D_{q}^{c} \frac{e_{q}^{2} x_{b j}}{\pi\left\langle P_{t}^{2}\right\rangle} e^{-P_{t}^{2} /\left\langle P_{t}^{2}\right\rangle},  \tag{22}\\
F_{U U}^{\cos \phi_{h}} & =-2 \sum_{q} f_{q}^{c} D_{q}^{c} \frac{P_{t} z_{h} e_{q}^{2} x_{b j}\left\langle k_{\perp}^{2}\right\rangle}{\pi Q\left\langle P_{t}^{2}\right\rangle^{2}} e^{-P_{t}^{2} /\left\langle P_{t}^{2}\right\rangle},  \tag{23}\\
F_{U U}^{\cos 2 \phi_{h}} & =2 \sum_{q} f_{q}^{c} D_{q}^{c} \frac{P_{t}^{2} z_{h}^{2} e_{q}^{2} x_{b j}\left\langle k_{\perp}^{2}\right\rangle^{2}}{\pi Q^{2}\left\langle P_{t}^{2}\right\rangle^{3}} e^{-P_{t}^{2} /\left\langle P_{t}^{2}\right\rangle} \tag{24}
\end{align*}
$$

where $\left\langle P_{t}^{2}\right\rangle=\left\langle p_{\perp}^{2}\right\rangle+z_{h}^{2}\left\langle k_{\perp}^{2}\right\rangle$. The Boer-Mulders parts after convolution can be found in [15].

The parameters being fitted are the Gaussian widths $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$, while the Boer-Mulders parts set to zero. The 2 D bins $(10 \times 10)$ and 3 D bins $(2 \times 5 \times 10)$ data were fitted and the results are in Fig. 15. Three contours corresponding to $\delta \chi^{2}=1,2.3$ and 6.2 are drawn besides the central values from the fitting. The $\delta \chi^{2}=1$ contour is conventionally the same as the $1-\sigma$ contour. The contours of $\delta \chi^{2}=2.3$ and 6.2 show the constraints of twoparameter fitting at confidence levels of $68 \%$ and $95 \%$, respectively. The central values of the fitting in the 2D bins are $\left\langle k_{\perp}^{2}\right\rangle=0.003 \pm 0.008 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.2104 \pm 0.0025$ $\mathrm{GeV}^{2}$. The central values of the fitting in the 3D bins are $\left\langle k_{\perp}^{2}\right\rangle=0.006 \pm 0.010 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.2148 \pm 0.0026$ $\mathrm{GeV}^{2}$. The fitting results indicate consistent azimuthal modulation effects from the data in 3D bins with the $\phi_{h}$ information and 2D bins without the $\phi_{h}$ information.

Fitting the data with a simpler functional form, namely setting $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$ to zero, was also done. The results are presented in Fig. 16. The central values of the fitting in the 2D bins are $\left\langle k_{\perp}^{2}\right\rangle=$
$0.090 \pm 0.097 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.1840 \pm 0.0276 \mathrm{GeV}^{2}$. The central values of the fitting in the 3 D bins are $\left\langle k_{\perp}^{2}\right\rangle=0.085 \pm 0.112 \mathrm{GeV}^{2}$ and $\left\langle p_{\perp}^{2}\right\rangle=0.1901 \pm 0.0330$ $\mathrm{GeV}^{2}$.

The very different constraints of $\left\langle k_{\perp}^{2}\right\rangle$ vs. $\left\langle p_{\perp}^{2}\right\rangle$ using the functional form including all three structure functions (Fig. 15) and the functional form including only structure function $F_{U U}$ (Fig. 16), come from the specific model formulation, namely $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$ as in Eqs. (23) and (24). These specific functional forms, when applied to the data in this study, would result in the intrinsic transverse momentum width $\left\langle k_{\perp}^{2}\right\rangle$ of the quarks in the nucleon being consistent with zero at small central values, which contradicts the results from the global analyses [15-17]. The effect of including the Boer-Mulders terms as parameterized in [15] was tested to be negligible (less than $2 \%$ in the kinematic range of this study).

To examine the data's constraint on the intrinsic widths with relaxed model formulations, two adjusted functional forms were used to do the fitting in the 3D bins with the $\phi_{h}$ information. The first one includes the structure functions $F_{U U}$ and $F_{U U}^{\cos \phi_{h}}$, with an additional fitting parameter $A$ to tune the amplitude of modulation as $A \cdot F_{U U}^{\cos \phi_{h}}$. The results of the fitting are $\left\langle k_{\perp}^{2}\right\rangle=0.078 \pm 0.1505 \mathrm{GeV}^{2},\left\langle p_{\perp}^{2}\right\rangle=0.1925 \pm 0.0464 \mathrm{GeV}^{2}$ and $A=0.0119 \pm 0.1971$. The intrinsic widths $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ are under loose constraint individually while the amplitude of $A \cdot F_{U U}^{\cos \phi_{h}}$ is suppressed by a small factor $A$.

The second one includes the structure functions $F_{U U}$, $F_{U U}^{\mathrm{cos} \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$, with an additional fitting parameter $A$ to tune the amplitude of modulation as $A$. $\left(F_{U U}^{\cos \phi_{h}}+F_{U U}^{\cos 2 \phi_{h}}\right)$. The results of the fitting are $\left\langle k_{\perp}^{2}\right\rangle=$ $0.080 \pm 0.1542 \mathrm{GeV}^{2},\left\langle p_{\perp}^{2}\right\rangle=0.1918 \pm 0.0475 \mathrm{GeV}^{2}$ and $A=0.0077 \pm 0.1820$. The intrinsic widths are under similar constraint as in the first case with a small factor $A$ suppressing the amplitude of $A \cdot\left(F_{U U}^{\cos \phi_{h}}+F_{U U}^{\cos 2 \phi_{h}}\right)$.

Without introducing specific forms of $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$, the parameters $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ in the SIDIS channels appear as the combined quantity $\left\langle P_{t}^{2}\right\rangle$. Sensitivity to $\left\langle P_{t}^{2}\right\rangle$ is explicitly provided by the $P_{t}$ behavior of the data. The comparison between the data and the models in the two functional forms (with and without $F_{U U}^{\cos \phi_{h}}$ and $F_{U U}^{\cos 2 \phi_{h}}$ ) using the parameters from fitting in 2D bins of the data are shown in Figs. 17 and 18.

## VI. CONCLUSION

We report the first measurement of the unpolarized SIDIS differential cross section of $\pi^{ \pm}$production from a ${ }^{3} \mathrm{He}$ target in a kinematic range $0.12<x_{b j}<0.45$, $1<Q^{2}<4(\mathrm{GeV} / \mathrm{c})^{2}, 0.45<z_{h}<0.65$, and $0.05<$ $P_{t}<0.55 \mathrm{GeV} / \mathrm{c}$.

In the multi-dimensional bin sets, the data are compared with three models from $[15-17]$ while the ${ }^{3} \mathrm{He}$ nucleus approximated as two protons and one neutron in a
plane-wave picture. In most of the kinematic ranges, the model from [17] compares the best with the data while the model from [16] deviates the most from the data. In the highest $x_{b j}$ ranges (corresponding to the lowest $P_{t}$ ranges), the model from [16] gives the best comparison with the data.

Azimuthal modulations in unpolarized SIDIS are observed to be consistent with zero within the experimental uncertainties in this study. Using the specific functional form as in the global analysis [15], the fitting results show that the width of quark intrinsic transverse momentum $\left\langle k_{\perp}^{2}\right\rangle$ is much smaller than the results from the global analyses of other types of data [5, 15-17]. With relaxed model formulation, $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ are under looser constraint individually, while the combined quantity $\left\langle P_{t}^{2}\right\rangle$ is constrained by the $P_{t}$ behavior of the data. The widths $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ in the structure functions, related to the azimuthal modulations are determined consistently using the extracted cross sections with and without the information of $\phi_{h}$.

Apparently, a simple model at the lowest twist was able to describe the main features of the data. The applicability of the simple model to semi-inclusive experiments on the proton and deuteron targets in modest $Q^{2}$ ranges was also observed by other JLab experiments [22, 23]. While one might naively expect large contributions from the higher-twist terms in the modest $Q^{2}$ range, they have not been found to be significant experimentally. It is possible that the contributions of the higher-twist terms in the SIDIS process are not as large as expected. It is also possible that the higher-twist contributions have been absorbed into the lowest-twist model by changing the parameters $\left(\left\langle k_{\perp}^{2}\right\rangle\right.$ and $\left.\left\langle p_{\perp}^{2}\right\rangle\right)$. On the other hand, besides the general agreement between the simple model and the data in this study, sizable differences exist in some of the kinematic ranges. These differences might be related to the higher-twist terms.

Clearly, high-precision data in the modest $Q^{2}$ range with a full azimuthal angular coverage will, in addition to study the leading-twist TMDs, provide opportunities to study the details of the higher-twist terms and their effects on the azimuthal angular modulations. The future 12 GeV SIDIS programs at JLab with SoLID combining high luminosities and a large acceptance including a full azimuthal angular coverage [61, 62] will provide highprecision data of the SIDIS differential cross sections as well as the azimuthal modulations in multi-dimensional bins covering a broad kinematic range. These data will significantly advance the development of the TMD phenomenology and our understanding of the TMD physics.
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FIG. 14. (color online). Results of $B$ in 3D bins from the $A \cdot\left(1-B \cdot \cos \phi_{h}\right)$ fit. The red solid circles and black open circles represent the results in the $\pi^{+}$and $\pi^{-}$production channels, respectively.


FIG. 15. (color online). Fitting contours with the functional form of the total unpolarized SIDIS cross section (refer to the text). The top panel is for the fitting results using the 2D bins $(10 \times 10)$ data, the bottom panel for the 3D bins $(2 \times 5$ $\times 10$ ). The central values of the fitting are the black crosses. The three contours from the smallest to the largest in each panel correspond to $\delta \chi^{2}=1,2.3$ and 6.2 , respectively.
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FIG. 16. (color online). Fitting contours with the functional form of the non-modulated unpolarized SIDIS cross section ( $F_{U U}^{\text {cos } \phi_{h}}$ and $F_{U U}^{\text {cos } 2 \phi_{h}}$ set to zero: refer to the text). The top panel is for the fitting results using the 2 D bins $(10 \times 10)$ data, the bottom panel for the 3D bins $(2 \times 5 \times 10)$. The central values of the fitting are the black crosses. The three contours from the smallest to the largest in each panel correspond to $\delta \chi^{2}=1,2.3$ and 6.2 , respectively.

## Appendix A: SIDIS cross section data table

The SIDIS differential cross sections in pseudo-1D, 2D and 3D bins and the corresponding kinematic variables are presented in the tables below.

The units of quantities are as the following: $Q^{2}$ is in unit of $\mathrm{GeV}^{2}, P_{t}$ in unit of $\mathrm{GeV}, \phi_{h}$ in unit of rad. Symbol $d \sigma$ stands for $d \sigma /\left(d x_{b j} d y d z_{h} d \phi_{S} d P_{t}^{2} d \phi_{h}\right)$ in unit of nb .



|  |
| :---: |
| $\cdots \cdots$ (nomod) |










FIG. 17. (color online). The differential cross sections in 2D bins: the $\pi^{+}$SIDIS production channel. The red circles are from the data. The black solid lines are from the model including the structure functions $F_{U U}, F_{U U}^{\text {cos } \phi_{h}}$ and $F_{U U}^{\text {cos } 2 \phi_{h}}$ with parameters $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ from stand-alone data fitting. The blue dashed lines are from the model including only the structure functions $F_{U U}$ with parameters $\left\langle k_{\perp}^{2}\right\rangle$ and $\left\langle p_{\perp}^{2}\right\rangle$ from fitting the data of this work only. The error bars represent the statistical uncertainties of the data. The error band on the bottom of each panel represents the experimental systematic uncertainty. The $x_{b j}$ range of each plot is presented at the bottom of the panel.



| - Data <br> - $\sigma$ (total) <br> $\cdots \cdots$ (no mod) |
| :---: |
|  |  |
|  |  |





FIG. 18. (color online). The differential cross sections in 2D bins: the $\pi^{-}$SIDIS production channel. The definitions of the markers, the lines and the bands are the same as the figure above for $\pi^{+}$channel.
$\mathrm{GeV}^{-2} \cdot \mathrm{rad}^{-2}$. Abbreviations Stat. and Sys. stand for statistical and systematic uncertainties, respectively, in unit of $\mathrm{nb} \cdot \mathrm{GeV}^{-2} \cdot \mathrm{rad}^{-2}$.

TABLE III. Unpolarized SIDIS cross section, uncertainties, and central value of variables in $\pi^{+}$channel: pseudo-1D $x_{b j}$ bins. The variable defining the bins $\left(x_{b j}\right)$ is listed in the first column. The following columns are for the unpolarized SIDIS differential cross section, the statistical uncertainty, the systematic uncertainty, and the central values of the kinematic variables in the bins.

| $x_{b j}$ | $d \sigma$ | Stat. | Sys. | $x_{b j}$ | $Q^{2}$ | $y$ | $z_{h}$ | $\phi_{h}$ | $P_{t}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.163 | 18.77 | 0.25 | 1.4 | 0.163 | 1.47 | 0.831 | 0.476 | 3.1 | 0.437 |
| 0.188 | 15.68 | 0.23 | 1.1 | 0.188 | 1.7 | 0.818 | 0.484 | 3.08 | 0.411 |
| 0.208 | 13.03 | 0.18 | 0.84 | 0.208 | 1.85 | 0.806 | 0.491 | 3.07 | 0.392 |
| 0.228 | 11.01 | 0.16 | 0.68 | 0.228 | 2 | 0.793 | 0.499 | 3.07 | 0.371 |
| 0.249 | 9.636 | 0.13 | 0.6 | 0.249 | 2.14 | 0.779 | 0.508 | 3.06 | 0.35 |
| 0.272 | 8.181 | 0.11 | 0.53 | 0.272 | 2.29 | 0.764 | 0.519 | 3.06 | 0.325 |
| 0.297 | 6.838 | 0.095 | 0.46 | 0.297 | 2.45 | 0.747 | 0.53 | 3.05 | 0.299 |
| 0.325 | 5.644 | 0.078 | 0.4 | 0.325 | 2.62 | 0.73 | 0.543 | 3.05 | 0.271 |
| 0.358 | 4.547 | 0.061 | 0.34 | 0.358 | 2.81 | 0.711 | 0.557 | 3.04 | 0.239 |
| 0.393 | 3.765 | 0.062 | 0.28 | 0.393 | 3.09 | 0.703 | 0.562 | 3.02 | 0.216 |

TABLE IV. Unpolarized SIDIS cross section, uncertainties, and central value of variables in $\pi^{-}$channel: pseudo-1D $x_{b j}$ bins. Each column is define as in the previous table for the $\pi^{+}$channel

| $x_{b j}$ | $d \sigma$ | Stat. | Sys. | $x_{b j}$ | $Q^{2}$ | $y$ | $z_{h}$ | $\phi_{h}$ | $P_{t}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.163 | 12.06 | 0.17 | 0.99 | 0.163 | 1.47 | 0.831 | 0.476 | 3.1 | 0.437 |
| 0.188 | 9.704 | 0.16 | 0.8 | 0.188 | 1.7 | 0.818 | 0.484 | 3.08 | 0.411 |
| 0.208 | 7.831 | 0.12 | 0.6 | 0.208 | 1.85 | 0.806 | 0.491 | 3.07 | 0.393 |
| 0.228 | 6.771 | 0.11 | 0.5 | 0.228 | 2 | 0.793 | 0.499 | 3.07 | 0.372 |
| 0.249 | 5.837 | 0.091 | 0.43 | 0.249 | 2.14 | 0.779 | 0.508 | 3.06 | 0.35 |
| 0.272 | 4.793 | 0.075 | 0.36 | 0.272 | 2.29 | 0.764 | 0.518 | 3.06 | 0.325 |
| 0.297 | 3.769 | 0.062 | 0.29 | 0.297 | 2.45 | 0.748 | 0.53 | 3.05 | 0.299 |
| 0.325 | 3.104 | 0.051 | 0.25 | 0.325 | 2.62 | 0.73 | 0.542 | 3.05 | 0.271 |
| 0.358 | 2.515 | 0.04 | 0.21 | 0.358 | 2.81 | 0.712 | 0.557 | 3.03 | 0.24 |
| 0.393 | 1.939 | 0.04 | 0.16 | 0.393 | 3.09 | 0.704 | 0.561 | 3.02 | 0.217 |

TABLE V. Unpolarized SIDIS cross sections in 3D bins for the $\pi^{+}$channel. The data are presented in 10 groups, each of which has 10 bins of $\phi_{h}$ in one of the $2 \times 5$ ranges of $P_{t}$ vs. $x_{b j}$. A group consists of five rows, and each row presents the information of two consecutive $\phi_{h}$ bins. Nine columns are used to present the information of each bin: the central values of the kinematic variables, the differential cross section and the uncertainties. A line is drawn in the middle of the table to separate the information of two bins in one row, for the convenience of reading.

|  | $Q^{2}$ |  |  |  |  |  |  |  | $x_{b j}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.226 | 1.9 | 0.78 | 0.504 | 312 | 2.53 | 12.62 | 0.6 | 0.83 | 0.226 | 19 | 0.783 | . 50 | , | 2.73 | 72 |  |  |
| 0.226 | 1.95 | 0. | 0.50 | 0. | 2.86 | 14.79 | 0.78 | 0.9 | 0.2 | 1.9 | 0.78 | 0.50 | , 312 | 2.9 |  |  |  |
| 0.226 |  | 0.78 | 0.50 | 0.312 | 3.07 | 13.33 | 0.71 | 0.79 | 0. |  | 0.783 | 0.504 | 0.312 | 3.17 | 13.93 | 0.73 | 1.2 |
| 0.226 | 1.95 | 0.78 | 0.50 | 0.312 | 3.27 | 4.61 | 0.77 |  | 0.226 | 1.95 | . 78 | 0.50 | 0.312 | 3.3 | 12.53 | 0.67 | 0.84 |
| 0.226 | , | 0.783 | 0.5 | 0. | 35 | 12.61 | 0.71 | 0.85 | 0. | 1.95 | 0.783 | 0.504 | 0.312 | 3.69 | 14.56 |  |  |
| 0.27 | 2. | 0.758 | 0.522 | 0.287 | 39 | 8 | 0.43 | 0.67 | 0.27 | 2 | 0.758 | 0.522 | 0.287 | 2.61 | 8.457 | 2 | 0.68 |
| 0.27 | 2. | 0.75 | 0.52 |  |  | 9.518 | 0.47 | 0.7 | . 27 | 2.2 | 0.758 | 0.5 | 0.287 | . 89 | 713 | 3 | 0.69 |
| 0.27 | 2.26 | 0.75 | 0.522 | 0.28 | 3.02 | 8.187 | 0.42 | 0.58 | 0.27 | 2.26 | 0.75 | 0.52 | 0.287 | 3.14 | 8.969 | 47 | 0.95 |
| 0.27 | 2. |  | 0.522 |  |  |  |  |  | 0.27 | 2.26 |  |  |  | 3.41 | . 17 | 0.44 | 0.74 |
| 0. | 2. | 0.758 | 0.522 | 0.287 | 3.55 | 9.306 | 0.47 | 0. | 0.27 | 2. | 0.758 | 0.522 | 0.287 | 3.78 | 8.685 | 37 | 0.68 |
| 0.299 |  | 0.741 |  |  | 2.27 | 7.354 | 0.35 | 0.4 | 0.299 | 2. |  |  |  | . | 7.077 |  |  |
| 0. | 2.45 | 0.741 | 0.534 | 0.267 | 2.68 | 6.69 | . 32 | 0.44 | 0.2 | 2. | 0.741 | 0.53 | 0.267 | 28 | 7.50 | . 35 | 0.5 |
| 0. |  |  |  | 0.267 |  | 7.471 | 0.35 | 0.46 | 0.29 | 2. |  |  |  | 3.16 | 7.268 | 0.34 | 0.62 |
| 0. | 2.45 | 0.74 | 0. | 267 | 3.32 | 6.759 | 0.33 | 0.43 | 0.29 | 2. | 0.741 | 0.53 | 0.267 | 3.4 | 6.93 | 0.33 | 0.5 |
| 0.299 |  | 0.74 | 0.534 | 0.267 |  | 76 | 0.38 |  | 0.299 |  |  | 0.53 | . 267 | 3.8 | 6.556 | 0.29 |  |
| 0.327 | 2.63 | 0.726 | 0.546 | 0.243 | 2.17 | , | 0.29 | 0.38 | 0.327 | 2.63 | 0.726 | 0.546 | 0.243 | 2.41 | 6.014 | 9 |  |
| 0. | 2.63 |  | 0.5 |  | 2.58 | 仡 96 | 0.28 | 0.3 | 0.32 | 2.63 | 0.726 | 0.546 | 0.243 | . 7 | 6.46 | 0.3 | 0.45 |
| 0. |  | 0.72 | 0.546 | 0.243 | 2.93 | 5.579 | 0.28 | 0.38 | 0. | 2.63 | 0.726 | 0.54 | 243 | 3.12 | 5.458 | 26 |  |
| 0. | 2.6 | 0.72 | 0.54 |  |  | 5.735 | . 28 | 0.3 | 0.32 | 2.63 | 0.726 | 0.546 | 0.243 | 3.4 | 5.343 | 0.26 | 0.38 |
| 0.327 |  |  |  |  |  |  | 29 |  | 0.32 |  |  |  |  | 3.95 | 4.986 |  |  |
| 0.371 | 2.89 | 0.70 | . 56 | 0.198 | 02 | 4.479 | 0.16 | 0.3 | 0.37 | 2.89 | 0.7 | 0.5 | 0.198 | 2.2 | 4.664 | 0.17 |  |
|  |  | 0 | 0.561 | 0.198 | 2.43 | 4.881 | 17 | 0.35 | 0.371 | 2.89 | 0.706 | 0.561 | 0.198 | 2.6 | 4.518 | . 16 |  |
| 0.37 | 2.8 | 0.70 | 0.56 | 0.198 | 2.81 | , 222 | 0.15 | 0.28 | 0. | 2.89 | 0.70 | 0.56 | 0.19 | 3.0 | 27 | 0.15 | 0.29 |
|  |  | 0.70 | 0.561 | 0.198 | 3.28 |  | 0.15 | 0.2 | 0.371 | 2.89 | 0.706 | 0.5 | 0.198 | 3.51 | 4.402 | 0.15 |  |
| 0.371 | 2.89 | 0.70 | 0.56 | 0.1 | 3.73 | 4.355 | 0.15 | 0.3 | 0.37 | 2.8 | 0.70 | 0.56 | 0.19 | 4.05 | 4.764 | 0.13 |  |
|  |  | 0. | 0.48 | 0. | 2.52 |  | 0 |  |  |  |  |  |  |  |  | 0.95 |  |
| 0.163 | 1.49 | 0.82 | 0.48 | 0.42 | 2.84 | 18.59 | 0.95 | 2.4 | 0.16 | 1.49 | 0. | 0.4 | 0.42 | 2.9 | 21.01 | 1.1 | 2.7 |
|  | 1.4 | 0 | 0.48 | 0. | 3.05 |  | 0.99 | 2.4 | 0.16 |  |  | 0. | 0. |  |  | 0.9 | 2.3 |
| 0.1 | 1.49 | 0.82 | 0.48 | 0.42 | 3.26 | 6.49 | 0.83 | 2.1 | 0.16 | 1.49 | 0.826 | 0.4 | 0.42 | 3.3 | 16.66 | 0.8 | 2.1 |
| 0.1 | 1. | 0.8 | 0.48 | 0.427 | 3.59 | 16.49 | 0. | 2.1 | 0.163 | 1.4 |  | 0.4 | 0. | . 59 | 9 | 0.63 |  |
| 0.1 | 1. | 0. | 0. | 0.404 | 2.47 | .93 | 0.83 | 1.4 | 0 | , |  | 0.486 | 0.404 | 2.6 | 15.89 | 0.85 | . 4 |
| 0. | 1.6 | 0.8 | 0.486 | 0.404 | 2.78 | 16.45 | 0.87 | . 4 | 0.18 |  | 0.81 | . | . 40 | 2.9 | 15. | . 8 | . 4 |
| 0.187 | 1.69 | 0.81 | 0.486 |  | 3.02 | . 6 | 0.81 | 1.4 | 0.18 | 1.69 | 0,816 | 0.48 | 0.40 | 3.1 | 16. | 0.8 | . 6 |
| 0.187 | 1.6 | 0.8 |  |  | 3.2 | 16.38 | 0.86 | 1.4 | 0.187 | 1.6 | 0.816 | . | 0.40 | 3.38 | 14. | . 7 | 1.3 |
| 0.187 | 1.6 | 0.81 | 0.48 | 0.404 | 3.51 | 14.8 | . 77 | 1.3 | 0.18 | 1.69 | 0.816 | . 48 | 0.404 | 3.7 | 14. | 0.7 | . 2 |
| 0.205 | 1.8 | 0.80 | 0.49 | . | 2.43 | 12.14 | 0.62 | 0.76 | 0.205 |  |  | . | 0.395 | 2.61 | 13.3 | 0.67 |  |
|  | 1.8 | 0. | 49 | 0.395 | 2.74 | 13.7 | 68 | 0.8 | 0.20 |  | 0.808 | 0.49 | 0.39 | 2.8 | 13.47 | 0.7 | . |
| 0.2 | 1.8 | 0.80 | 0.49 | 0.39 | 2.99 | 13.12 | 0.66 | 0.8 | 0.205 |  | 0.808 | 0.49 | 0.39 | 3.12 | 12.99 | 0.69 | 0.97 |
| 0.205 | 1.8 | 0.808 | 0.49 | 0.39 | 3.25 | 3.6 | 0.68 | 0.82 | 0.205 | 1.8 | 808 | 0.49 | 0.39 | 3.39 | 13.09 | 0.65 | 0.84 |
| 0.205 | 1.83 | 0.808 | 0.49 | 0.39 | 3.52 | 12.01 | 0.62 | 0.76 | 0.205 | 1.8 | 0.808 | 0.49 | 0.39 | 3.72 | 12.06 | 8 | 0.74 |
| 0.223 | 1.9 | 0.79 | 0.49 | 0.38 | 2.38 | 退. 45 | 0.58 | 0.7 | 0.223 | 1.9 | 0.799 | 0.49 | 0.38 | 2.55 | 11.84 | 0.6 |  |
| 0.223 | 1.9 | 0.799 | 0.49 | 0.38 | 2.68 | 10.32 | 0.54 | 0.6 | 0.223 | 1.9 | 0.799 | 0.49 | 0.38 | 2.81 | 10.5 | 0.53 | 0.62 |
| 0.223 | 1.9 | 0.799 | 0.496 | 0.38 | 2.96 | 10.29 | 0.52 | 0.58 | 0.223 | 1.9 | 0.799 | 0.49 | 0.38 | 3.12 | 11.29 | 0.57 | 0.73 |
| 0.223 | 1.97 | 0.799 | 0.496 | 0.385 | 3.27 | 12.24 | 0.65 | 0.7 | 0.223 | 1.97 | 0.799 | 0.496 | 0.38 | 3.41 | 10.24 | 0.53 | 0.64 |
| 0.223 | 1.97 | 0.799 | 0.496 | 0.385 | 3.55 | 10.18 | 0.54 | 0.6 | 0.223 | 1.97 | 0.799 | 0.496 | 0.385 | 3.7 | . 974 | 0.47 | 0.5 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.16 | 8.558 | 0.31 | 0.53 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.35 | 9.222 | 0.33 | 0.5 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.48 | 8.955 | 0.34 | 0.54 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.6 | 8.573 | 0.33 | 0.52 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.74 | 8.131 | 0.31 | 0.48 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.93 | 7.682 | 0.29 | 0.46 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 3.16 | 8.364 | 0.32 | 0.48 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 3.38 | 7.965 | 0.31 | 0.49 |
| 0.256 | 2.21 | 0.782 | 50 | 0.37 | 3.57 | 7.827 | 0.29 | 0.48 | 0.256 | 2.21 | 0.782 | 0.50 | 0.37 | 3.8 | .98 | 0.2 | 0.5 |

TABLE VI. Unpolarized SIDIS cross sections in 3D bins for the $\pi^{-}$channel. The format is the same as the previous table for the $\pi^{+}$channel.

|  | Q | y | $z_{h}$ | $P_{t}$ | $\phi_{h}$ | $d \sigma$ | Stat. | Sy | $x_{b j}$ | Q |  | $z_{h}$ | $P_{t}$ | $\phi_{h}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.225 | 1.95 | 0. | 0. | 0.312 | 2.53 | 8.15 |  | 0.63 | 0.225 | 1.95 | 0.78 | 0.50 | 0.312 | 2.73 | 8.051 |  |  |
| 0.225 | 1.95 | 0.78 | 0. | 0.3 | 2.8 | 9.074 | 0.42 | 0.7 | 0.2 | 1.9 | 0.7 | 0.504 | 0.312 | 2.9 | 8.864 | 0.43 |  |
| 0.225 | 1.95 | 0.78 | 0.50 | 0.312 | 3.07 | 9.121 | 0.45 | 0.64 | 0.225 | 1.95 | 0.78 | 0.50 | 0.312 | 3.17 | 9.126 | 0.44 |  |
| 0. | 1.95 | 0.78 | 0.50 | 0. | 3.27 | 8.339 | 0.38 | 0.67 | 0.22 | 1.9 | 0.78 | 0.50 | 0.312 | 3.38 | 8.385 | 0.41 | 0.68 |
| 0.225 | 1.9 | 0.784 | 0.50 | 0.312 | 3.5 | 9.762 | 0.54 | 0.8 | 0.225 | 1.95 | 0.78 | 0.50 | 0.312 | 3.69 | 8.69 | 0.37 |  |
| 0.27 | 2.26 | 0. | 0.522 | 0.287 | 2.39 | 4.631 | 0.19 | 0.37 | , | 2.2 | 0.75 | 0.522 | 0.287 | 2.61 | 4.884 | 0.21 |  |
| 0.27 | 2. | 0.758 | 0. | , 28 | 2.75 | 5.697 | 0.25 | 0.47 | . 27 | 2.26 | 0.75 | 0.52 | 0.287 | 2.89 | 4.874 | 0.2 |  |
| 0.27 | 2.26 | 0.758 | 0.52 | 0.287 | 3.02 | 5.723 | 0.28 | 0.45 | 0.27 | 2.2 | 0.75 | 0.52 | . 287 |  | 6.335 | 0.31 | 0.59 |
| 0.27 | 2. | 0.758 | 0. | 0.287 | 3.27 | 131 | 0.21 | 0.42 | 0.27 | 2.2 | 0.75 | 52 | 0.287 | 3.41 | 5.13 | 0.21 |  |
| 0.27 | 2. | 0. | 0. |  | 3.55 | 5.442 | 0.24 | 0.46 | 0.27 | 2.2 | 0.7 | 0.52 | 0.287 | .78 | . 5 | 0.21 |  |
| 0.299 | 2. | 0.741 | 0. | 0.268 | 2.27 | 4.09 | . 17 | 0.2 | 0.29 | 2.45 | 0.74 | 0.53 | 0. | 2.52 | 4.0 | 0.17 |  |
|  |  |  | 0.5 |  | 2.68 |  | 0.18 | . 31 | 0.29 |  |  |  |  |  | 3.557 | 0.13 |  |
| 0.299 | 2.45 | 0.741 | 0.53 | 0.268 | 3 | 3.836 | 0.15 | 0.27 | 0.29 | 2.4 | 0.74 | 0.53 | 268 | 3.1 | 3.76 | 0.15 | 0.29 |
|  |  |  | 0.53 | 0.268 | 3.3 | 3.754 | 0.15 | 0.28 | 0.29 | 2.45 |  |  | 268 | 3.48 | 3.92 | 0.16 |  |
| 0.299 | 2.45 | 0.74 | 0.53 | 0.268 | 3.6 | 4.379 | 0.18 | 0.35 | 0.299 | 2.4 | 0.74 | 0.5 | 0.268 | 3.88 | 3.552 | 0.13 |  |
| 0.327 |  | 0.727 |  |  |  |  |  | 0.21 | 0.32 | 2.6 |  |  |  | 2. | 3.33 |  |  |
| 0. | 2.63 | 0.727 | 0.54 | 243 | 2.58 | 3.389 | 0.14 | 0.2 | 0.32 | 2.63 | 0.72 | 0.5 | 24 | 2.7 | 2.97 | 0.11 |  |
| 0.32 | 2.63 | 0.72 | 0.5 | 0.243 | 2.93 | 3.52 | 0.15 | 0.27 | 0.32 | 2.6 | 0. | 0.5 | . 24 | 3.12 | 2.94 | 0.12 |  |
| 0.32 | 2.63 | 0.727 | 0.54 | 0.243 | 3.31 | 3.143 | 0.13 | 0.24 | 0.32 | 2.63 | 0.72 | 0.54 | 0.24 | 3.4 | 2.74 | 0.11 | 0.22 |
| 0.327 | 2.63 | 0.72 | 0.54 | 0.243 | 3.67 | 3.212 | 0.13 | 0.26 | 0.32 | 2.6 | 0.7 | 0.5 | 0.243 | . | 3.26 | 0.12 |  |
| 0.371 | 2.89 | 0. | 0. | 0.199 | 2.02 | 73 | 07 | 0.18 | 0. | 2.8 | 0.706 | 0.561 | 0.199 | 2.26 | 2.582 | 0.075 |  |
| 0. | 2.89 | 0.7 | 0.56 | 0.199 | 2.4 | 2.488 | 0.068 | 0.19 | 0.37 | 2.8 | 0.70 | 0.56 | 0.199 | 2.6 | . 517 | 0.075 | 0.2 |
| 0. | 2. | 0. | 0.56 | 0.199 | 2.8 | 2.5 | 0.078 | 0.2 | 0.37 | 2.8 | 0.7 | 0. | 0.199 | 3.04 | 2.38 | 0.069 | 0.16 |
| 0. | 2.89 | 0.70 | 0.56 | 0.199 | 3.28 | 2.30 | 0.067 | 0.16 | 0.37 | 2.89 | 0.706 | 0.5 | 0.199 | 3.5 | 2.30 | 0.064 |  |
| 0.3 | 2.89 | 0.706 | 0.561 | 0.199 | 3.73 | 2.335 | 0.063 | 0.2 | 0.371 | 2.89 | 0.70 | 0.56 | 0.199 | 4.05 | 2.29 | 0.044 |  |
| 0.16 | , 49 | 0.826 | 0.48 | 0.427 | 2.52 | 11. | 0.48 | 1.1 | 0.16 | 1.49 | 0.8 | 0.4 | 0.427 | 2.71 | 11.62 | 0.52 | . 1 |
| 0. | 1. | 0.826 | 0.48 | 0. | 2.84 | 11.68 | . 52 | 1.1 | 0.1 |  | 0.8 | 0.48 | 0. | 2.95 | 2.97 | 0.59 | 1.3 |
| 0.163 | 1.49 | 0.826 | 0.48 | 0.42 | 3.05 | 10.8 | 0.49 | 1 | 0.16 | 1.49 | 0.826 | 0.4 | 0.427 | 3.1 | 12. | 0.65 | 1.2 |
| 0. | 1.49 |  | 0. | . | 3.26 | 10.6 | 0.46 |  | 0.16 | 1.49 | 0.8 | 0. | 0.42 | 3.38 | 11.47 | 0.54 | 1.1 |
| 0.163 | 1.49 | 0.826 | 0.48 | 0.427 | 3.59 | 10.47 | 0.33 | 1 | 0.163 | 1.49 | 0.826 | 0.48 | 0.427 | 3.59 | 10.47 | 0.33 |  |
|  | 1.69 |  | 0. |  | 2.47 | 9.027 | 0.39 | 0.92 |  | 1.69 |  | 0. |  | 2.65 | 10.35 |  |  |
|  |  | 0.8 | 0.48 |  |  | 9.733 | 0.44 | 1 | 0.1 |  |  | 0.486 | 0.404 | 2.9 | 9.54 | 0.44 | 0.99 |
| 0.1 | 1.69 | 0.81 | 0.48 |  | 3.02 | . 4 | 0.49 | 1.1 | 0.18 | . 69 | 0.81 | 0.4 | 0.404 | 3.1 | 9.7 | 0.44 |  |
| 0. | 1.69 | 0.8 | . 48 |  |  | 9.801 | 0.44 | 1 | 0.18 |  | 0.81 | - | 40 | 3.38 | 8.73 | 0.4 | 0.93 |
| 0.187 | 1.69 | 0.816 | 0.48 | 0.4 | 3.51 | 8.193 | 0.35 | 0.86 | 0.187 | 1.69 | 0.816 | 0.48 | 0.404 | 3.7 | 10.43 | 0.53 |  |
| 0. | 1.83 | 0.809 | 0.48 | 0.39 | 2.4 | 7.583 | 0.34 | 0.5 | 0.20 | 1.83 | 0.80 | 0.48 | . 3 | 2.6 | 8.255 | 0.3 |  |
| 0.205 | 1.83 | 0.809 | 0.48 | 0.395 |  | 7.982 | 0.34 | 0.54 | 0.20 | 1.8 | 0.809 | 0.48 | 0.395 | 2.8 | 7.79 | 0.35 | 0.54 |
| 0. | 1.83 | 0.809 | 0.48 | 0.39 | 2.99 | 7.596 | 0.32 | 0.52 | 0.20 | 1.83 | 0.809 | 0.48 | 0.39 | 3.1 | 8.067 | 0.38 |  |
| 0.205 | 1.83 | 0.809 | 0.489 | 0.395 | 3.25 | 7.788 | 0.33 | 0.55 | 0.20 | 1.83 | 0.809 | 0.489 | 0.395 | 3.39 | 8.1 | 0.35 | 0.59 |
| 0.205 | 1.83 | 0.809 | 0.489 | 0.395 | 3.52 | 7.88 | 0.36 | 0.57 | 0.205 | 1.83 | 0.809 | 0.48 | 0.395 | 3.72 | 7.382 | 0.3 |  |
| 0.223 | 1.97 | 0.799 | 0.496 | 0.38 | 2.38 | 6.513 | 0.28 | 0.43 | 0.22 | 1.97 | 0.799 | 0.49 | . 3 | 2.5 | 6.614 | 0.2 | 0.43 |
| 0.223 | 1.97 | 0.799 | 0.496 | 0.38 | 2.68 | 6.038 | 0.27 | 0.4 | 0.223 | 1.97 | 0.799 | 0.49 | 0.38 | 2.8 | 6.66 | 0.3 | 0.45 |
| 0.223 | 1.97 | 0.799 | 0.496 | 0.38 | 2.96 | 6.588 | 0.3 | 0.44 | 0.22 | 1.97 | 0.799 | 0.49 | 0.38 | 3.1 | 6.341 | 0.27 | 0.39 |
| 0.223 | 1.97 | 0.799 | 496 | 0.385 | 3.27 | 6.855 | 0.31 | 0.47 | 0.22 | 1.97 | 0.799 | 0.49 | 0.38 | 3.41 | 6.75 | 0.31 | 0.4 |
| 0.223 | 1.97 | 0.799 | 0.496 | 0.385 | 3.55 | 6.31 | 0.29 | 0.45 | 0.223 | 1.97 | 0.799 | 0.49 | 0.38 | 3.7 | 6.956 | 0.3 | 0.48 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.17 | 4.856 | 0.14 | 0.34 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.35 | 4.648 | 0.13 | . 3 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.48 | 5.105 | 0.16 | 0.34 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.6 | 5.215 | 0.17 | 0.35 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.74 | 5.025 | 0.16 | 0.34 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 2.93 | 4.618 | 0.15 | 0.32 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 3.16 | 5.046 | 0.16 | 0.3 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 3.38 | 5.051 | 0.17 | 0.36 |
| 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 3.57 | 4.536 | 0.14 | 0.33 | 0.256 | 2.21 | 0.782 | 0.507 | 0.37 | 3.83 | 4.27 | 0.091 | 0.3 |

TABLE VII. Unpolarized SIDIS cross sections in 2D bins for the $\pi^{+}$channel. The data are presented in 10 groups, each of which has 10 bins of $P_{t}$, in one of the 10 ranges of $x_{b j}$. A group consists of five rows, and each row presents the information of two consecutive $P_{t}$ bins. Nine columns are used to present the information of each bin: the central values of the kinematic variables, the differential cross section and the uncertainties. A line is drawn in the middle of the table to separate the information of two bins in one row, for the convenience of reading.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.164 | 1.5 | 0.825 | 0.48 | 0.36 | 3.11 | 26.34 | 1.5 | 1.6 | 0.16 | 1.5 | 82 | 0.48 | 0.378 | . | 24.07 |  | 1.6 |
|  |  |  | 0.48 | 0.39 |  |  |  |  |  |  |  |  |  |  |  | 0.98 |  |
|  |  | 0.82 |  | 0.41 |  | 18.93 | 0.9 | 1.3 |  |  |  |  | 0.428 |  | 16.92 |  |  |
|  |  | 0.82 | 0.48 | 0.4 |  |  | 0.7 | 1.1 |  |  | 0.82 |  |  |  |  |  | 1.2 |
| 0. | 1.5 | 0.82 | 0.48 | 0. |  |  | 0. | 1 |  |  |  | 0.48 | 0.49 |  | 12.23 | 2 |  |
|  | 1.7 | 0.81 | 0.48 | 0.33 | 3.0 | 18.79 |  |  | 0.19 | 1.71 | 0.814 | 0 | 0.357 |  |  |  |  |
|  |  |  |  |  |  |  | , | , |  |  |  |  |  |  |  |  | 0.89 |
|  |  |  |  |  |  |  |  |  | 0.19 |  |  |  |  |  |  |  |  |
|  |  | 0.8 | 0.48 | 0.42 | 3.0 | 13.3 | 0.63 | 0.8 | 0.19 |  |  | 0.487 | 0 | 3.08 |  |  | 0.85 |
|  | 1.71 |  |  |  |  |  | 0.68 | 0.87 | 0.19 |  |  |  |  |  | 11.2 |  |  |
| 0.209 |  |  |  |  |  |  |  |  | 0. | 1.8 |  |  |  |  | 16.07 |  | 0.92 |
| 0.209 |  | 0.80 | 0 | 0.35 | 3.0 | 13.8 | 0.6 | 0.8 | 0 | 1.8 | 0.804 | 0.492 | 0.366 | 3.08 | 13.82 | 0.68 |  |
| 0.209 |  |  |  |  |  |  |  |  |  |  |  |  | 0.3 |  |  |  | 0.79 |
| 0.209 |  |  |  | 0.40 | 3.0 |  | 0.53 | 0.66 | 0.2 | 1. | 0.804 | . | 0. |  | 11.28 | 2 | 0.64 |
| 0.209 |  | 0.80 | 0 | 0.432 | 3.0 | 11.48 | 0.53 | 0.67 | 0 | 1.86 | 0.804 |  | 0.458 | 3.08 |  | 0.42 | 0.65 |
| 0.227 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0.227 |  | 0.79 | 0. | 0.33 | 3.08 | 11.9 | 0.58 | 0.67 | 0. | 1 | 0.794 | 0.499 | 0.3 | 3.08 | 10.47 | 0.51 | 0.57 |
| 0.227 |  |  |  | 0.36 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 27 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 0.49 | . 61 |
| 0.227 | 1.99 | 0 | 0. | 0.412 | 3 | 9 | 0. | 0.54 | 0 | 1.99 | 0.794 | 0 | 0 | 3.08 | 8.39 | 0.34 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 10. |  |  |  |  |  | 0.507 |  |  |  | 58 | 0.68 |
| 45 |  | 0.78 | 0.507 | 0.3 |  | 10.2 | 0.52 | 0.53 |  |  |  |  | 0.352 | 3.06 |  | 0.52 | 0.57 |
| 4 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | . 49 |  |
| 0.245 |  |  | 0. |  |  | 8.806 | 0 | 0. |  |  |  |  |  | 3.06 | 8.986 | 7 | 0.52 |
|  |  |  | 0.51 |  |  |  | 0.5 |  |  |  |  | 0.515 |  |  | 9.329 |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 64 | 2.2 | 0.76 |  |  |  | 8.49 | 0 | 0.49 |  |  | 0.769 | 0.515 | 0.334 | 3.09 | 8.379 | , | 0.51 |
| 0.264 | 2.2 | 0.76 | 0.51 |  |  | 8.11 |  |  |  |  |  |  |  |  |  | 0.37 | 0.45 |
|  |  |  |  |  |  |  |  |  |  |  |  |  | 0.407 |  |  |  |  |
| 0.285 | 2.37 | 0. | 0 |  |  | 9.6 | 0.5 | . |  | 2. |  | . | . |  |  | 0.42 | 0. |
|  | 2.3 |  |  |  |  |  | 0. |  |  |  |  |  | . 2 |  |  | . 36 |  |
| 85 |  |  |  |  |  |  | 0.34 |  |  |  |  | . |  | 3.07 | 7.382 | 0.36 |  |
| 0.285 | 2.3 | 0.7 | 0.5 | 0.323 | 3.07 |  | 0.3 | 0. | 0. | 2. |  | 0. | . | . | 7.356 | 0.35 | 0.46 |
| 0.285 | 2.37 | 0.7 | 0.5 |  |  |  | 0. | 0. |  | 2. | 0.755 |  | 0.385 | 3.07 | 6.245 | 4 | 0.38 |
| 0.308 |  | 0.7 |  |  |  |  | , | 0.5 |  |  |  |  |  |  |  |  |  |
| 0.308 | 2.5 | 0.7 | 0.5 |  |  |  |  | 0. |  |  |  | 0. |  | 3.07 |  | . 31 |  |
|  | 2.5 |  |  |  |  |  |  |  |  |  |  |  |  |  |  | . 27 |  |
|  | 2.52 | 0.73 | 0.53 |  |  | 5.8 | . | 0.3 |  |  | 0.739 | . 5 |  | 3.07 | 5.78 | 0.26 | . 38 |
| 0.308 | 2.52 | 0.73 | 0.53 | 0.331 | 3. |  | 0 | 0. |  | 2. | 0.739 |  |  | 3.07 | 5.696 | 0.22 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 0.34 |
| 36 | 2.68 | 0.72 | 0.54 | 0.214 |  | 5. | . | 0.33 | 0. |  | 0.722 | . | . 2 | 3.1 |  | 0.25 |  |
| 36 | 2.68 | 0.72 | 0 | 0.243 |  |  |  |  |  |  |  |  |  |  |  | . 24 |  |
| 0.336 | 2.68 |  |  | 0.271 |  |  |  |  |  |  |  | , |  | 3.1 | . | 0.2 | . 3 |
|  | 2.6 | 0.7 | 0.5 | 0. | 3. |  | 0.23 | 0. |  | 2.68 | 0.722 | - |  | 3.1 | 4.42 | 0.16 | 0.28 |
| 1 | 2.9 |  |  | 0.122 |  |  |  |  |  |  |  | 0.56 | 0.155 |  |  | . 17 |  |
| 81 | 2.96 | 0.70 | 0.5 | 0.17 |  | . 12 | 0.1 | 0.33 | 0. | 2.9 | 0. | 0.562 | 0.19 | . | 4.35 | . 1 | . 37 |
| 81 | 2.96 | 0.7 | 0.56 | 0.20 | 3.05 | 4.13 | 0.1 | 0.3 | 0.3 | 2.9 |  | . | 0.221 | 3. | . | 0.1 | . |
|  |  | 0.7 | 0.56 | 0.23 |  | 3.9 | 0.1 | 0.35 |  | 2.9 |  | , | 0.253 |  | 3.55 | 0.13 |  |
| 0.381 | 2.96 | . 70 | 0.56 | 0.27 | 23.05 | 3.51 | 0.13 | 0.3 | 0. | 2.96 | 0.704 | 0.562 | . 3 | . 0 | 3.496 | 0.11 | 0.3 |

TABLE VIII. Unpolarized SIDIS cross sections in 2D bins for the $\pi^{-}$channel. The format is the same as the previous table for the $\pi^{+}$channel.

|  | $Q^{2}$ |  |  | $P_{t}$ | $\phi_{h}$ | $d \sigma$ | Stat. | Sys. |  | $Q^{2}$ |  |  | $P_{t}$ |  |  |  | Sys. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.164 | 1.5 | 0.825 | 0.48 | 0.36 | 3.11 | 18.42 | 0.99 | 1.2 | 0.164 | 1.5 | 0.825 | 0.48 | 0.378 | 3.11 | 16.67 | 0.86 | 1.2 |
| 0.164 | 1. | 0.825 | 0.48 | 0.39 | 3.1 | 13.39 | 0.59 |  | 0.164 | 1.5 | 0.825 | 0.48 | 0.40 | 3.11 | 11.7 | 0.51 | 0.89 |
| 0.164 | 1.5 | 0.825 | 0.48 | 0.416 | 3.11 | 10.98 | . 46 | 0.83 | 0.164 | 1.5 | 0.825 | 0.4 | 0.428 | 3.11 | 10.04 | 0.43 | 0.75 |
| 0.16 | 1.5 | 0.825 | 0.48 | 0.44 | 3. | 9.779 | 0.42 | 0.73 | 0.16 | 1.5 | 0.825 | 0.48 | 0.453 | 3.11 |  | . 38 | 0.72 |
| 0.164 | 1.5 | 0.825 | 0.48 | 0.467 | 3.11 | 9.662 | 44 | 0.7 | 0.164 | 1.5 | 0.825 | 0.48 | 0.49 | 3.11 | 8.378 | 0.31 | 0.7 |
| 19 | 1.7 | 0.814 | 0.487 | 33 | 3.0 | 13.14 | 0.65 | 0. | 0.19 | 1.71 | 0.8 | 0.4 | 0.35 | 3.0 | 12.05 | . |  |
| 0.19 | 1.71 | 0.814 | 0.487 | 0.371 | 3.0 | 10.79 | . 48 | 0.7 | 0.19 | 1.7 | 0.81 | 0.487 | 0.38 | 3.0 | 9.442 | 0.39 | 0.64 |
| 19 | 1.7 | 0.8 | 0. | 0.39 | 3.08 | 10.11 | 0.45 | 0.68 | 0.19 | 1.71 | 0.8 | 0.48 | 0.41 | 3.08 | 8.966 | 0.35 |  |
| 0.19 | 1.71 | 0.814 | 0.487 | 0.42 | 3.08 | 8.546 | 0.35 | 0.5 | 0.19 | 1.7 | 0. | 0.487 | 0.436 | 3.08 | 8.429 | 0.35 | 0.56 |
| 0.19 | 1.7 | 0.81 | 0.487 | 0.449 | 3.08 | 7.746 | 0.3 | 0.53 | 0.19 | 1.71 | 0.81 | . 4 | 0.47 | 3.08 | 7.31 | 0.28 |  |
| 0.209 | 1.8 | 0.804 | 0.491 | 0. | 3.08 | 10.65 | 0.49 | 0.6 | 0.209 | 1.86 | 0. | 0.491 | 0.338 | 3.0 | 8.65 | 0.35 | 0.56 |
| 0.209 | 1.8 | 0.80 | 0.49 | 0.353 | 3.08 | 8.671 | 0.38 | 0.57 | 0.209 | 1.86 | 0.8 | 0.49 | 0.366 | 3.08 | 7.718 | 0.32 |  |
| 0.209 | 1.8 | 0.804 | 0.491 | 0.37 | 3.08 | 8.551 | 0.37 | 0.5 | 0.209 | 1.86 | 0.80 | 0.49 | 0.39 | 3.08 | 8.066 | 0.32 | 0.52 |
| 0.209 | 1.86 | 0.80 | 0.49 | 0.403 | 3.08 | 7.268 | 0.29 | 0.48 | 0.209 | 1.86 | 0.80 | 0.49 | 0.417 | 3.08 | 6.871 | 0.27 |  |
| 0.209 | 1.86 | 0.8 | 0.491 | 0.432 | 3.08 | 6.267 | 0.23 | 0.42 | 0.209 | 1.86 | 0.80 | 0.49 | 0.458 | 3.08 | 5.94 | 0.2 | 0.42 |
| 0.227 | 1.99 | 0.794 | 0.498 | 0.29 | 3.08 | 8.909 | 0.41 | 0.56 | 0.227 | 1.99 | 0.79 | 0.49 | 0.316 | 3.08 | 9.172 | 0.45 |  |
| 0.2 | 1.9 | 0.79 | 0.49 | 0.332 | 3.08 | 7.51 | 0.32 | 0.49 | 0.22 | 1.99 | 0.79 | 0.49 | . 34 | 3.0 | . 35 | 0.33 |  |
| 0.227 | 1.99 | 0.79 | 0.498 | 0.36 | 3.08 | 6.392 | 0.26 | 0.41 | 0.227 | 1.99 | 0.79 | 0.49 | 0.372 | 3.08 | 6.896 | 0.28 |  |
| 0.2 | 1.9 | 0.7 | 49 | 0.38 | 3.08 | 7.08 | . 31 | 0.46 | 0.22 | 1.9 | 0.79 | 0.498 | 0.39 | 3.08 | 91 | 0.22 | 0.39 |
| 0.227 | 1.99 | 0.79 | 0.498 | 0.412 | 3.08 | 6.607 | 0.29 | 0.42 | 0.227 | 1.99 | 0.79 | 0.498 | 0.44 | 3.08 | 4.88 | 0.16 | 0.32 |
| 0.245 | 2.11 | 0.781 | 0.507 | 0.27 | 3.06 | 8.322 | 0.4 | 0.5 | 0.24 | 2.11 | 0.78 | 0.50 | 0.297 | 3.0 | 6.505 | 0.3 |  |
| 0. | 2.1 | 0.781 | 0.507 | 0.31 | 3.06 | 6.682 | 0.29 | 0.44 | 0.24 | 2.1 | 0.78 | 0.507 | 0.328 | 3.06 | 6.776 | 0.3 | 0.45 |
| 0.2 | 2.1 | 0.78 | 0.507 | 0.34 | 3.06 | 6.682 | 0.31 | 0.43 | 0.2 | 2.1 | 0.78 | 0.50 | 0.352 | 3.0 | 6.197 | 0.26 |  |
| 0.2 | 2.1 | 0.78 | 0.507 | 0.365 | 3.06 | 5.828 | 0.25 | 0.38 | 0.24 | 2.1 | 0.78 | 0.50 | 0.379 | 3.06 | 5.559 | 0.21 | 0.3 |
| 0.2 | 2.1 | 0.78 | 0.507 | 0.39 | 3.06 | 5.139 | 0.2 | 0.3 | 0.24 | 2.1 | 0.78 | 0.50 | 0.425 | 3.06 | 4.673 | 0.15 |  |
| 0.2 | 2.24 | 0.769 | 0.515 | 0.24 | 3.09 | 7.03 | 0.34 | 0.4 | 0.2 | 2.2 | 0.76 | 0.5 | 0.27 | 3.0 | 5.78 | 0.25 | 0.39 |
| 0.2 | 2.2 | 0.769 | 0.51 | 0.292 | 3.09 | 5.678 | 0.25 | 0.38 | 0.26 | 2.24 | 0.769 | 0.5 | 0.307 | 3.09 | 5.4 | 0.23 | 0.37 |
| 0. | 2.2 | 0.769 | 0.51 | 0.32 | 3.09 | 5.122 | 0.2 | 0.34 | 0.26 | 2.2 | 0.769 | 0.51 | 0.33 | 3.09 | 4.738 | 0.2 | 源 |
| 0. | 2.2 | 0.769 | 0.51 | 0.34 | 3.09 | 5.25 | 0.23 | 0.36 | 0.2 | 2.24 | 0.76 | 0.5 | 0.359 | 3.09 | 4.581 | 0.19 | 0.3 |
| 0.2 | 2.24 | 0.769 | 0.5 | 0.37 | 3.09 | 4.161 | 0.15 | 0.28 | 0.26 | 2.2 | 0.769 | 0.5 | 0.40 | 3.09 | 3.95 | 0.13 | 0.26 |
| 0.284 | 2.37 | 0.755 | 0.52 | 0.221 | 3.07 | 5.468 | 0.25 | 0.36 | 0.28 | 2.37 | 0.75 | 0.52 | 0.25 | 3.07 | 4.76 | 0.19 | 0.33 |
| 0.284 | 2.37 | 0.75 | 0.52 | 0.268 | 3.07 | 425 | 0.18 | 0.31 | 0.28 | 2.37 | 0.75 | 0.52 | 0.283 | 3.0 | 4.722 | 0.2 | 0.33 |
| 0.2 | 2.37 | 0.75 | 0.52 | 0.29 | 3.07 | 3.927 | 0.15 | 0.27 | 0.28 | 2.37 | 0.75 | 0.52 | 0.31 | 3.07 | 4.239 | 0.17 | 0.29 |
| 0. | 2.37 | 0.755 | 0.524 | 32 | 3.07 | 4.3 | 0.18 | 0.3 | 0.28 | 2.37 | 0.75 | 0.5 | 0.33 | 3.0 | 3.641 | 0.14 | 0.25 |
| 0.28 | 2.37 | 0.755 | 0.52 | 0.352 | 3.07 | 4.377 | 0.19 | 0.3 | 0.28 | 2.37 | 0.75 | 0.52 | 0.38 | 3.07 | 3.49 | 0.11 | 0.24 |
| 0. | 2.52 | 0.74 | 0.53 | 0.193 | 3.0 | 4.53 | 0.18 | 0.31 | 0.30 | 2.52 | 0.74 | 0.5 | . 22 | 3.0 | 4.266 | 0.18 | 0.3 |
| 0.3 | 2.52 | 0.74 | 0.53 | 0.242 | 3.0 | 4.076 | 0.16 | 0.29 | 0.30 | 2.52 | 0.74 | 0.53 | 0.257 | 3.07 | 3.85 | 0.15 | 0.28 |
| 0.308 | 2.52 | 0.74 | 0.536 | 27 | 3.0 | 3.519 | 0.13 | 0.25 | 0.30 | 2.52 | 0.74 | 0.53 | . 28 | 3.0 | 3.5 | 0.1 | 0.26 |
| 0.308 | 2.52 | 0.74 | 0.53 | 0.299 | 3.07 | 3.271 | 0.12 | 0.23 | 0.30 | 2.52 | 0.74 | 0.53 | 0.31 | 3.07 | 3.046 | 0.11 | 0.22 |
| 0.308 | 2.52 | 0.74 | 0.536 | 0.331 | 3.07 | 2.705 | 0.094 | 0.19 | 0.308 | 2.52 | 0.74 | 0.53 | 0.368 | 3.07 | 2.972 | 0.091 | 0.21 |
| 0.3 | 2.68 | 0.722 | 0.54 | 0.161 | 3.1 | 3.508 | 0.14 | 0.24 | 0.33 | 2.68 | 0.72 | 0.5 | 0.195 | 3.1 | 2.96 | 0.11 | 0.21 |
| 0.336 | 2.68 | 0.722 | 0.548 | 0.214 | 3.1 | 3.319 | 0.14 | 0.24 | 0.33 | 2.68 | 0.722 | 0.5 | 0.229 | 3.1 | 3.235 | 0.14 | 0.2 |
| 0.336 | 2.68 | 0.722 | 0.54 | 0.243 | 3.1 | 2.994 | 0.12 | 0.22 | 0.336 | 2.68 | 0.72 | 0.5 | 0.257 | 3.1 | 2.565 | . 0 | 0.19 |
| 0.336 | 2.68 | 0.722 | 0.548 | 0.271 | 3.1 | 2.585 | 0.096 | 0.19 | 0.336 | 2.68 | 0.72 | 0.54 | 0.286 | 3.1 | 2.293 | 0.07 | 0.17 |
| 0.336 | 2.68 | 0.722 | 0.54 | 0.304 | 3.1 | 2.579 | 0.09 | 0.19 | 0.336 | 2.6 | 0.72 | 0.54 | 0.343 | 3.1 | 2.41 | . 07 | 0.17 |
| , 38 | 2.96 | 0.705 | 0.56 | 0.12 | 3.05 | 3.01 | 0.11 | 0.2 | 0.38 | 2.96 | 0.70 | 0.56 | 0.155 | 3.05 | 2.238 | 0.06 | 0.21 |
| . 38 | 2.96 | 0.705 | 0.561 | 0.175 | 3.05 | 2.398 | 0.077 | 0.24 | 0.38 | 2.96 | 0.70 | 0.56 | 0.192 | 3.05 | 2.295 | 0.068 | . 23 |
| 0.38 | 2.96 | 0.705 | 0.561 | 0.207 | 3.05 | 2.321 | 0.074 | 0.23 | 0.38 | 2.96 | 0.705 | 0.56 | 0.221 | 3.05 | 2.332 | 0.069 | 0.24 |
| 0.38 | 2.96 | 0.705 | 0.561 | 0.236 | 3.05 | 1.915 | 0.053 | 0.2 | 0.38 | 2.96 | 0.70 | 0.56 | 0.253 | 3.05 | 2.003 | 0.06 | 0.21 |
| 0.38 | 2.96 | 0.705 | 0.561 | 0.272 | 3.05 | 1.889 | 0.058 | 0.2 | 0.38 | 2.96 | 0.705 | 0.56 | 0.316 | 3.05 | 1.713 | 0.039 | 0.2 |
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