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The EXO-200 Collaboration is searching for neutrinoless double beta decay using a liquid xenon
(LXe) time projection chamber. This measurement relies on modeling the transport of charge
deposits produced by interactions in the LXe to allow discrimination between signal and background
events. Here we present measurements of the transverse diffusion constant and drift velocity of
electrons at drift fields between 20 V/cm and 615 V/cm using EXO-200 data. At the operating field
of 380 V/cm EXO-200 measures a drift velocity of 1.705+0.014

−0.010 mm/µs and a transverse diffusion

coefficient of 55±4 cm2/s.

I. INTRODUCTION

The EXO-200 experiment uses a liquid xenon (LXe)
time projection chamber (TPC) to search for neutrino-
less double beta decay (0νββ) of 136Xe. Observation of
this lepton number violating process would indicate that
neutrinos are Majorana particles and could constrain the
absolute neutrino mass scale [1]. Detection of 0νββ, which

has a half life in excess of 1025 years, requires precise
measurement of the energy of the electrons produced in
the decay as well as the elimination of sources of back-
ground radiation that could obscure a signal. By employ-
ing a TPC, EXO-200 can discriminate between a 0νββ sig-
nal consisting of two spatially unresolved electrons and
γ backgrounds that at the energies of interest tend to
produce multiple position-resolved energy deposits from
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Compton scattering.
Such classification can be improved by a detailed un-

derstanding of the diffusion process for electrons as they
drift under the influence of the electric field in LXe. Dif-
fusion effects that are modest in EXO-200, which has
a relatively short drift length (. 20 cm), become more
important in the ton-scale LXe detectors being devel-
oped for both 0νββ and dark matter searches, which will
have drift lengths ∼1 m [2, 3]. Accurate measurements of
the electron diffusion in LXe are therefore important for
understanding background discrimination in these next-
generation experiments.

Electron diffusion in LXe has previously been studied
at fields higher than those of EXO-200. Early work using
short drift lengths (.5 mm) measured the transverse and
longitudinal diffusion coefficients for drift fields between
700 V/cm < Ed < 7500 V/cm [4, 5]. In addition, a recent
measurement using data from the XENON10 detector
determined the longitudinal diffusion coefficient at Ed =
730 V/cm [6]. EXO-200 typically operates with a bulk
electric field of 380 V/cm, allowing the measurement of
the transverse electron diffusion at lower electric fields.

II. MODEL FOR DIFFUSION IN LIQUID
XENON

For an initial δ-function charge deposit of N electrons
centered at position ~x = (0, 0, 0) at time t = 0, the charge
density, n(~x, t), at later time t and position ~x can be
determined by solving the 3-dimensional diffusion equa-
tion [7]:

n(~x, t) =
N

4πDT t
√

4πDLt
exp

[
−(x2 + y2)

4DT t

]
× exp

[
−(z − vdt)2

4DLt

] (1)

where DT (DL) is the “transverse (longitudinal) diffusion
coefficient”, describing diffusion in the directions perpen-
dicular (parallel) to the electric field. Equation 1 de-
scribes a Gaussian charge distribution that diffuses while
drifting in the +Z-direction with velocity vd due to an
applied electric field as shown in Fig. 1. Different con-
ventions for defining DT exist in the literature; here we
use the same convention as in previous measurements of
DT for liquid noble gases [8] where σ2 = 2Dt in each
degree of freedom. Because each degree of freedom can
be treated independently, the transverse diffusion pro-
cess can be modeled as a random walk along the X-axis
and Y -axis where at each time step dt a random step is
sampled from independent Gaussian distributions with
variance σ2 = 2DT dt. Considering only the distribution
in the 2-dimensional plane transverse to the electric field
for an initial point like distribution at t = 0 gives a radial
variance at time t:

〈R(t)2〉 = 〈x(t)2〉+ 〈y(t)2〉 = 4DT t (2)

III. EXO-200 DETECTOR

A. Detector description

The EXO-200 detector and event reconstruction have
been described in detail elsewhere [9, 10]. The follow-
ing brief summary focuses on the details relevant to the
diffusion measurement.

The EXO-200 detector consists of a radiopure copper
vessel filled with LXe, enriched to 80.672±0.014% in the
isotope 136Xe [10], in which the TPC is immersed. The
detector is ∼44 cm long and ∼40 cm in diameter and in-
cludes two identical back-to-back drift regions known as
TPC1 and TPC2 that share a cathode located at the cen-
ter of the detector. Charge is detected at either end by a
pair of wire planes, each of which lies in front of an array
of large-area avalanche photodiodes (APDs) [11] that are
used to observe scintillation light. The front-most wire
plane in each pair (V-wires) is located 192.4 ± 0.5 mm
from the cathode and serves both as a shielding grid and
to detect induced signals as electrons are drifted from the
interaction location to the second wire plane (U-wires)
where charge is collected. The U-wires are then separated
from the V-wires by 6 mm. Each APD plane is 6 mm be-
hind the U-plane. The U and V grids at either anode are
oriented at a 60◦ angle with respect to each other. Each
grid consists of 114 wires separated by 3 mm, which are
grouped into readout channels containing 3 wires each.
This grouping gives 38 readout channels per wire plane
that are each 9 mm in pitch. A cutout view of the detec-
tor can be seen in Fig. 1, which shows the cathode, APD
plane and wire planes.

Particles interacting with the LXe deposit energy by
producing both scintillation light (178 nm) and electron-
ion pairs (ionization). Electrons are drifted from their
initial location toward the anode by a uniform bulk elec-
tric field of 380 ± 20 V/cm. This field is set by holding
the cathode at a potential of -8 kV, the V-wire grid at
-780 V, the U-wire grid at ground and the APD plane at
∼ −1400 V. These potentials are chosen so that the aver-
age of the non-uniform field between the U- and V-wire
grids (778 V/cm) is approximately twice the main drift
field, ensuring full transparency of the V-wire grid and
full collection of the U-wire grid for ionization. The mag-
nitude of the electric field in both regions is determined
using an electrostatic simulation of the full EXO-200 de-
tector performed with COMSOL [12], and the error on
the bulk field denotes the maximum spatial variations
around the mean field. Figure 2 shows a 2D segment of
the resulting COMSOL model. At the edge of each TPC
the field is graded in 10 steps by copper field shaping
rings to produce a more uniform field along the z-axis
within the LXe bulk. In addition to the data acquired
at the standard operating field above, EXO-200 has also
acquired smaller amounts of data at fields ranging from
20 V/cm to 615 V/cm. When operating at these ad-
ditional fields, the bias applied to the V-wire grid and
cathode was chosen to maintain a constant factor of 2
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Figure 1. Cut out schematic of the EXO-200 LXe TPC. Shown in the center is the shared cathode plane (blue) and on either
side the APD (black), V-wire (red) and U-wire (green) planes are shown. Also included on either side of the cathode are the
copper field shaping rings and their support structure. The top inset shows a zoomed view of the wire and APD planes while
the bottom inset shows the same view in the X/Y plane to illustrate the relative angle between the wire planes.

higher mean field in the collection region between the U-
and V-wires relative to the bulk of the detector, in or-
der to maintain full transparency of the V-wire grid to
electrons.

Calibration of the detector is periodically performed
by positioning γ-ray sources at several locations around
the detector. Currently four sources (137Cs, 60Co, 228Th
and 226Ra) are used to span the energy range of interest
for the double beta decay search. These sources can be
repeatedly deployed to fixed locations in a copper guide
tube that wraps around the outside of the LXe TPC.
For this study only two calibration source locations were
used: one centered on the Z-axis behind one of the anode
planes and another positioned at the cathode edge (Z=0)
and on the +X-axis.

Electrons in LXe can capture on electronegative impu-
rities as they drift, which attenuates the charge signal.
To minimize this attenuation, the xenon is continuously
circulated through purifiers [9]. The purity of the LXe is
monitored by periodically measuring the electron lifetime
so that a drift-time dependent correction to the event en-
ergy can be implemented in the data analysis [10]. To
limit effects of poor purity, only data for which the elec-
tron lifetime is > 2 ms is used in this analysis.

B. Monte Carlo simulations

Previous EXO-200 analyses have relied on Monte Carlo
(MC) simulations to understand the detector response to
ionizing radiation. These MC simulations are described
in detail in previous papers [10] and are validated using
data from the γ source calibrations. In these analyses,

it was not necessary to include electron diffusion given
its small effect (∼1 mm over the full drift) relative to
the 9 mm channel size. However, more recent efforts
to optimize background discrimination have focused on
accurately modeling the size and multiplicity of charge
deposits. This requires incorporating diffusion into the
EXO-200 MC simulation.

For a given source the MC simulation first produces
energy deposits within the detector using a GEANT4-
based application [13] which employs a detailed model
of the detector geometry [10]. The ionization deposits
are binned into cubic voxels with 0.2 µm edges. Each
voxel is then tracked as it is drifted from the interaction
location to the collection wires using a simulation of the
electric field in the TPC. For every time step, the charge
induced on each readout channel is determined from the
Shockley-Ramo theorem [14, 15].

To model diffusion, at each time step of size dt, addi-
tional random displacements, dx and dy, are added to the
position in the x and y direction. As described in Sec. II,
these displacements are drawn from independent Gaus-
sian distributions with σ2 = 2DT dt. To ensure sufficient
granularity of the charge distribution, the initial 0.2 µm
voxels are further split into equal deposits consisting of
a maximum of ∼600 electrons prior to simulating their
drift. MC studies indicated that this level of granular-
ity is sufficient to accurately model the diffusion process,
and the resulting reconstructed charge deposits are not
affected by finer pixelization.

In previous publications [10], the signal generation
stage used a two-dimensional (2D) electrostatic model-
ing of the electric field in the detector and assumed az-
imuthal symmetry. This approximation does not accu-
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Figure 2. Magnitude of the electric field in the U-Z plane
for (top) one entire drift space of the TPC (cathode is at
Z=0 mm) and (bottom) a small segment near the anode. Also
shown in black are the electric field lines that electrons would
follow to the collection plane assuming no diffusion.

rately reflect the 60◦ orientation of the U-wires relative
to the V-wires, which has a substantial effect on the tra-
jectory of the charge deposits in the collection region.
After incorporating diffusion, this 2D simulation gave
poor agreement to data in the multiplicity and ampli-
tude of signals induced on U-wires neighboring the collec-
tion channel. Implementing a full three-dimensional (3D)
simulation of the electric field substantially improved the
agreement of these signals between data and simulation.
To optimize the speed of the simulation, only a segment
spanning 4mm x 4mm x 25mm, with edges oriented par-
allel to the U- and V- wires, was used to approximate
the field throughout the detector, assuming translational
symmetry. This does not fully account for imperfections
in the electric field near the edge of the detector, but pro-

vides a good description within the fiducial volume de-
fined by the hexagonal region with 162 mm apothem that
is >10 mm from the cathode and each V-wire plane. [16]
For data taken at lower fields, a deficit of events at high
radius near the cathode indicated that significant radial
non-uniformities were present in the drift field. To avoid
introducing systematic errors due to these non-uniform
regions, the radial fiducial volume cut was tightened to
remove these regions from the analysis. As described in
Section IV B, checks were performed to ensure no radial
dependence was present within the fiducial volume used
at each field.

A charge propagation simulation is used to produce
waveforms for each readout channel with the same pa-
rameters as those obtained in data. Each waveform is
sampled at 1 MHz and contains 2048 samples centered
around the interaction time. The pulse amplitudes are
determined using the gain of the detector readout elec-
tronics in ADC counts per electron charge. Noise traces
acquired with the detector throughout its operation are
added to the simulated waveforms to accurately model
the detector noise. Waveforms for both MC and data
are processed with the same analysis code to reconstruct
signals on the U- and V-wires.

The U- and V-wire signals reconstructed from the data
and MC waveforms are grouped into “clusters” of signals
arising from the same interaction, based on the position
and timing information of all signals in an event. For
each cluster, the total energy, position, and the number
of active readout channels are determined. The number
of active channels in each cluster depends on the initial
deposit size and the transverse diffusion as the deposit
is drifted to the collection grid. The distribution of the
number of wire channels contributing to clusters can be
used to measure the effects of diffusion in the EXO-200
data, as will be described in Sec. IV B.

IV. RESULTS

A. Drift velocity

In order to measure the diffusion constant, the trans-
port of electrons in LXe must be accurately modeled.
The simulation described in Section III B requires a re-
alistic electron drift velocity to produce signals with the
correct shape and timing structure. Previous works have
reported the drift velocity measured by EXO-200 at the
standard operating field of 380 V/cm [10]. Here, the ve-
locity is measured over the larger range of electric fields
described in Section IV B.

The drift velocity is determined from the drift time for
events originating from a known location in the detector.
To perform the measurement in the region of the detector
between the cathode and the V-wire plane (i.e., the “bulk
velocity”), events that drift the full length of the TPC are
used. The drift time is converted to an average velocity
using the separation between the cathode and V-wire grid
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of 192.4 mm. Two separate analysis techniques were used
to check for consistency.

The first analysis measures the maximum drift time
for α events emitted from surface contamination on the
cathode and V-wire plane. Due to the short range of an
α in LXe, the separation between the initial charge dis-
tribution and the originating surface is small relative to
the uncertainty in the reconstructed Z-position [10]. En-
ergy deposits from α events have higher charge density
relative to γs and βs causing substantially more scintil-
lation from recombination relative to ionization. This
allows α events to be selected using a cut on the ratio
of scintillation light to charge yield which is tuned using
peaks from known α backgrounds [17]. To obtain suffi-
cient statistics for this measurement requires several days
of “low background” data, for which a calibration source
is not present. In 580 days of low background data taken
at the standard field of 380 V/cm, ∼100k α events were
observed. In addition ∼1k α events over 4 days of data
taking at 567 V/cm were acquired. Low background data
were not taken at any of the other fields considered here.

As shown in Fig. 3, the distribution of drift times from
αs has a large concentration of events arising from surface
contamination on both the cathode and V-wire planes.
The distribution of drift times from both surfaces are
separately fit to Gaussians to determine the mean drift
time for events originating on each. The electric field
is less uniform between the U- and V-wire planes than
in the bulk, as shown in Fig. 2. For this reason it is not
possible to define a single drift velocity in this region, but
the mean drift time between the U- and V-wire planes can
still be determined and is subtracted in the measurement
of the bulk drift velocity.

The dominant systematic with this technique is due
to the measurement of the distance between the cathode
and the V-wire plane. This separation is determined us-
ing the known geometry at room temperature as well as
the expected thermal contraction of the TPC materials
at LXe temperatures. After cooling the TPC, there is
some uncertainty on the resulting drift length and the
position of the cathode relative to the wire planes. As
shown in the inset of Fig. 3, a ∼1 µs difference in the
drift time is seen between the drift spaces of TPC1 and
TPC2 for α events. This difference is consistent with an
offset of the cathode position from center by ∼0.5 mm.
This potential offset is taken as an additional systematic
error on the total distance between the V-wire plane and
cathode in each TPC.

In addition to using α events from surface contamina-
tion, γ-ray source calibration data can be used to mea-
sure the drift time. Data taken with a 228Th source at
the cathode was used in order to maximize the number
of events traveling the full length of the detector. Due to
the finite size of charge deposits and position-dependent
variations in the drift length, the distribution of drift
times has a finite width edge at its maximum, as shown
in Fig. 4. A simulation is used to calculate the position
along this edge that corresponds to the average drift time

for events traveling the full length of the TPC in MC.

Following the same procedure as for the measurement
using α events, the portion of the total drift time cor-
responding to the transit time between the V- and U-
wires must be subtracted to obtain the drift time in the
main drift region alone. This V-to-U drift time is di-
rectly measured using α events at the two fields for which
low background data were acquired (380 V/cm and 567
V/cm) as described above. For the remaining fields, this
drift time is estimated using the known spacing between
the V- and U-wires and the measured value of the drift
velocity at the mean field in this region. Since the field
in the U-V gap was chosen to be twice the field in the
main drift region for each dataset, and since the field was
also varied by a factor of two between different data sets,
the measurement of the drift velocity in the bulk region
for each higher field point can be used to estimate the
drift velocity in the collection region at the point below
it. While this approximation neglects the non-uniformity
of the electric field between the U- and V- planes, the
correction itself is small, and the resulting error gives a
negligible contribution to the total error.

From Fig. 4 it can be seen that drift time distribution
in data are not fully reproduced by MC. In particular,
the tail of the distribution in data are slightly broader
than in the simulated distribution. This difference may
arise from the approximate modeling of the electric field
geometry near the TPC surfaces in simulation. To ensure
that any differences in the detailed modeling of the edge
of the distribution are accounted for, the width of the
edge in the data distribution is added as a systematic
error in the measurement of the maximum drift time.

The measured drift velocity from α events and source
data at each field are shown in Fig. 5. Both techniques
agree within errors at the fields at which data are avail-
able for both (inset). Figure 5 also shows previous mea-
surements of the drift velocity of electrons in LXe [18–
22]. The EXO-200 measurements differ from previous
measurements at the same fields by up to ∼10%. The
difference between the EXO-200 measurements and the
early measurements by Miller et al. [18] and Gushchin et
al. [19], using substantially shorter drift distances, can-
not be fully explained by the temperature differences be-
tween the measurements. Previous measurements have
found the drift velocity to vary by ∼ 0.012 mm/µs K−1

at similar fields [23]. In the current measurement, data
were taken at 167.0±0.2 K, while the Miller et al. [18] and
Gushchin et al. [19] measurements were obtained at lower
temperatures (163 K and 165 K respectively). These
temperature differences are consistent with slower drift
velocity at higher temperatures. However, they would
account for only a . 3% variation between the measure-
ments shown in Fig. 5. The more recent measurements
from XENON10 [20], XENON100 [21] and LUX [22] are
taken at 177 K, 182 K and 174 K respectively. These
measurements take advantage of the &10 cm drift lengths
and higher chemical purity available with modern LXe
TPCs and are in better agreement with the EXO-200
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for a 228Th source positioned near the cathode.

measurements presented here. The residual disagreement
between EXO-200 and these more recent measurements
is comparable to the expected deviation due to temper-
ature differences.

In addition, early studies suggested that the purity
of the LXe can affect the drift velocity of electrons in
LXe [24, 25]. Although only high purity data were in-
cluded for the measurement shown in Fig. 5, the drift
velocity was also measured for data with lower purity.
For this data electron lifetimes varied between 80 µs and
600 µs. The drift velocity for this data were measured
using α events following the method outlined above and
agreed within error to the measurement at purity >2 ms
included in Fig. 5.
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count for possible variations due to temperature [23]. The
inset shows a comparison of the two methods of measurement
at 380 V/cm and 567 V/cm in EXO-200.

B. Diffusion

At the standard operating field of 380 V/cm, data were
taken using 226Ra, 228Th and 60Co calibration sources,
as described in Section III A. Runs were performed with
the sources positioned near both the anode and cathode
to account for any systematic errors that may arise from
different position and energy distributions. Variations in
the measured diffusion coefficient for different data sets
were at most ∼10%. For data taken at operating fields
other than 380 V/cm, only the 228Th source was used. A
minimum of ∼100k events were used for the measurement
at each field.

MC was generated using a range of diffusion coeffi-
cients. For each simulated coefficient, the distribution of
the fraction of clusters containing only 1 readout channel
instead of 2 readout channels (i.e., the “1-wire fraction”)
for different Z-positions was determined and compared
to that observed in data. A maximum likelihood fit
is performed to determine the diffusion coefficient that
gives the best agreement between data and MC. The
distributions of 1- and 2-wire events for each source are
binned into 6 Z-bins spanning the length of both TPCs.
Only events inside the fiducial volume described in Sec-
tion III B are used to avoid field non-uniformity near the
edges of the detector. Fits are performed separately for
each source and source position, and results from the fit
to each dataset agree within errors. The final measure-
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Figure 6. EXO-200 comparison of 1-wire fraction between
Data (black points) and MC without diffusion (blue line) and
with diffusion (red line) for operation at 380 V/cm. The
sources shown are (a) 228Th, (b)60Co and (c) 226Ra. For
MC with diffusion a coefficient at the best fit of 55 cm2/s was
used for all sources.

ment at each field is then performed using a combined fit
to all sources.

Figure 6 shows the Z-dependence of the 1-wire fraction
for data and MC for each of the three sources at the stan-
dard field. This includes MC with a diffusion coefficient
near the best fit value of DT = 55±4 cm2/s as well as that
generated without diffusion. A linear dependence in the
1-wire fraction versus Z-position can be seen in source
calibration data, consistent with increasing event size at
longer drift lengths. For the MC without diffusion, the
distribution does not depend on drift length. As shown
in Fig. 6, incorporating diffusion into the MC results in
good agreement in the distribution of the 1-wire fraction

with data.

The simulation of the EXO-200 detector response has
been studied in detail to optimize its agreement with
data, but some differences remain. Inaccuracies in the
simulation of 1- and 2-wire event distributions are esti-
mated by measuring the differences in these distributions
between data and MC for events within 10 mm of the
V-wire plane, where the effect of diffusion is negligible.
Differences in the 1-wire fraction for each Z-bin between
5-20% was observed at the fields considered here. The
largest of these errors was associated with the fields far-
thest from the standard operating field, where the MC is
less studied.

To account for the error associated with systematic
difference between the data and MC, an additional scal-
ing of the 1-wire and 2-wire event distributions in each
bin is allowed to vary. These scalings are constrained in
the likelihood fit by Gaussian errors determined from the
differences between data and MC for the short drift time
events. An additional independent scaling of the overall
ratio between 1-wire and 2-wire events was also included
and constrained using the same technique. These scal-
ings and constraints allow the effect of any errors in the
MC simulation of the expected wire distributions to be
propagated as systematic errors to the measurement of
the diffusion constant. No correlation between the con-
straints were observed so the constraints were separately
fit for each data set and the likelihood was summed over
all data sets to determine the best fit diffusion constant
and error at each field.

In addition, there is an error associated with inaccu-
rately reproducing the signal amplitude of charge chan-
nels in MC. At the standard field of 380 V/cm, the rela-
tive signal amplitude of each channel is empirically scaled
to match the amplitude observed in data to within 10%.
At lower electric fields, the signal amplitude is reduced
due to the lower charge extraction efficiency. This varia-
tion in charge yield with electric field has been well stud-
ied in previous experiments [5, 26]. The relative summed
signal amplitude is measured for events in the 228Th peak
for each field and a correction to the expected charge
yield in simulation is applied by scaling all charge sig-
nals by the observed factor. This does not fully account
for the detailed microphysics of this process, and future
work could use simulation packages such as NEST [13, 27]
to account for the varying charge yield with field on an
event-by-event basis. Since only an empirical scaling is
used here, an additional systematic error is estimated by
performing the fit to the diffusion constant for both the
scaled and un-scaled U-wire signals. The shift in the
central value of the fit is then included as an additional
systematic error to conservatively account for any error
in the simulated charge yield with field. The resulting
error from the signal magnitude systematic is 5% at the
standard field compared to the 8% total error. For the
measurements at lower fields, this error increases due to
the larger variations in charge yield. For the lowest field,
this systematic results in a 46% error compared to the
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Figure 7. Measured diffusion coefficient versus electric field
in EXO-200 (red points). Solid error bars are statistical and
dashed errors include the systematic errors discussed in the
text. Also plotted are previous measurements made by T.
Doke and collaborators (black points) [4, 5, 28, 29]. Error bars
for the previous measurements from [29] are shown, where
errors were provided only for two of the seven points.

48% total error.
The effect of self-repulsion of charge clouds is ignored

in the full simulation of charge propagation and diffu-
sion. This effect was studied separately to determine its
impact on the measurement and is qualitatively differ-
ent from diffusion since it depends on the density of the
charge distribution. This introduces a dependence on the
event energy and an additional non-linear z-dependence
in the size of the charge distribution versus drift time.
However, the variation with cluster energy for the dif-
fusion coefficients measured here is less than 10% over
the full energy range and is consistent with errors. This
indicates that the data are not sensitive enough to show
the effect of self-repulsion of charge deposits.

As a cross-check, a standalone simulation including
the effects of both self-repulsion and diffusion was per-
formed, using a similar technique as in [8]. This simu-
lation tracked the drifting electrons while accounting for
both diffusion as well as repulsion from each electron to
calculate the expected spread of the initial deposit. The
screening of polarized LXe ions was ignored to give a con-
servative estimate of the error from the repulsion process.
Results of this study confirm that repulsion is a negligi-
ble effect, contributing at most 3% to the overall spread
of the charge distribution.

As described in Section III B, the fiducial volume at
each field was defined to minimize systematic effects from
field non-uniformities. To check for any residual system-
atic effects, the diffusion measurement was compared for
different radial segments in the detector. At the standard
operating field of 380 V/cm, measurements using high-
and low-radius segments of the detector were consistent,
and these measurements constrained any residual varia-

tion between the segments to < 2.6%, compared to the
8% total error. For the lowest field at 20 V/cm, where
the field non-uniformities were greatest, the maximum
variation was < 5.5% compared to the 48% total error.
This shows the resulting systematic effect of residual non-
uniform fields in the fiducial volume is small relative to
the systematic error from other sources

Figure 7 shows the measured diffusion coefficient from
EXO-200 data from the fields used, as well as results of
a previous measurement [4, 5, 28, 29]. The error bars
for the previous measurement are taken from [29], where
errors in the measurement of eDT /µ are shown by the
authors for only two of the seven points. The diffusion
coefficient is calculated by the authors using the trans-
verse spread of the electron clouds and the drift velocity
measured in [29], assuming the relationship to the mobil-
ity vd = µEd, where µ is the electron mobility, vd is the
electron drift velocity, and Ed is the electric field [30].
The resulting measurements of the diffusion coefficient
shown in [4, 5, 28, 29] do not include the error bars on
these two points from the original reference, but they are
propagated to the measurement of DT shown in Fig. 7
here for comparison. Although there is no direct over-
lap in the fields considered, the results of the current
study are consistent within errors near 600 V/cm, but
suggest a 25% lower central value than the previous mea-
surement. These results use a maximum drift length of
198 mm, which is substantially larger than the 2.7 mm
drift length used in the previous measurement [29]. This
longer drift length limits the effect of systematic errors
on the measurement of the diffusion coefficient. Finally,
the detector MC and event reconstruction available for
EXO-200 data allows this analysis to account for system-
atic effects in the measurement of the charge distribution
versus drift length in detail.

V. CONCLUSIONS

A measurement of the drift velocity, vd, and the trans-
verse diffusion coefficient, DT for electrons in drift fields
between 20 V/cm < Ed < 615 V/cm has been performed
using data from the EXO-200 detector. These results
contribute to the understanding of the transport prop-
erties of electrons in LXe. Ton-scale LXe particle detec-
tors, which are currently in development for the search for
0νββ and dark matter, will be more sensitive to effects
such as diffusion because of their longer drift lengths,
making this measurement relevant for the development
of future LXe technology.
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