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Pairing gaps in neutron matter need to be computed in a wide range of densities to address open
questions in neutron star phenomenology. Traditionally, the Bardeen-Cooper-Schrieffer approach
has been used to compute gaps from bare nucleon-nucleon interactions. Here, we incorporate the
influence of short- and long-range correlations in the pairing gaps. Short-range correlations are
treated including the appropriate fragmentation of single-particle states, and substantially suppress
the gaps. Long-range correlations dress the pairing interaction via density and spin modes, and
provide a relatively small correction. We use different interactions, some with three-body forces, as
a starting point to control for any systematic effects. Results are relevant for neutron-star cooling
scenarios, in particular in view of the recent observational data on Cassiopeia A.

I. INTRODUCTION

Superfluids play an important role in nuclear physics,
from nuclear structure to neutron-star observations [1].
In the latter, superfluidity is a key ingredient in the de-
scription of several relevant astrophysical phenomena. In
a sense, neutron stars are essential testing grounds for
the pairing properties of dense systems. It is important
that theoretical considerations on dense matter superflu-
ids are guided by knowledge on another relevant testing
ground of superfluidity: finite nuclei. Many-body theory
can provide insight on different aspects of singlet and
triplet pairing in nuclear matter [2, 3].

On the one hand, neutron stars cool predominantly
by neutrino emission [4]. This process depends sensi-
tively on the neutrino weak rates in the dense nuclear
medium [5, 6]. The presence of superfluid pairs in the
crust and the core suppresses some of these rates. A
comparison with astrophysical observations, providing
age and temperature estimates for several pulsars, can
be used to test the validity of some assumptions on the
core’s pairing properties. Recently, observations of rapid
cooling in Cassiopeia A have been interpreted as evidence
of the onset of triplet-pairing-mediated cooling in the
core [7]. While there is some debate regarding these ob-
servations on the astrophysical community [8, 9], it seems
appropriate to review the status of many-body calcula-
tions of the pairing gaps in infinite neutron matter.

On the other hand, the accepted model for glitching in
pulsar requires the presence of superfluids in the crusts
of neutron stars [10–12]. Neutron superfluid vortices are
not free to move, but rather remain pinned through the
interaction with lattice nuclei or defects. While the bulk
of the star slows down by the emission of electromagnetic
radiation, the superfluid component can only change its

angular momentum via a substantial reconfiguration of
the vortex network. This occurs in a single violent, short
rearrangement event, which gives rise to the glitch. The
strength and periodicity of these glitches provide con-
straints on the amount of the star’s momentum of iner-
tia which is stored in the superfluid [13–15]. Traditional
models consider the superfluid as pinned to the crust, but
a recent analysis has suggested that glitch phenomena re-
quire superfluids in the outer core of the star, too [16]. In
this picture, the gap closure density of singlet superfluids
becomes a sensitive probe of neutron star interior physics.
While the effect of triplet pairing has not been studied
in this context, its strength and density dependence are
likely to be relevant as well.

In nuclei, a well-known experimental property of pair-
ing is its isovector nature. Neutron-neutron and proton-
proton pairs dominate to a large extent nuclear pair-
ing [17]. The possibility of np pairing is less likely to
occur in N 6= Z nuclei, but even in N ≈ Z nuclei
isoscalar np pairing is elusive [18]. In stark contrast,
Bardeen–Cooper–Schrieffer (BCS) pairing calculations in
sub-saturation infinite matter with bare nucleon-nucleon
(NN) forces predict a dominant pairing gap, of the or-
der of 10 MeV, in the np sector [1, 19–21]. Mechanisms
have been proposed to explain why spin triplet pairing
is particularly suppressed in nuclei [18, 22]. One needs
to call upon many-body theory, particularly beyond BCS
pairing, to reconcile empirical observations with theory.
After all, the well-known BCS method works best for
uncorrelated systems, and one can put into question its
applicability in dense, correlated nuclear systems [23].

Other than dressing the in-medium interaction, corre-
lations beyond the traditional mean-field and BCS frame-
works have a large impact on the redistribution of single-
particle (sp) strength [24]. Studies in electron knock-
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out experiments have unambiguously demonstrated that
approximately 35 % of the sp strength lies beyond the
quasi-particle peak [25–27]. About one third of this sp
strength depletion can be attributed to short-range cor-
relations (SRC), that empty the nuclear Fermi sea and
promote strength to the high-momentum region [28–30].
SRC are very similar in different nuclei, which bodes well
with the idea that SRC are caused to some extent by the
local short-distance repulsion of the NN force [31, 32].
This idea has been exploited to study generic properties
of short-range correlated pairs, including their spin and
isospin content [33–35]. All theoretical approaches in-
dicate that SRC are dominated by np pairs in a region
of the order of 50-100 MeV below the mean-field poten-
tial [36], in accordance to experimental findings [37, 38].

Pairing is active in a momentum region close to the
Fermi surface. The removal of sp strength in this momen-
tum region due to SRC should impact the corresponding
pairing gap [20, 39, 40]. To go beyond BCS theory, the
Gorkov-Green’s functions diagrammatic approach can be
used to include correlations systematically into the pair-
ing properties [41]. Microscopic calculations taking into
account SRC indicate a reduction of singlet pairing gaps
in nuclear and neutron matter [20, 42]. A qualitatively
similar answer is obtained when using a BCS-like ap-
proach that is quenched by Z factors [40, 43], although
a realistic description requires a full account of the spec-
tral function width [20, 44]. At finite temperature, SRC
also correct the corresponding critical temperature of the
pairing transition. We emphasize that a T -matrix resum-
mation that fully accounts for SRC is needed to describe
pseudo-gap phenomena in the vicinity of the phase transi-
tion [45]. Moreover, and according to the Thouless crite-
rion, the onset of pairing is in one-to-one correspondence
with the appearance of a pole in the T -matrix [46–48].

In finite nuclei, long range correlations (LRC) are re-
sponsible for about 20 % of the sp fragmentation via the
coupling of sp states to low-lying resonances and collec-
tive modes [24]. For pairing properties, polarization
effects should mostly renormalize the effective interac-
tion [49], even at very low densities [50]. Density and
spin collective motion is expected to dress the interac-
tion of paired particles, which does not necessarily re-
semble the free space NN force [40]. While the proper-
ties of LRC can be different in finite and infinite nuclear
matter, a screening mechanism that dresses the pairing
interaction is expected to affect both singlet and triplet
pairing in neutron-star matter [40, 51–53]. In particular,
corrections at the level of the effective pairing interaction
occur at low energies and Fermi liquid theory (FLT) can
be used to provide a phenomenological, but systematic,
understanding of screening [49, 54–56].

In the following, we use a theoretical approach that
combines self-consistent Green’s functions (SCGF) tech-
niques and FLT to include consistently the effect of SRC
and LRC in the singlet and triplet gaps of neutron mat-
ter. SRC are included by means of a well established
finite-temperature ladder resummation scheme, which

is also able to describe quantitatively the density and
isospin dependence of high-momentum components and
tensor-like correlations [29, 30, 57]. We extrapolate self-
energies to zero temperature, and use them to generate
spectral functions that provide a quantitative account of
the removal of strength close to the Fermi surface [20].
Based on the Gorkov formalism, our approach provides a
quantitative estimate of the effect of SRC on pairing gaps.
The feedback from the superfluid phase into the normal
Green’s functions properties below the critical tempera-
ture is missing, but it is expected to be small.

We extend the treatment of SRC presented in Ref. [20]
in four directions for the astrophysically relevant case
of neutron matter. First, we consider, in addition to
the singlet 1S0 case, the case of pairing in the coupled
triplet wave, 3PF2. The size and density regime in which
this gap operates could have relevance for neutrino cool-
ing [7] and glitch phenomena in pulsars [16]. Second, we
have implemented a computational method to extrapo-
late self-energies, spectral functions and thermodynam-
ical properties from finite-temperature calculations into
zero temperature.

Third, with the aim of quantifying any potential sys-
tematic uncertainties related to the underlying Hamilto-
nian, we work with three different NN interactions. We
use two high-quality phase-shift equivalent potentials,
the CDBonn [58] and Argonne v18 (Av18) [59] forces.
In terms of SRC, the latter is traditionally considered
to be harder than the former, in the sense that it in-
duces larger high-momentum components in the many-
body wave function [29, 30]. Moreover, we also employ
the N3LO Idaho potential, that has been derived in the
context of chiral perturbation theory [60]. The cut-off
associated to the chiral expansion is implemented in the
form of a regulator function in relative momentum which
sharply cuts the potential from Λ = 500 MeV on. As a
consequence, pairing calculations, which are directly sen-
sitive to the relative momentum dependence of the ma-
trix elements due to the BCS kinematics, become sensi-
tive to the artificial regulator function for Fermi momenta
above kF ≈ 2.5 fm−1. We also present results which are
computed by supplementing the Idaho NN potential with
an N2LO three-neutron force (3NF), following an uncor-
related average over the third particle that is consistent
with the use of the Green’s function formalism [61–64].
3NFs are included both at the level of the effective in-
teraction and on the treatment of SRC, in this initial
exploratory study. More sophisticated calculations in-
cluding 3NFs are our priority for the near future.

Finally, we supplement the calculations of SRC in
the gap equation with a physically relevant screening
of the pairing matrix elements. To account for LRC
in our infinite matter calculations, we screen the effec-
tive interaction using FLT as a starting point. Following
Refs. [40, 52, 53], we dress the interaction with successive
particle-hole excitations. These are coupled to the paired
nucleons by vertices that are self-consistently determined
using the concept of the induced interaction [65]. Collec-
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tive modes on top of this are described using Fermi liquid
theory, with Landau parameters obtained from Ref. [52].
As a general conclusion, we find that the effect of LRC
on triplet pairing gaps is smaller than that of SRC.

This paper is organized as follows. Section II provides
an overview of the method, with specific subsections de-
voted to the discussion of our treatment of SRC, tem-
perature extrapolations and LRC. Results are summa-
rized in Sec. III. Singlet pairing gaps are discussed in
subsection III A and triplet gaps, in subsection III B. A
preliminary discussion on the effect of 3NF is provided
in subsection III C. We draw conclusions and provide an
outlook of potential future work in Sec. IV. The appen-
dices provide a discussion of numerical aspects related to
zero-temperature extrapolations and fits.

II. METHODS

A. Short-range correlations

In the following, we describe a method to include SRC
into the pairing properties of dense nuclear matter. More
specifically, we look at the inclusion of fragmented sp
states into the gap equation. Technically, our method is
founded in the Gorkov-Green’s functions theory for the
description of condensed fermionic systems [23, 41, 66]. A
diagrammatic expansion in terms of self-consistent prop-
agators exists in this case, and involves, in addition to
the usual Green’s functions, anomalous propagators. We
do not provide details on the derivations of the equations
here: they have been presented elsewhere in the nuclear
physics literature [20, 23, 42]. We also note that similar
approaches exist in condensed matter, particularly in the
context of the BCS-BEC crossover [67]. In that field, our
approach is reminiscent to the FLEX scheme [68].

A specific formulation of Gorkov’s theory allows for
the resummation of correlations on the normal compo-
nent of the propagator using the normal Dyson equa-
tion [20, 23, 54, 69]. This is particularly useful for
strongly correlated nuclear systems, in which there is al-
ready a substantial fragmentation in the normal state
sp propagator, GN . Below the critical temperature, the
Gorkov formalism couples the full superfluid sp propaga-
tor, G, to its normal component via an anomalous self-
energy,

G(k, ω) = GN (k, ω)−GN (k, ω)∆(k, ω)G(k, ω) . (1)

In turn, the anomalous propagator, F , and self-energy
(or superfluid gap), ∆, are related to both the normal
and the full propagators:

F (k, ω) = GN (−k,−ω)G(k, ω)∆(k, ω) . (2)

In the lowest order diagrammatic approximation, ∆ is
an energy-independent quantity. We note, however, that
this formulation goes beyond the BCS approach in that

the fragmentation of states at the normal level is de-
scribed in terms of a fully dressed sp normal propagator,
GN .

Working in a partial wave basis, and after a suitable
angle-average procedure has been considered, the expres-
sion for the lowest-order dressed anomalous self-energy
leads to the generalized gap equation,

∆JST
L (k) = −

∑
L′

∫ ∞
0

dk′ k′2

π

〈k|VJSTLL′ |k′〉
ξ(k′)

∆JST
L′ (k′) .

(3)

∆JST
L (k) is the pairing gap for a given partial wave, L,

in the channel of total angular momentum J , pair spin
S and pair isospin T . Pairs are in a BCS-like state of
opposite sp momenta, k1 = −k2. The effective pairing
interaction, VLL′ , is therefore a function of relative mo-
mentum, k = k1, and we work at zero pair centre-of-mass
momentum. In BCS theory, VLL′ would simply be a bare
NN interaction. However, the effect of the medium is
important for the pairing interaction, even at very low
densities [50, 53, 66]. We will therefore introduce a de-
scription of the screening of VLL′ with polarization effects
in Sec. II D. In our nomenclature, the polarization effects
in the effective interaction are equivalent to LRC effects.

Our main emphasis is on quantifying the effect of cor-
relations in pairing properties, and particularly in find-
ing behaviours that are generic to all nuclear forces. We
will therefore focus on calculations involving NN inter-
actions with different short-range and tensor structures.
The results that contain 3NF have been obtained with
a suitable non-correlated average over the third particle.
At the level of the effective two-body interaction, this in-
volves an integration over the third particle that includes
the full anti-symmetrization of the three-body matrix el-
ement [61, 62]. At the self-energy level, there is another,
differently weighted, one-body contribution of 3NFs to
the Hartree-Fock term.

In addition to the effective interaction, the kernel of the
gap equation is determined by an energy denominator,
ξ(k). In the Gorkov approach, the denominator is the
double energy convolution [20]:

1

2ξ(k)
=

∫
dω

2π

dω′

2π
AN (k, ω)A(k, ω′)×

1− f(ω)− f(ω′)

ω + ω′
. (4)

The temperature, T , is included in the Fermi-Dirac dis-
tribution, f(ω) = [1 + exp(ω − µ)/T )]

−1
. The spectral

function AN (k, ω) is related to the normal component of
the self-energy,

AN (k, ω) =
−2ImΣN (k, ω)[

ω − k2

2m − ReΣN (k, ω)
]2

+ ImΣN (k, ω)2
,

(5)

and includes information related to sp fragmenta-
tion in the normal phase [23, 29]. We work with



4

self-energies that have been obtained within a finite-
temperature T −matrix SCGF approach, discussed in de-
tail in Refs. [70–72]. At temperatures close to the pair-
ing phase transition, AN develops a characteristic two-
peak structure as a function of energy, which is an in-
dication of a pseudo-gap phase [45]. At and below the
critical temperature, the method is not valid anymore,
as evidenced by the appearance of the Thouless pole in
the T −matrix [46–48]. We therefore obtain the normal
spectral function at zero temperature by extrapolating
finite temperature results down to zero temperature, as
explained in the following subsection. This is in agree-
ment with the physical interpretation of AN as a normal
state spectral function.

In the lowest-order BCS approach at zero temperature,
the spectral functions in the convolution of Eq. (4) be-
come delta functions in energy. The normal self-energy
has a single peak at the normal quasi-particle energy,
whereas the superfluid spectral function shows two un-
equally weighted solutions for a given momentum [20, 42].
The energy denominator is a function of momentum,

ξ(k) = |E(k)| (6)

with the effective sp energy,

E2(k) = χ2(k) + ∆
2
(k) . (7)

To obtain this result, we have also assumed that there
is no renormalisation of the sp peaks, Z(k) ≈ 1. In a
low-density BCS approximation, the effective sp energy

corresponds to a kinetic spectrum, χ(k) = k2

2m − µ, with
µ the chemical potential of the system. One can also add
a mean-field potential contribution to the spectrum, or
describe its effect by means of an effective mass [23, 66].
The averaged gap, ∆ is associated with the partial wave
that is active for a given Fermi momentum. In practice,
different partial waves are active in different regions of
Fermi momentum. Consequently, we consider ∆(k) ≈
∆JST
L (k) in the solution of the gap equation in a given

JST channel [1]. For coupled channels, we take ∆
2
(k) =(

∆JST
L (k)

)2
+
(
∆JST
L′ (k)

)2
.

The gap equation is an integral non-linear equation
for ∆JST

L (k), which appears explicitly in the denominator
via Eq. (7). In the fully correlated theory, in contrast, the
gap appears indirectly in the definition of the superfluid
spectral function,

A(k, ω) = −2ImG(k, ω) . (8)

The full sp propagator, G(k, ω), computed in the super-
fluid phase, differs from the normal one by a factor that
is proportional to the square of the gap,

G(k, ω) = GN (k, ω)
[
1−GN (−k,−ω)∆2(k, ω)G(k, ω)

]
.

(9)

Consequently, AN and A only differ from each other close
to the Fermi momentum and energy, where pairing effects
are more prominent [20, 39].

A fully self-consistent description of pairing requires
an explicit iterative calculation of both AN and A [39].
Here, we take a different approach, which is an initial
step towards a fully self-consistent solution, including all
the relevant correlations. First, because the normal and
superfluid spectral functions are very similar in a wide
energy and momentum domain, we compute the contri-
bution to the effective denominator from the double con-
volution of normal spectral functions,

1

2χ(k)
=

∫
dω

2π

dω′

2π
AN (k, ω)AN (k, ω′)×

1− f(ω)− f(ω′)

ω + ω′
. (10)

This will account explicitly for fragmentation effects on
the gap equation. The superfluid gap is then generated
by the gap equation, Eq. (3), with an energy denomina-
tor that has the same structure as in the BCS expres-
sion, Eqs. (6) and (7). One can indeed generate a su-
perfluid spectral function from the resulting gap, see e.g.
Ref. [20]. Further calculations of the normal self-energy
then in principle require the effect of the gap to be in-
cluded in the normal propagators [39]. We expect such
feedback effects from the superfluid phase to be small
in comparison to the relatively large fragmentation of
strength associated with SRC which is captured effec-
tively by Eq. (10).

This approach was first exploited in Ref. [20] to study
the singlet pairing properties of neutron matter and
triplet pairing in symmetric nuclear matter. A major
conclusion of that study was the large impact of sp frag-
mentation on pairing properties. Gaps in infinite matter
are substantially quenched by the removal of strength
mediated by SRC, generally by a factor of ≈ 20 %. In
nuclear matter, the SRC effect alone precludes the for-
mation of a 3SD1 pairing gap in nuclear matter at sat-
uration density. This provides support for the lack of
experimental evidence of isoscalar np pairing from an
infinite-matter calculation.

Finally, we would like to comment on quasi-particle ap-
proximations to the pairing problem. In a quasi-particle
limit, the spectral functions in Eq. (4) and Eq. (10) are re-
placed by delta functions centered around quasi-particle
energies. In both the normal and the superfluid case,
these are weighted by the corresponding renormaliza-
tions of the quasi-particle poles, or Z-factors [42, 43, 73].
These will effectively account for a removal of strength in
different regions of momentum space, including the Fermi
surface. In general, one finds that the quasi-particle en-
ergy denominator of Eq. (6) is divided by a factor Z2(k).
These quasi-particle approximations, however, include
fragmentation in a very crude way and cannot reliably
predict the effect of quenching due to SRC obtained with
realistic spectral functions in the double convolution of
Eq. (10) [20].
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FIG. 1. Imaginary part of the self-energy around the Fermi
energy at kF = 1.33 fm−1 for the CDBonn interaction for
several temperatures. Panels (a), (b) and (c) correspond to
momenta k = 0, kF and 2kF , respectively. The T = 0 extrap-
olation is shown in a solid line. Note the different vertical
scales of each panel.

B. Zero temperature extrapolation

The normal spectral function at zero temperature,
AN (k, ω), has been computed as an extrapolation of finite
temperature self-energies. Numerical results of SCGF
ladder approximation self-energies with microscopic NN
interactions have been available in the literature for the
last decade [57, 71, 72]. The pairing instability, however,
precludes a direct calculation within the ladder approx-
imation and normal propagators below the critical pair-
ing temperature, Tc [20, 48]. Consequently, for a fixed
density, we perform a series of finite temperature cal-
culations to determine the real and imaginary parts of
the self-energy, and use these as input for an extrapola-
tion to zero temperature. The fit is further constrained
by the requirement that the macroscopic properties that
are computed at T = 0 provide a thermodynamically
consistent description of the system. Numerical details
are provided in Appendix A. Below, we discuss the prop-
erties of the extrapolated self-energies.

The three panels of Fig. 1 show the imaginary part of
the self-energy as a function of energy, ω, for three char-
acteristic momenta. Panels (a) and (c) show self-energies
well below and above the Fermi momentum, respectively.
Panel (b), in contrast, shows the k = kF case. Results are
displayed for the CDBonn interaction at kF = 1.33 fm−1,
but equivalent conclusions are found with other NN in-
teractions and 3NFs in this density regime. At large
temperatures, there is little (or no) distinction between
the hole, ω < µ, and the particle ω > µ, parts of ImΣ.
As temperature decreases, however, a structure develops
close to ω ≈ µ, with ImΣ approaching zero in absolute
value. This is the area where temperature plays the most
important role, and where the extrapolation procedure
is most critical. A momentum- and energy-dependent
polynomial fit, described in Appendix A, captures this
temperature dependence, and provides an extrapolated
self-energy which provides consistent results.
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FIG. 2. Panel (a): momentum distribution at kF = 1.33
fm−1 for the CDBonn interaction at different temperatures,
including the T = 0 extrapolation (solid line). Panel (b):
effective sp denominator, χ(k), in the same conditions.

From the self-energy, one can obtain other relevant mi-
croscopic properties. Panel (a) in Fig. 2 shows an exam-
ple of the temperature extrapolation of the momentum
distribution. Again, while this specific example is for
the CDBonn interaction at kF = 1.33 fm−1, very similar
results are obtained with other forces in a wide density
regime. As temperature decreases, one finds the expected
behavior for the correlated momentum distribution: the
Fermi surface becomes increasingly sharp, and low and
high-momentum features build up. As expected, the
zero temperature n(k) has a sharp discontinuity across
the Fermi surface. The exact shape of the momentum
distribution for momenta within a few percent of kF is
sensitive to the extrapolation procedure, particularly to
the order of the extrapolating polynomial. However, the
implementation of the thermodynamically consistent ex-
trapolation procedure guarantees that, on average, the
discontinuity of the Fermi surface is within a few percent
of the derivative of the self-energy (i.e. the Z-factor at
k = kF ). We note that we have corrected the momentum
distribution for missing strength effects, as discussed in
Appendix A.

C. Pairing kernel with short range correlations

Pairing calculations require as input the double en-
ergy convolution of Eq. (10). This convolution is formally
equivalent to the dressed but non-interacting two-body
propagator, G0

II , in the in-medium T −matrix equation at
zero energy and centre-of-mass momentum [23, 57, 70].
This is in correspondence to the well-known fact that
Cooper pairing appears as a pole in the normal T −matrix
in these conditions. The experience gathered in perform-
ing the double convolution in SCGF finite temperature
calculations is useful in computing the energy denomina-
tor [70]. In particular, it is useful to keep track of the
quasi-particle energies for each given sp momentum, so
that the quasi-particle peak is well sampled in the double
folding integrals [71].
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Pairing calculations, particularly in the 3PF2 channel,
are very sensitive to the Fermi surface region, and in-
accuracies on the double folding are amplified in final
gap solutions. In particular, missing strength corrections,
analogous to those discussed for n(k) in Appendix A, are
essential to compute a continuous energy denominator in
regions arbitrarily close to kF . Panel (b) of Fig. 2 shows
the energy denominators for a CDBonn calculation at
kF = 1.33 fm−1 as a function of momenta for a variety
of temperatures. Here, as it was the case with n(k), the
largest modifications due to temperature occur close to
kF . The low and the high momentum ends of χ(k) are
less sensitive to temperature, and their details are well
captured by finite temperature calculations. In contrast,
the region around k = kF shows a non-negligible tem-
perature dependence even in the lowest temperatures.
In the quasi-particle approximation, the Sommerfeld ex-
pansions predicts a linear temperature dependence of the
denominator in regions close to kF . Panel (b) shows that
a similar linear temperature dependence is generated in
that region.

The density dependence of the zero-temperature dou-
ble convolution is displayed in panels (a) to (c) of Fig. 3.
Each panel represents the results obtained with a differ-
ent NN interaction: (a) CDBonn [58], (b) Av18 [59] and
(c) the Entem-Machleidt N3LO potential [60]. We note
that the different NN interactions enter the denominator
calculation via the convolution of different extrapolated

spectral functions. The spectral functions of these three
interactions are relatively dissimilar [29], but the inte-
grated convolution smears out the differences to a certain
extent. Consequently, the results obtained for χ(k) (and
its density dependence) are relatively close for all the NN
forces.

In general, we find that the double convolution denom-
inator increases with density. This density dependence
occurs at all momenta, including the near vicinity of the
Fermi surface that is displayed, in a logarithmic scale, in
panels (d) to (f) of Fig. 3. The gap equation is mostly
determined by the energy denominator close to the Fermi
surface, and hence it is important that this region is well
sampled for pairing purposes. The denominator shows a
linear behavior both below and above kF , with a sharp
minimum at the Fermi surface. The value of χ(k) at
the Fermi surface, k = kF , is relatively small, but non-
zero. While the linear behavior is expected in a quasi-
particle-type approach, the non-zero minimum is a direct
consequence of the use of a double convolution beyond a
quasi-particle picture. We note that, without the missing
strength corrections discussed in Appendix A, the near-
Fermi-surface behavior would be erratic. The corrected
calculations, in contrast, provide a well-defined function
of both momentum and density.

In the quasi-particle limit of Eq. (6), the denomina-
tor reflects the momentum and density dependence of
the quasi-particle energy with respect to the chemical
potential. We show the extrapolated zero-temperature
quasi-particle denominator in Fig. 4, in the same condi-
tions and for the same NN forces as Fig. 3. The quasi-
particle energies are determined consistently by solving
the corresponding implicit equation for the SCGF ladder
self-energies,

εqp(k) =
k2

2m
+ ReΣN (k, εqp(k)) , (11)

and subtracting the chemical potential.
The quasi-particle picture provides an intuitive under-

standing for the density dependence of the energy denom-
inator. Broadly speaking, the quasi-particle spectrum
is more stretched as density increases. A sign notwith-
standing, this gives rise to an increase of the denominator
as density rises at low momenta. In turn, when mea-
sured with respect to the Fermi momentum, the high-
momentum quasi-particle energies become more repul-
sive as density increases, which gives rise to the k > kF
behavior.

Two important conclusions can be drawn from a com-
parison of Figs. 3 and 4. On the one hand, the qualitative
density and momentum dependence of the quasi-particle
and the double convolution denominators are similar. In
particular, both are increasing functions of density. As
functions of momenta, the initial decrease below kF is
followed by an increase above the Fermi surface. Further-
more, a linear behavior is found near the Fermi surface
in both cases, as expected on general grounds.

On the other hand, there are quantitative differences
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FIG. 4. Panels (a)-(c): energy denominator at T = 0 in the
quasi-particle limit as a function of momentum for different
Fermi momenta, corresponding to the (a) CDBonn, (b) Av18
and (c) N3LO interactions.

between both denominators. The double convolution
takes into account the fragmentation of quasi-particle
states in the normal state. Since strength is removed
from the full quasi-particle peak, the denominator be-
comes larger than the corresponding quasi-particle value.
As a matter of fact, the difference between the two results
can be parametrized in terms of an effective Z−factor
[20, 42],

Z2
eff(k) =

E(k)

χ(k)
. (12)

The ratio is displayed, for a subset of relevant densities
and three NN forces, in panels (a)-(c) of Fig. 5. Zeff is
always in the range ≈ 0.8−0.9, and shows a mild momen-
tum dependence, with a minimum close to the Fermi sur-
face. Our results suggest that the ratio decreases slowly
with density. This is in accordance to an intuitive pic-
ture, where correlations, measured as a deviation from
one in Zeff, become more important at higher densities.

It is important to stress that the effective denominator
ratio, Zeff, is different from the standard renormalization
factor,

Z(k) =
1

1− ∂ωReΣN (k, ω)

∣∣∣∣
ω=εqp(k)

. (13)

We show this quantity, computed in the same conditions
as Zeff, in panels (d)-(f) of Fig. 5. Other than in the
vicinity of the Fermi surface, the two renormalization
factors provide very different results. Z(k) is generally
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FIG. 5. Panels (a)-(c): ratio of denominators, Eq. (12) at T =
0 as a function of momentum for different Fermi momenta.
The three panels correspond to the (a) CDBonn, (b) Av18
and (c) N3LO interactions. Panels (d)-(f): the actual Z-
factor as a function of momentum in the same conditions.
See text for details.

well above Zeff(k). It peaks around k = 0 at values of
≈ 1.3 − 1.5, decreases to a minimum close to kF and
subsequently raises again to ≈ 1 at high momenta. Even
though pairing properties are dominated by Fermi surface
effects, where both renormalization factors are relatively
similar, this comparison shows that a realistic description
of the missing strength for pairing purposes can only be
achieved approximately by a renormalization-corrected
BCS-type approach [43, 53]. In fact, because the removal
of strength is underestimated in Z(k) with respect to Zeff,
the corresponding gap is larger in a Z−factor corrected
BCS approach as compared to a fully correlated descrip-
tion [42]. An additional difficulty is that it is unclear
how particle number or density can be properly obtained
from this approach.

D. Long-range correlations

The most important effect of LRC on pairing proper-
ties will occur at the level of the effective pairing inter-
action when neutrons near the Fermi surface exchange
possibly collective spin and density modes [6, 49, 50, 55,
56, 74]. Following Refs. [51–53], we add to the interac-
tion in the generalized gap equation, VJSTLL′ , the corre-
sponding contributions accounting for such fluctuations
in a physically motivated way. We adopt the results of
Ref. [52], which incorporate an induced interaction that
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leads to a well-behaved particle-hole interaction that ful-
fills appropriate stability criteria, not obeyed by interac-
tions that incorporate only the effect of SRC like e.g. G-
matrices [75]. The coupling to neutrons that are dressed
by the full off-shell effect of SRC as described in the pre-
vious section is then governed by the exchange of both a
density fluctuation and a spin mode. The collective fea-
tures of these modes are controlled by self-consistently
determined Landau parameters [52].Their contribution
to the pairing interaction requires a recoupling from the
particle-hole channel to the particle-particle channel and
is therefore different for spin singlet and spin triplet pair-
ing. We note that this is a physically motivated approach
to the treatment of LRC that has only been tested in the
literature in extensions to BCS theory where SRC are
included in terms of renormalization factors [52]. By re-
stricting the effect of LRC to the effective interaction,
we can test the effect of both SRC and LRC in pairing
properties by turning either correlation effect on or off.

Following Ref. [52], the interaction that treats LRC for
the 1S0 channel is given by

VS=0
LRC = 1

2G
0
phG0

phΛS=0(q)− 3
2G

1
phG1

phΛS=1(q) , (14)

where GSph represent the vertices that couple to the spin-S
excitation. They can be thought of as particle-hole trans-
formed G-matrix elements averaged around the Fermi
energy. As argued in Ref. [52], these vertices are im-
proved by employing the corresponding Landau parame-
ters, as in the original work of Babu and Brown for liquid
3He [65]. The iterated bubble series is then represented
by:

ΛS(q) =
Λ0(q)

1− Λ0(q)LS
, (15)

where LS corresponds to the relevant Landau parameter.
The density mode with total spin 0 in the particle-hole
channel is determined by L0 which is attractive at low
density and usually denoted by F0. The spin mode with
total spin 1 is determined by L1, which is repulsive but
has similar magnitude and is often denoted by G0. The
static Lindhard function, Λ0(q)

Λ0(q) =
N(0)

g

1

2

[
−1 +

1

q

(
1− q2

4

)
ln

∣∣∣∣1− q/21 + q/2

∣∣∣∣] (16)

is employed in Eq. (15), with the appropriate density of
states N(0) = 8mkF

~2 and degeneracy factor g = 2. We as-
sume as in Ref. [52] that for neutron matter the effective
mass in the density of states can be approximated by the
bare mass. The static Lindhard function is iterated to
all orders according to Eq. (15) and generates negative
particle-hole propagators, ΛS . Projecting Eq. (14) onto
L = 0, the resulting interaction can then be included into
the gap equation for 1S0 pairing for a given density and
appropriate values of the Landau parameters.

Both Landau parameters exhibit a modest density
dependence in the domain relevant for singlet pairing
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FIG. 6. Landau parameters F0 and G0 extrapolated to kF =
3.0 fm−1 employing the results of Ref. [52]. The corresponding
value of the forward scattering sum rule is indicated by the
open circles.
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FIG. 7. Panels (a) and (b): diagonal matrix elements of the
Av18 interaction in the (a) 1S0 and (b) 3P2 channels. Pan-
els (c) and (d): diagonal matrix elements of the additional
pairing interaction representing the low-energy medium po-
larization at a density corresponding to kF = 1.6 fm−1 in the
same channels. The scales are different for each panel.

(kF < 1.5 fm−1). The parameters are adopted from
Ref. [52] and are plotted in Fig. 6. The first term in
Eq. (14) is attractive, whereas the second term is repul-
sive. In the density domain relevant for singlet pairing
this repulsion dominates on account of the spin factor
leading to an inevitable additional suppression of the gap
in this channel. Figure 7 illustrates that the additional
term, VSLRC [panels (c) and (d)], is relatively small com-
pared to the bare interaction [panels (a) and (b)]. For
the 1S0 channel, LRC reduce the attraction of the bare
Av18 interaction.

The procedure proposed in Ref. [52] is generalized here
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to the case of the 3PF2 coupled channel. For the 3PF2

channel which involves spin-1 pairs, the sampling over
density and spin modes becomes:

VS=1
LRC =

1

2
G0

phG0
phΛS=0(q) +

1

2
G1

phG1
phΛS=1(q) , (17)

with both terms yielding attraction. Contrary to the
1S0 channel, this contribution will always lead to antis-
creening of the gap, as it represents an attractive inter-
action. This point is illustrated in panel (d) of Fig. 7,
which shows the relatively small but nevertheless attrac-
tive contribution of the LRC interaction in the S = 1
channel. This is to be compared to the bare interaction
in the 3P2 channel, shown in panel (b).

The Landau parameters F0 and G0 from Ref. [52]
are extrapolated to higher densities in a smooth way as
shown in Fig. 6. In Fig. 6, we also include the contri-
bution to the forward scattering sum rule of the Landau
parameters F0 and G0 indicated by the open circles (see
e.g. Refs. [75–77]). While the extrapolated Landau pa-
rameters are both positive at higher density, the forward
scattering sum rule is nevertheless approximately fulfilled
when one allows for a negative contribution of the Lan-
dau parameter F1 (for example of about −0.5 [77]) to
the sum rule, given by F1/(1 + F1/3). The extrapola-
tion introduces some uncertainty in the effect of LRC for
triplet pairing at higher density, but it should be empha-
sized that Eq. (17) leads to antiscreening whatever the
numerical values or sign of the Landau parameters F0

and G0. Moreover, this small correction is motivated by
well-explored many-body theory principles.

In future work, we intend to generate the Landau pa-
rameters from a consistent evaluation starting from the
ladder-summed effective interaction. A proper inclusion
of the induced interaction with this starting point is how-
ever considerably beyond the scope of the present work.
Further, the possibility that the presence of the pion-
exchange tensor interaction strongly influences the spin
mode [78] should also be investigated (see also Ref. [79]).
A proper treatment of retardation implied by the possi-
bility of exchanging low-lying density and spin modes in
principle generates a complex solution of the gap equa-
tion which should also be explored further (see e.g. the
work of Ref. [80] for a calculation with a dynamic pion-
exchange interaction).

III. RESULTS

A. Singlet pairing

Figure 8 provides the pairing gaps in the 1S0 channel
computed at the corresponding Fermi surfaces in neutron
matter for four different approximations. Results for the
CDBonn, Av18 and N3LO NN forces are displayed in
panels (a)-(c), respectively. Solid lines represent the stan-
dard BCS solution, computed using free sp spectra. The
BCS+LRC results (empty squares) have been obtained
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FIG. 8. Pairing gaps at the Fermi surface as a function of
Fermi momentum in the 1S0 channel. The three panels cor-
respond to the (a) CDBonn, (b) Av18 and (c) N3LO inter-
actions. Results for different approximations are presented:
BCS (solid lines), beyond BCS with short-range correlations
(empty circles), beyond BCS with long-range correlations
(empty squares) and beyond BCS with both short- and long-
range correlations included (solid circles). The dashed lines
represent the fits provided in Table I.

by adding the dressed effective interactions of Eq. (14) to
the bare NN forces in the gap equation, Eq. (3). SRC re-
sults (empty circles) are computed with bare NN forces,
but double convolution denominators in the gap equa-
tion. Finally, the full circles are obtained from the full
denominators and LRC-corrected effective interactions.

The BCS results (solid line) are very similar for all
forces, which confirms that phase-shift equivalence is
enough to fix the value of the gap in this channel [1].
The BCS gap peaks at about 3 MeV around kF = 0.7-
0.8 fm−1, and closes at kF ≈ 1.5 fm−1. As mentioned
above, LRC in this channel screen part of the attrac-
tion of the NN forces. Consequently, BCS+LRC gaps
(squares) are generally smaller than BCS results. While
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the overall Fermi momentum dependence is similar, in-
cluding a similar closure density, the maximum of ∆ de-
creases to about ≈ 2.5 MeV. It is important to stress that
the screening is the same for all interactions.

Including SRC within the Green’s function formalism
outlined above (empty circles), we find that the over-
all gap is reduced, with a maximum that now sits just
above 2 MeV. This result is expected: by removing
strength from the Fermi surface, the pairing phase space
is quenched and the corresponding pairing gap decreases
by about 30%. The mild density dependence of Zeff also
explains why the BCS and the SRC results have simi-
lar density dependences. There is a tendency to have a
slightly lower closure density for the SRC results, a fea-
ture we shall discuss further when we introduce numerical
parametrizations below.

Finally, the complete results including both SRC and
LRC are shown in full circles in Fig. 8. Screening effects
in this channel are repulsive, and as a consequence the
corresponding LRC+SRC gaps decrease in size by about
25% with respect to the SRC only data. These gaps peak
at values of around 1.8 MeV, for Fermi momenta close
to 0.75 fm−1. While the overall density dependence is
comparable to the previous results, we note a tendency
to find a lower gap closure density.

For a given channel, a convenient parametrization of
the density dependence of the gap function is given by:

∆JST
L (kF ) = ∆0

(kF − k0)2

(kF − k0)2 + k1

(kF − k2)2

(kF − k2)2 + k3
, (18)

with ∆0, k0, k1, k2 and k3 numerical parameters [9]. In
particular, k0 and k2 represent the Fermi momenta at
which the gap opens and closes, respectively. Details on
the numerical fit to this function are given in Appendix B.
We note that this parametrization is particularly sharp
around the closure points, and that in the singlet channel
we supplement the fit with a zero value at zero density.
We show in Table I the values of the parameters obtained
for these fits. Further, we note that the dashed lines
shown in Fig. 8 correspond to the fit functions.

The fit does reproduce the qualitative shape of the
pairing gap. We take k2, displayed in column 5 of Table I,
as a measure of the gap closure density. The confidence
interval associated to the fit is within 0.12 fm−1 (for the
worst fit) from the central value. We note that there
is a robust agreement and for all forces and many-body
approaches the gap closure sits between 1.4 and 1.5 fm−1.

This parametrization also allows a simple quantitative
estimate of the gap maxima, and their location. For in-
stance, the SRC maximum gap lies between kF = 0.78
(N3LO), 0.81 (CDBonn) and 0.84 fm−1 (Av18), at a

value between ∆
1S0
max = 2.1 MeV (Av18) and 2.3 MeV

(CDBonn and N3LO). Similarly, the SRC+LRC results
peak between kF = 0.75 (N3LO), 0.76 (Av18) and
0.79 fm−1 (CDBonn) to maximum gaps of the order of

∆
1S0
max = 1.8 MeV for all three NN interactions.
We note that similar gaps have already been obtained

in the literature. A comparison with the compilation

TABLE I. Parameters generated by a fit to the calculated
gaps for the CDBonn, Av18, and N3LO interactions in the
1S0 channel. For each interaction, the first line contains the
results for the inclusion of SRC only, and the second the effect
of both SRC and LRC.

Singlet ∆0 k0 k1 k2 k3

[MeV] [fm−1] [fm−2] [fm−1] [fm−2]

CDBonn SRC 26.59 0.05 1.79 1.46 0.76

CDBonn SRC+P 18.18 0.05 1.39 1.45 0.81

Av18 SRC 32.22 0.04 3.46 1.40 0.43

Av18 SRC+P 14.07 0.04 1.00 1.44 0.78

N3LO SRC 7.77 0.00 0.56 1.49 0.38

N3LO SRC+P 5.85 0.00 0.46 1.48 0.42

of Ref. [9] shows that our results are close to the Cao-
Lombardo-Schuck (CLS) [52] and Margueron-Sagawa-
Hagino (MSH) [81] singlet gaps. MSH is fit to the CLS
results, so the agreement between the two is not surpris-
ing. Our results include LRC in a way that is similar
to CLS, but we note that the SRC physics is considered
only at the Z−factor level in a Brueckner–Hartree–Fock
calculation, and hence misses a complete description of
hole-hole correlation effects.

All in all, the picture that arises for the singlet gaps
provided by the three interactions is remarkably robust.
The small variation of the result among NN forces pro-
vides an insightful constraint on the model dependence of
the gap properties. In spite of their different short-range
and (less relevant for neutron matter) tensor components,
the 3 interactions considered here predict singlet gaps
which are very close to each other. More importantly,
the many-body effects are very similar in all cases. SRC
deplete the gap by about 25 %. When LRC are included
on top of SRC, the gap that remains is around 60 % of
the original BCS result for all forces. The effect of the
correlation-induced gap quench in pairing properties, like
the Cooper pair coherence length [82], or neutron star
properties [9], go beyond the scope of the present paper
and will be studied elsewhere.

The robustness of the singlet gap results with and with-
out correlation effects is one of the major conclusions of
this work. We note, however, that this result is not nec-
essarily easily anticipated. The gap itself is a function of
both Fermi momentum, kF , and sp momentum, k. So
far, we have focused on the values at the Fermi surface,
∆JST
L (k = kF ), but the momentum dependence provides

useful information, too. In particular, as we are about to
show, very different momentum dependences can lead to
similar gaps at the Fermi surface.

The pairing gap is shown as a function of the momen-
tum, k, for a variety of Fermi momenta in the fence plots
of Fig. 9. Panels (a), (b) and (c) correspond to the three
NN forces, CDBonn, Av18 and N3LO, respectively. We
show results for both the BCS (dotted lines) and SRC-
only (solid lines) approximations. In all cases, as ex-
pected in the singlet case, the gap peaks at zero mo-



11

0
2

4
6

8 0.5
0.8

1.0
1.2

1.5
-2
-1
0
1
2
3
4
5

P
a

ir
in

g
 g

a
p

, 
∆

 [
M

e
V

]

(c) N3LO

Momentum, k [fm -1
]

k F
 [f

m
-1 ]

P
a

ir
in

g
 g

a
p

, 
∆

 [
M

e
V

]

0
2

4
6

8 0.5
0.8

1.0
1.2

1.5
-2
-1
0
1
2
3
4
5

P
a

ir
in

g
 g

a
p

, 
∆

 [
M

e
V

]

(b) Av18

k F
 [f

m
-1 ]

P
a

ir
in

g
 g

a
p

, 
∆

 [
M

e
V

]

0
2

4
6

8 0.5
0.8

1.0
1.2

1.5
-2
-1
0
1
2
3
4
5

P
a

ir
in

g
 g

a
p

, 
∆

 [
M

e
V

]

(a) CDBonn

BCS
SRC

k F
 [f

m
-1 ]

P
a

ir
in

g
 g

a
p

, 
∆

 [
M

e
V

]

FIG. 9. Pairing gaps in the 1S0 channel as a function of mo-
mentum for several Fermi momenta. The three panels corre-
spond to the (a) CDBonn, (b) Av18 and (c) N3LO interac-
tions. The BCS (dashed lines) and SRC (solid lines) results
are presented. The symbols represent the corresponding gaps
at the Fermi surface, as shown in Fig. 8.

mentum, subsequently decreases to negative values be-
yond the Fermi surface, and ultimately approaches zero
asymptotically. In contrast to the results of N3LO in
panel (c), both CDBonn and Av18 show a non-zero gap
up to large values of momentum, ≈ 6− 7 fm−1. In prin-
ciple, N3LO is regularized at a momentum scale of 500
MeV [60], and hence it is not surprising to find that there
is no support for a gap beyond ≈ 3 fm−1.

The significant differences in high-momentum compo-
nents do not alter the low-momentum gap. The values
at the Fermi surface are close to each other, and indeed
the momentum dependence is qualitatively similar for all
three forces up to k ≈ 2.5 fm−1. The general effect of
SRC is to tame this momentum dependence. The max-
imum of the gap decreases, and its negative minimum
becomes less negative. In accordance with some of the
ideas mentioned above, the quench of the momentum de-
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FIG. 10. The same as Fig. 8 for the coupled 3PF2 channel.
The grey band on panel (c) indicates the region in which cut-
off effects are relevant for the N3LO force.

pendence is relatively density- and momentum indepen-
dent.

B. Triplet pairing

Whereas singlet pairing is active at relatively low den-
sities and affects the dynamics of both the core and the
crust, triplet pairing, concerning the coupled 3PF2 chan-
nel, takes place within the neutron star core, at Fermi
momenta kF > 1 fm−1 [7, 9]. Higher Fermi momenta
imply that higher relative momenta are explored in the
bare (or the effective) interaction. Because phase-shift
equivalent interactions are constrained only at low ener-
gies and relative momenta, it is not surprising that the
corresponding gaps show a larger dependence on the NN
force. We show the triplet gaps for three NN forces in
panels (a)-(c) of Fig. 10. We use a logarithmic scale to
discriminate better the results of different many-body ap-
proximations.
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Differences between NN forces are already significant
at the BCS level (solid lines). All gaps open at Fermi
momenta around kF ≈ 1.1 fm−1. Triplet gaps peak
around 2-2.5 fm−1. CDBonn provides the largest max-

imum (∆
3PF2
max = 0.86 MeV at kF ≈ 2.5 fm−1), followed

by N3LO (∆
3PF2
max = 0.77 MeV at 2.2 fm−1) and Av18

(∆
3PF2
max ≈ 0.64 MeV at kF = 2.1 fm−1). In turn, the

gap closure happens at larger densities for interactions
with larger gaps. For CDBonn, the closure occurs at a
very high density, kF ≈ 3.64 fm−1, beyond the limit of
Fig. 10. Av18 and N3LO, instead, provide BCS closure
momenta between 2.9 and 3 fm−1.

N3LO results are sensitive to the cut-off regularization
of the NN force at large Fermi momenta [21]. The grey
band in panel (c) indicates the region in which regulariza-
tion effects become observable. It is important to stress
that the two similar gap closures for Av18 and N3LO are
indicative of two very different physical effects. On the
left (right) panels of Fig. 11 we show density plots for
the 3P2 (3D2) matrix elements of the three NN forces.
A gap can only appear if attractive matrix elements of
V are available. Consequently, N3LO can only sustain a
gap up to about ≈ 3 fm−1 because its matrix elements
are regularized, and hence tend to zero, beyond this mo-
mentum. In contrast, Av18 does have non-zero, rather
repulsive matrix elements beyond about ≈ 4 fm−1. It is
the appearance of these repulsive matrix elements that
forbids pairing above the closure momentum for Av18.
The top panels also illustrate why CDBonn sustains gaps
up to larger Fermi momenta: the attractive nature of its
P−wave matrix elements covers a large relative momen-
tum region.

In contrast to the singlet case, the inclusion of LRC
on top of the BCS result leads to higher gaps. This re-
sult is in line with the discussion of Sec. II D, because in
this channel LRC are attractive and anti-screen the in-
teraction. The effect is rather significant, with the Av18
BCS+LRC gap becoming more than a factor of 2 larger
than the original BCS result. The density dependence is
also modified by LRC.

When SRC are considered (empty circles), all 3PF2

gaps are strongly suppressed. All maximum triplet gaps
fall below 0.15 MeV: 0.04 MeV for Av18, 0.05 for CD-
Bonn and about 0.1 MeV for N3LO. The density depen-
dence of these gaps is also different than the BCS predic-
tion. We note that the data for the SRC and SRC+LRC
is relatively noisy, due to the numerical limitations of the
zero temperature extrapolation discussed in Appendix A.
Nevertheless, the gross features of the SRC effects are
rather clear.

If we take the k0 parameter of the fits presented in Ta-
ble II as an indication of gap opening, triplet gaps start
at kF ≈ 1.1 fm−1 for all forces. The corresponding gap
maxima occur at kF = 1.77, 1.79 and 1.92 fm−1 for CD-
Bonn, Av18 and N3LO, respectively. This is to be com-
pared to the substantially larger BCS values of ≈ 2− 2.5
fm−1. Finally, the gap closure occurs at lower Fermi mo-
menta for the SRC gaps (see column 5 in Table II) than
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FIG. 11. Left panels: matrix elements of NN forces in fm
for the 3P2 partial wave. Right panels: the same for the 3D2

wave.

TABLE II. Parameters generated by a fit to the calculated
gaps for the CDBonn, Av18 and N3LO interactions in the
3PF2 channel. For each interaction, the first line contains the
results for the inclusion of SRC only, and the second the effect
of both SRC and LRC.

Triplet ∆0 k0 k1 k2 k3

[MeV] [fm−1] [fm−2] [fm−1] [fm−2]

CDBonn SRC 0.60 1.01 2.21 2.33 0.43

CDBonn SRC+P 0.41 1.03 0.56 2.81 1.00

Av18 SRC 0.09 1.01 0.64 1.98 0.005

Av18 SRC+P 0.17 1.10 0.35 2.18 0.05

N3LO SRC 0.43 1.13 0.83 2.59 0.41

N3LO SRC+P 0.60 1.11 0.69 2.79 0.53

the corresponding BCS results. N3LO predicts the larger
closure at kF ≈ 2.8 fm−1, whereas the lowest closure is
given by Av18 at 2.0 fm−1. All in all, SRC triplet gaps
are smaller and exhibit a smaller density range than their
corresponding BCS counterparts.

LRC, when considered in addition to SRC (solid cir-
cles), do not change the picture qualitatively. In this
channel, spin-density fluctuations lead to a more attrac-
tive pairing interaction, and hence LRC increase the
triplet pairing gap by a small percentage. LRC+SRC
start at similar Fermi momenta than their SRC-only
counterparts. The maximum gap that is produced, how-
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ever, is almost twice as large: 0.17 MeV for N3LO, 0.11
for CDBonn and 0.07 MeV for Av18. The corresponding
Fermi momentum maxima are similar, kF = 1.86, 1.79
and 1.98 fm−1 for CDBonn, Av18 and N3LO, respec-
tively. In keeping with the larger maxima, gap closures
also occur at larger Fermi momenta, with two interac-
tions (CDBonn and N3LO) closing the gap at kF = 2.8
fm−1, and the remaining one, Av18, at 2.2 fm−1.

All in all, our prediction for triplet gaps are also rea-
sonably robust, and independent of the NN force. Triplet
gaps are always at the level of 10s of keV, peaking at
Fermi momenta in the region 1.7−2 fm−1 and closing ear-
lier than the BCS predictions. To compare with previous
literature in similar conditions, we consider the results
of Dong et al. in Ref. [53]. They use the Av18 interac-
tion and parametrize SRC in terms of Z− factors. The
maximum triplet gap in that calculation is 0.045 MeV at
kF ≈ 1.6 fm−1, in very good agreement to our SRC re-
sult (0.04 MeV at 1.79 fm−1). We note that none of the
gaps considered in the recent astrophysically motivated
compilation of Ref. [9] resemble our predictions. How-
ever, the maximum gaps that we produce compare well
with the inferred value of triplet critical temperatures of

Ref. [7], Tc = 5× 108 K⇒ ∆
3PF2
max ≈ 0.08 MeV.

The agreement between the different NN interactions is
not trivial, as we have discussed in the singlet case. We
have already illustrated the very different momentum-
space structure of the triplet components of the NN forces
in Fig. 11. Further, we present in Fig. 12 the momen-
tum dependence of the triplet gap components for sev-
eral Fermi momenta. We use again a logarithmic plot
to distinguish better all the presented results. The BCS
predictions (dotted lines) begin at zero, as expected from
non-S-wave pairing, peak close to the Fermi surface, and
subsequently decay. While CDBonn and Av18 show an
inflection point at k ≈ 4 fm−1 and decay slowly with mo-
mentum, N3LO decays to zero for momenta well below
this value. The corresponding SRC gaps show qualita-
tively similar behaviors and peaks, but are generally an
order of magnitude smaller. There are differences in the
density dependence, too. In any case, this figure illus-
trates the fact that, unlike the singlet case, triplet pair-
ing gaps are more sensitive to the short-range (or, equiv-
alently, high-momentum) components of the NN force.

C. Three-neutron forces

The results discussed so far do not include any 3NF ef-
fects. We postpone a detailed discussion of specific 3NF
effects to a future publication, but present here some pre-
liminary results. These illustrate qualitatively the role
played by 3NFs in pairing properties. We note that the
effects are particularly small in the singlet channel. We
use chiral N2LO 3NF, which at the neutron matter level,
are predicted from the NN force without the need to
fit any further low energy constants. Compared to the
treatment in Ref. [64], the effective density-dependent
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FIG. 12. The same as Fig. 9 for the pairing gaps in the 3PF2

channel. Note the logarithmic scale on the z axis.

two-body interaction is obtained from an uncorrelated
average. The non-local regulator affects the integrated
momentum variable, and has a 3NF cut-off Λ3NF = 500
MeV [64]. Off-diagonal momentum matrix elements are
obtained with the prescription introduced in Ref. [61].

3NF affect our calculations at two different levels.
First, the effective pairing interaction itself is modified.
At the singlet pairing level, one expects a repulsive effect
that will reduce the gap [21, 61]. For triplet pairing, chi-
ral N2LO forces produce attractive components that, in
general, enhance the gap [64]. These aspects become par-
ticularly clear at the BCS level where, in our treatment,
the only difference between NN and NN+3NF calcula-
tions are the effective interaction themselves.

The situation is illustrated in Fig. 13. At the BCS
level, the Fermi surface gap with NN forces only (dot-
ted line) for the singlet [panel (a)] and triplet [panel (b)]
channels is the same that has been presented in Figs. 8
and 10, respectively. The solid lines, in contrast, are
obtained including 3NFs within the BCS approach. For
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FIG. 13. Pairing gaps at the Fermi surface as a function of
Fermi momentum in the 1S0 [panel (a)] and 3PF2 [panel (b)]
channels. Results for different approximations are presented
for the chiral N3LO Idaho NN force in the BCS (dotted lined)
and BCS+SRC approximation (light circles). Results includ-
ing 3NF (2N+3NF) are given in a solid (bold circles) line for
the BCS (BCS+SRC) approximation. See text for details.

the singlet, one finds a decrease in the maximum gap of
about 0.2 MeV, and a narrower gap. Gap closure occurs
around kF ≈ 1.5 fm−1 when 3NFs are considered, in-
stead of 1.6 fm−1. For the triplet, in contrast, the gap
increases at all densities. The maximum gap, in this case,
goes from 0.77 MeV (NN only) to 1.21 MeV (NN+3NF),
reflecting the attractive nature of 3NFs in this channel.

In addition to the pairing interaction, 3NFs affect
our calculations via the the double convolution denom-
inators. Changes in spectral functions from the self-
consistent calculations will induce variations in gaps
within the SRC approximation. We find that 3NFs mod-
ify quasi-particle energy peaks more than they modify the
spectral functions widths [64]. These considerations are
density-dependent, as expected. At the low densities rel-
evant for singlet pairing, 3NFs are less important and the
difference between NN and NN+3NF calculations should
be small. At densities relevant for triplet pairing, but
below the chiral cut-off, we find that the quasi-particle
energies are shallower as a function of momentum, an
effect that tends to enhance the gap.

These intuitive features are reflected in the SRC re-
sults presented in Fig. 13. For the singlet SRC gap, the
results with and without 3NF agree well below kF ≈ 1
fm−1. This indicates a small effect of 3NF. Above this
density, the reduction of the gap associated to 3NF is

similar in the BCS and in the SRC approximations. This
suggests that, for the singlet channel, the gap reduction
is due to the change in interaction. In contrast, SRC
results for the triplet gap are already different close to
gap opening. 3NF are active in the whole density range
where triplet gaps are relevant. As density increases, we
find that the SRC gap with 3NF is larger and broader
than the NN-only counterpart. As seen in the BCS case,
the effect of 3NF in the interaction should be to increase
the gap slightly. Our SRC results, however, show no sign
of gap closure at large densities (kF ≈ 2.5 fm−1) as a con-
sequence of the softening of the quasi-particle spectrum.
We caution that at these high densities one approaches
the limits of applicability of the employed chiral interac-
tions. An implementation of these chiral forces with a
larger cut-off could clarify the situation.

In both the singlet and triplet cases, SRC substan-
tially reduce the pairing gap. The bulk of this effect,
associated to the removal of strength around the Fermi
surface, is universal and independent of NN or 3N forces.
In the density regime where singlet gaps are relevant,
the removal of strength is not affected by 3NFs. LRC,
as implemented here, are independent of 3NF. They will
produce an (anti-) screening effect in the (triplet) singlet
which is of the same order of magnitude as in the NN-
only case. As we have argued so far, the LRC effect is
subdominant compared to SRC for NN forces, and we ex-
pect to find very similar results if LRC were implemented
in the full 3NF framework. Full results including 3NFs
will be presented in the near future.

IV. CONCLUSIONS

We have proposed a method that combines the SCGF
framework for the treatment of SRC and FLT for the in-
corporation of LRC to the neutron matter pairing prob-
lem with NN interactions. This approach has two major
ingredients. On the one hand, extrapolated normal lad-
der self-energies provide access to zero temperature spec-
tral functions and, in turn, these give rise to depleted
energy denominators that quench the gap. On the other,
the pairing interaction is treated beyond the static, bare
level. Screening is provided by considering vertices rep-
resented by Landau parameters, that couple to spin and
density oscillations, whose collectivity is also controlled
by the same Landau parameters.

The effect of SRC is to remove strength from the Fermi
surface, thus necessarily reducing the gap. Compared to
a quasi-particle, BCS-like picture, the energy denomina-
tors in the gap equation are quenched by a relatively
momentum and density independent factor. In general,
this is very different from the corresponding Z-factors as-
sociated to the ladder SCGF self-energy. This indicates
that pairing calculations with Z-factors do not consider
the full effect of SRC in a consistent way.

We take three major conclusions from our work. First,
the universal effect of SRC is to deplete the gap substan-
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tially with respect to its BCS value in the whole momen-
tum range. In the singlet channel this translates into a
decrease in the Fermi surface gap of about 10− 15%. In
the triplet channel, the gaps were small, below 1 MeV,
at the BCS level. When SRC are considered, gaps de-
crease further to below 0.2 MeV throughout a wide den-
sity regime. Second, whereas for the singlet case the ef-
fect of SRC is of the same order of the screening provided
by LRC, in the triplet case LRC have an anti-screening
effect that modestly increases the SRC determined gap
for all three NN interactions. Third, the density depen-
dence of triplet gaps is substantially modified by SRC and
LRC. We find gaps that open above 1.2 fm−1 and close
below 2.6 fm−1 in all cases, with maxima that hardly
reach 0.2 MeV. Small triplet gaps of a similar size are
commensurate with the Cassiopeia A rapid cooling sce-
nario presented in Ref. [7].

We have performed calculations with three very dif-
ferent, but phase-shift equivalent, interactions. We have
also presented preliminary calculations including the ef-
fect of 3NFs. For the singlet channel, our conclusions
are extremely robust and independent of the NN force.
Triplet gaps, in contrast, depend on the specifics of the
interaction itself. CDBonn in general provides the largest
and widest triplet gaps, whereas Av18 provides small and
narrow pairing gaps. Cutoff effects artificially cut the
triplet gaps of N3LO above 2.5 fm−1. At the high den-
sities involved in triplet gaps, 3NF are important, and
tend to increase the gap at the BCS and SRC level. We
want to stress, however, that the SRC and LRC effects
are universal and independent of the nuclear force under
consideration. Work on incorporating 3NFs in a consis-
tent way and a subsequent detailed discussion of 3NF-
induced effects, following Ref. [64], is our first priority in
the near future.

The extension of the approach to asymmetric nuclear
systems is also important [48, 83]. There is a small ad-
mixture of protons inside neutron stars, and their pair-
ing is relevant for neutron star matter. In-medium SRC
effects should be similar for proton pairing, and the sup-
pression in the proton channel might have consequences
for neutron star cooling. Pairing at finite momentum is
also a relevant physical phenomena, particularly since it
can lead to different pairing phases [84]. The interplay of
correlation and finite momentum effects will necessarily
lead to a change in the phase diagram with respect to
BCS results.

These calculations represent a first controlled step to-
wards a full treatment of superfluidity within the Green’s
function formalism. At the SRC level, our treatment does
not allow for the superfluid phase to feed back into the de-
termination of the normal propagators. While feedback
effects will be small, the reformulation of the problem
in a Gorkov context would avoid the need of extrapo-
lations from finite temperature. Such a self-consistent
treatment of the ladder approximation in the pairing
phase has never been implemented to our knowledge.
At the LRC level, consistency at the Landau parame-
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FIG. 14. Each point in this plot corresponds to a density
and temperature where ladder self-energies have been com-
puted. Finite temperature points are used to extrapolate to
zero temperature.

ter level could provide small, quantitative differences in
our results. Furthermore, the full spin dependence of
the effective interaction, beyond the traditional Landau
parameters [56], could have an impact on pairing gaps.
Finally, the inclusion of polarization effects beyond the
low-momentum transfer limit is an interesting, if compu-
tationally expensive, possibility.

Appendix A: Numerical treatment of the
temperature extrapolation

For a given density, ladder self-energy calculations are
typically performed for a set of NT ≈ 3 to 10 tempera-
tures. The degeneracy parameter, ζ = T

εF
, with εF the

non-interacting Fermi energy, is a proxy for temperature
in Fermi gases and is a natural dimensionless extrapo-
lation parameter, in accordance to the Sommerfeld ex-
pansion [85]. At each ζ, the real and imaginary parts of
the self energy are stored as arrays in energy and momen-
tum space. Typically, between 4000 to 11000 energies are
needed, whereas we work with a fixed set of 70 points in
the momentum mesh. The self-energy is fit by a poly-

nomial function of ζ, Σ(k, ω; ζ) =
∑L
l=0 al(k, ω)ζ2l , in a

window of ζ values. For a given density, we take an upper
limit of ζ ≈ 1 and a lower limit of ζ & 0.07 (as long as
the pairing instability does not set in). This ensures that
the finite temperature data is neither thermally domi-
nated (ζ � 1) nor insensitive to thermal effects (ζ � 1).
Fig. 14 provides an illustration of the density and tem-
perature mesh that we have used for the extrapolations
with Av18.

The zero-temperature self-energy is the independent
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coefficient of the polynomial fit, a0(k, ω), although in
principle the fit can also be used to compute self-energies
at arbitrary temperatures. For practical purposes, the
interpolation involves only even powers, 2l. Close to the
Fermi surface, the temperature dependence of the self-
energy is indeed expected to be quadratic [66]. However,
numerically computed self-energies, particularly close to
ω = µ, need not be soft, continuous functions of degen-
eracy, due to numerical noise. Consequently, a single fit
might extrapolate quantities in an unphysical way. For
this reason, we perform not only one, but a series of fits
with different values of L, the maximum power of the
polynomial. Generally, we go from L = 1 (corresponding
to a T 2 dependence) to about L = 4, depending on the
total number of temperatures available. All polynomial
fits are performed using a χ2 minimization procedure,
which helps in evening out any numerical noise.

In the implementation, we extrapolate separately the
imaginary and the real parts of the self-energy. Pairing
is sensitive to the properties of Σ close to the Fermi en-
ergy. This is where the temperature dependence is more
difficult to capture with fits. For a given polynomial or-
der, L, we therefore allow for two different options. We
either take the extrapolated ImΣ as face value (ImΣ ≤ 0
is imposed throughout, though) or we allow for a second
option, where we match ImΣ to the analytic function:

ImΣ(k, ω ≈ µ;T = 0) ≈ ak(ω − µ)2e−bk(ω−µ) (A1)

in the vicinity of the Fermi energy. This has the correct
quadratic dependence in energy of a normal Fermi liquid
[86]. The exponential factor allows for a certain degree
of asymmetry below and above the Fermi surface, which
we find to be essential in order to match the numerical
self-energies. This function is matched to the self-energy
in a given range of energies, which is different for every
momentum, k.

With access to the T = 0 self-energies and spectral
functions, one can compute several zero temperature
properties from the microscopic properties. For instance,
the energy per particle, E

A , is obtained from the Koltun
sum-rule at zero temperature [23]. Alternatively, the fi-
nite temperature SCGF calculations yield a set of en-
ergies which can independently be extrapolated to zero
temperature using a polynomial fit. For simplicity, we
take the same L in the fit of this macroscopically deter-
mined data and in that of the associated self-energy.

A good extrapolation procedure for the self-energy
should ensure consistency between the micro- and the
macroscopic results. In the example above, we would
like the Koltun sum-rule at zero temperature to yield
the same energy per particle than the extrapolated value
from finite temperature data. We therefore construct
a quality measure that quantifies the distance between
extrapolations of micro- and macroscopic evaluations for
some relevant data. The measure is built from a weighted
sum of the relative differences between microscopic and
macroscopic determinations of density, chemical poten-
tials, energies, kinetic energies and Z-factors. The lat-

ter is determined independently from the discontinuity
of the momentum distribution at the Fermi surface and
from the on-shell derivatives of self-energies. The polyno-
mial with L that minimizes the quality measure, whether
matched or not according to Eq. (A1), is used in the
extrapolation. This guarantees that the associated self-
energy is consistent with both the microscopic and the
macroscopic pseudo-data. The extrapolation procedure
is automated, in an effort to avoid biases.

Below Tc and as the temperature approaches zero
asymptotically, the normal spectral function becomes an
increasingly sharp function of energy close to the Fermi
surface. It is important to keep track of these narrow
structures in the calculation of the momentum distri-
bution, n(k). For a given momentum, k, the missing
strength due to uncaptured narrow peaks can be esti-
mated from the energy spectral function sum-rule [23].
Deviations from 1 indicate missing strength contribu-
tions, which we use to correct the momentum distribu-
tion. We include a quasi-particle term that is weighted
to account for the missing strength. We have tested
this procedure against an independent determination of
the momentum distribution, based on the derivatives of
the zero-temperature self-energy [29], and we have found
quantitative agreement.

Missing strength corrections are also relevant for the
double convolution energy denominator of Eq. (10). We
use the sum-rule of the lowest-order two-particle propa-
gator, ∫

dΩ

2π
G0
II(k, k

′ = k,Ω) = 1− 2n(k) , (A2)

to estimate the missing strength at a given momentum,
ςk. The origin of this missing strength lies on the finite
meshes in the calculation, and the difficulty of keeping
track of narrow structures in energy space. The missing
strength correction in our ladder calculations is of the or-
der of less than one percent away from the Fermi surface.
ςk is generally largest (50 % or above) for momenta which
are within 2−3 % of the Fermi surface. Hence, the energy
denominator only needs corrections in the close vicinity
of the Fermi surface. We implement this correction by
means of the replacement,

1

2χc(k)
→ 1

2χ(k)
+

ςk
2(εk − µ)

. (A3)

The resulting energy denominators are continuous, soft
functions of momentum as a function of momentum (see
Panel (b) in Fig. 2) and in a wide range of densities (see
panels (d)-(f) in Fig. 3).

Appendix B: Fits

The parameters for the gap fits of Eq. (18) in Tables I
and II have been obtained from a robust bisquare non-
linear least-square fit. The function is fit to all non-zero



17

gap data plus the first zero value after the gap closure.
For singlet gaps, in addition to the data points of Fig. 8,
we have supplemented the fit with a point with zero
gap at zero Fermi momentum. Other than the N3LO
results, the fitting algorithm prefers a gap opening at
k0 = 0.04 − 0.05 fm−1. No additional points were given
in the triplet channel. The goodness of fit as measured by
the r2 coefficient of determination, which is above 0.99
for singlet fits. Triplet fits, in contrast, have r2 ranging
between 0.76 for CDBonn, 0.83 for Av18 and 0.97 for
N3LO.
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