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We present an analysis of di-hadron correlations using recently developed methods for back-
ground subtraction which allow for higher precision measurements with fewer assumptions about
the background. These studies indicate that low momentum jets interacting with the medium do
not equilibrate with the medium, but rather that interactions with the medium lead to more subtle
increases in their widths and fragmentation functions, consistent with observations from studies of
higher momentum fully reconstructed jets. The away-side shape is not consistent with a Mach cone.
The qualitatively different conclusions reached with a more careful consideration of the background
subtraction call into question the complete suppression of jets in central collisions observed in earlier
studies, indicating that this is also an artifact of the background subtraction.

PACS numbers: 25.75.-q,25.75.Gz,25.75.Bh
Keywords:

I. INTRODUCTION

A hot, dense medium called the Quark Gluon Plasma
(QGP) is created in high energy heavy ion collisions [1–
4]. Quarks and gluons scattered early in the collision
live through the QGP phase and interact strongly with
the medium. This leads to the suppression of hadrons at
high transverse momenta relative to expectations from
binary scaling in p+p collisions [5–9], a process called jet
quenching. One of the early indications of jet quench-
ing was measurements of di-hadron correlations at high
transverse momenta (pT) [10, 11]. A high momentum
particle created in an A+A collision is used as a proxy
for a jet, assuming that a sufficiently high pT particle
originated from a jet and that its direction is approxi-
mately the direction of the parton. The distribution of
softer particles in the event, called associated particles,
can be measured in azimuth (∆φ) and pseudorapidity
(∆η) relative to the trigger particle. The correlation
function has two peaks in azimuth, one near the trig-
ger particle (∆φ ≈ 0), called the near-side, and one 180◦

away, called the away-side. The near-side is roughly com-
parable to that observed in d + Au and p+p collisions,
with slight modifications [12–14]. Numerous studies re-
ported modifications of the away-side shape, observing
a local minimum rather than a peak [11, 15–18]. This
was frequently interpreted as a Mach cone from a par-
ton propagating faster than the speed of sound in the
QGP [19]. We refer to this as the Mach cone below.
This feature indicated a qualitatively different interac-
tion with the medium for the soft jets which dominate
di-hadron correlations and the hard jets observed at the
Large Hadron Collider (LHC). Studies at the LHC in-
dicated that the fragmentation functions were slightly
modified [20, 21] but studies of fully reconstructed jets
have not indicated any severe shape modifications.

The combinatorial background in azimuth in di-hadron

correlations has the form

dN

πd∆φ
= B(1 +

∞∑
n=2

2ṽtnṽ
a
n cos(n∆φ)) (1)

where ṽtn (ṽan) are the Fourier coefficients of the trigger
(associated) particles in the background [22]. The ṽn
may arise due to hydrodynamical flow or jet quenching.
The majority of di-hadron correlation studies used the
zero yield at minimum (ZYAM) method [23–26], or some
variation thereof, to determine the background level B,
combined with the assumption that independent mea-
surements of the vn were the appropriate ṽn for these
studies. The odd vn were assumed to be zero until it
was proposed that non-zero odd vn could arise from fluc-
tuations in the initial condition [27, 28]. Non-zero odd
vn were subsequently measured [29–31]. A majority of
the published di-hadron correlations therefore neglect the
odd vn. While the observation of odd vn indicated that at
least the magnitude of the Mach Cone signal in the data
was overestimated, theoretical studies of the Mach Cone
continue [32–36]. The few di-hadron correlation studies
since the observation of odd vn are either inconclusive
about the presence or absence of shape modifications [37]
or indicate that the shape modification persists [38].

We reassess the data using improved background sub-
traction techniques in order to determine the presence
or absence of shape modifications and whether or not
di-hadron correlations are consistent with studies using
fully reconstructed jets. In [39] we presented an alternate
method for determining the background which overcomes
many of the limitations of ZYAM, making fewer assump-
tions about the shape and level of the background. The
Reaction Plane Fit (RPF) method uses the correlation
functions in the background dominated region on the
near-side (∆η > 0.7, ∆φ < π/2) and the fact that the ṽtn
depend on the reaction plane when the angle of the trig-
ger particle is restricted relative to the event plane [22].
The correlation functions in bins of the angle of the trig-
ger particle relative to the event plane are fit simulta-
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neously to determine the B, ṽan, and ṽtn in equation 1.
This method makes fewer assumptions about the shape
of the background than other methods. In this paper
we apply this method to di-hadron correlations before
background subtraction measured by STAR [38, 40]. We
briefly review the relevant details of the measurement
and then present di-hadron correlations using the RPF
method [39] for background subtraction.

II. ANALYSIS

In [40] correlation functions were reported for d + Au
collisions at

√
sNN= 200 GeV and for 20–60% Au + Au

collisions at
√
sNN= 200 GeV in bins of the angle be-

tween the trigger particle and the reconstructed reaction
plane, φs = φt − ψ in two regions in ∆η (|∆η| < 0.7 and
0.7 < |∆η| < 2.0). The correlation functions were nor-
malized by the number of trigger particles rather than by
the number of events so all bins in φs have the same B in
equation 1. The ṽtn in a given φs bin depend on the range
of the bin in φs, the vtn, and the reaction plane resolu-
tion [22]. The systematic uncertainties on the reaction
plane resolution were 1% for the second order reaction
plane and 3% for the fourth and sixth [40].

The background is fit up to n = 4 in equation 1. The
uncertainty due to the reaction plane resolution uncer-
tainty is determined by varying the reaction plane reso-
lution and refitting the background. The background de-
termined from the background dominated region (0.7 <
|∆η| < 2.0) must be scaled to determine the appropri-
ate background level in the signal+background region
(|∆η| < 0.7). The correlation functions in [40] were not
corrected for acceptance effects using mixed events, as
in [12, 14, 39]. If the distribution of particles in the event
were independent of η, the exact scaling factor could be
determined analytically, however, the η-dependent track
distribution and tracking efficiency alter the ratio of the
number of track pairs in the background-dominated re-
gion to the signal-dominated region. The background
is scaled up by 2% more than expectations from an η-
independent track distribution with a systematic error
of 1%. The scale for the background is determined by
comparison to the highest momentum associated momen-
tum (3.0 < paT < 4.0 GeV/c) and trigger momentum
(4.0 < ptT < 6.0 GeV/c). The same scaling is used for
all momenta. Note that the scale uncertainty is not a
feature of the method and would be avoidable in future
studies. The scale and reaction plane uncertainties are
correlated point-to-point and when comparing correla-
tions at different momenta. The statistical uncertainties
on the Au + Au data include uncertainties due to the
background determined by the fit in the RPF method
and are therefore non-trivially correlated point-to-point.
Since the RPF method assumes that the residual signal
in the background-dominated region is negligible, we re-
strict our study to high momenta (4.0 < ptT < 6.0 GeV/c
and 1.5 < paT < 4.0 GeV/c) where PYTHIA [41, 42] stud-

ies indicate that the near- and away-side peaks are well
separated. The d+Au data in [40] are background sub-
tracted and are therefore compared to the Au+Au data
without modification.

Fit parameters from the RPF method are given in Ta-
ble I. The ṽtn are within error for all paT and the ṽt4 are
consistent with zero. The ṽa2 (ṽt2) determined from the fit
are larger (smaller) than the v2 from inclusive particles
from [40]. There are several possible explanations for dif-
ferences between the inclusive vn and the ṽtn determined
from the RPF method. The terms Equation 1 should
be the weighted average of the product ṽtnṽ

a
n = 〈vtnvan〉,

rather than 〈vtn〉〈van〉, and the average should be over
background pairs. The centrality bin is wide and high
pT trigger particles are more likely to be in more cen-
tral events, meaning that the background pair-averaged
ṽtn in Equation 1 is not necessarily the same as the in-
clusive vn. Events which contain high pT particles may
not have the same properties as inclusive events, or the
presence of a high pT particle may be indicative of a hot
spot in the medium. Imperfect correlations between the
n = 2 and higher order reaction planes [43], possibly due
to a difference between the reaction plane for flow and jet
quenching [44], would reduce the ṽtn and increase ṽan but
the RPF method would still provide a valid description of
the background. The fit parameters in Table I therefore
should not be considered a measurement of the vn due to
flow. While the RPF method assumes that the large ∆η
correlation function on the near-side contains no signal,
no assumptions are made about the event sample and the
background is weighted correctly over background pairs
by construction. The background determined using the
RPF method is therefore more robust than that deter-
mined using the ZYAM method.

Background subtracted di-hadron correlations with 4.0
< ptT < 6.0 GeV/c and 1.5 < paT < 4.0 GeV/c in d+Au
and Au+Au collisions at

√
sNN= 200 GeV are shown in

Figure 1. Typical uncertainties in Figure 1 are less than
the uncertainty due to the background level alone using
the ZYAM method and the uncertainty in the near-side
in-plane peak region is about one fifth of the uncertainty
using ZYAM [40]. The data are inconsistent with the
presence of the Mach cone [11, 15–18], indicating that it
was an artifact of the background subtraction.

The yield is reported in order to quantitatively com-
pare correlation functions in Au+Au collisions to d+Au
collisions. The yield is calculated as

Y =

∫ b

a

1

Nt

dN

d∆φ
d∆φ (2)

where the integration limits a = −0.79 and b = 0.79 on
the near-side and a = 2.36 and b = 3.93 on the away-
side are chosen to match the binning in the STAR data.
The near-side yield is given in Figure 2(a) and the away-
side yield in Figure 2(b). These results have substan-
tially smaller uncertainties than results using the ZYAM
method [45]. The yield is highest for the lowest momenta.
The near-side yields in Au+Au collisions are within error
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FIG. 1: Background subtracted di-hadron correlations with 4.0 < ptT < 6.0 GeV/c for 1.5 < paT < 2.0 GeV/c (a-f), 2.0 < paT <
3.0 GeV/c (g-l), 3.0 < paT < 4.0 GeV/c (m-r) in d+ Au and Au+ Au collisions at

√
sNN= 200 GeV for trigger particles from

0 < φs < π/12 (a,g,m), π/12 < φs < 2π/12 (b,h,n), 2π/12 < φs < 3π/12 (c,i,o), 3π/12 < φs < 4π/12 (d,j,p), 4π/12 < φs <
5π/12 (e,k,q), and 5π/12 < φs < 6π/12 (f,l,r). Yellow band shows scale uncertainty on Au + Au data. Uncertainty due to
reaction plane resolution is not shown but is negligible. The statistical uncertainties on the Au+Au data include uncertainties
due to the background determined by the fit in the RPF method and are therefore non-trivially correlated point-to-point.

TABLE I: Fit parameters from RPF method. The v2(%) from [40] are listed for comparison to ṽa2 (%). For 4.0 < pT <6.0
GeV/c v2 = 16.3 ± 2.0 from [40].

paT (GeV/c) χ2/NDF B v2(%) from [40] ṽa2 (%) ṽt2 (%) ṽt3ṽ
a
3 (×10−4) ṽa4 (%) ṽt4 (%)

1.5–2.0 1.00 0.7 ± 0.0 16.4 ± 1.1 18.1 ± 0.2 9.3 ± 1.6 109 ± 17 2.6 ± 0.4 0.10 ± 0.08
2.0–3.0 1.23 0.3 ± 0.0 18.9 ± 1.2 20.7 ± 0.3 8.7 ± 2.4 159 ± 28 4.4 ± 0.7 0.10 ± 0.08
3.0–4.0 1.04 0.0 ± 0.0 19.4 ± 1.3 22.9 ± 1.0 10.8 ± 7.0 190 ± 89 2.7 ± 2.1 0.10 ± 0.07

of the yields in d+Au collisions but the away-side yields
are below those in d+Au collisions.
IAA has been used to quantify the suppression ob-

served in di-hadron correlations [46], analogous to mea-
surements of the nuclear modification factor. We calcu-
late IAA as

IAA = YAu+Au/Yd+Au. (3)

Note that equation 3 differs from the standard defini-
tion of IAA, which has the yield from p+p collisions in
the denominator. No differences have been observed be-
tween di-hadron correlations in p+p and d+Au [47] and
only d + Au data are available in [40]. The near-side
IAA is given in Figure 2(c) and the away-side IAA in
Figure 2(d). The near-side IAA is within error of 1.0
with little reaction plane dependence, although IAA is

also consistent with the slight enhancement observed at
the LHC [48]. The away-side IAA is around 0.3 for 3.0
< paT < 4.0 GeV/c, increasing with increasing paT . The
higher IAA for lower paT is consistent with the softening
of the fragmentation function expected in response to the
medium. IAA is highest both in- and out-of-plane for 1.5
< paT < 2.0 GeV/c. A similar trend is indicated for 2.0
< paT < 3.0 GeV/c, although with less significance. Cor-
relations with a trigger out-of-plane may be more surface
biased than those in-plane and therefore less modified, or
they may interact with more medium. The reaction plane
dependence observed may be due to an interplay between
these effects.

Early results demonstrated a complete suppression of
the away-side in central collisions [10], a highly cited and
influential result. The IAA in [10] is consistent within the
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FIG. 2: Yields (a,b), truncated RMS (c,d), and IAA (e,f) for the near-side (a,c,e) and away-side (b,d,f). Systematic uncertainties
are 100% correlated point to point. Statistical uncertainties are non-trivially correlated point to point for a fixed paT but are
uncorrelated for different paT . Lines show the average for all φs and bands show the value for d+Au collisions with the width
representing the error bar.

large uncertainties with Figure 2(a) and Figure 2(b) for
the same centralities. However, since we observe qual-
itatively different results from studies using the same
methodology [11, 15–18], the complete suppression of the
away-side in [10] is likely also an artifact of the back-
ground subtraction.

We also report the truncated RMS

RMS =

√∫ b

a

1

Y Nt

dN

d∆φ
(∆φ−∆φ0)2d∆φ (4)

where ∆φ0 = 0 for the near-side and π for the away-side
rather than the RMS over all ∆φ because integration
over a wide range in ∆φ increases the weight of statisti-
cal error bars without dramatically changing the result.
The integration limits are the same as for equation 2.
The near-side RMS is given in Figure 2(e) and the away-
side RMS in Figure 2(f). The near-side RMS is larger
than the d + Au RMS for the same paT for all ranges of
paT studied. Such broadening is consistent with expec-
tations from energy loss through either bremsstrahlung
or collisional energy loss, since the energy would remain
spatially correlated with the parent parton but be dis-

tributed over a somewhat wider area [49]. This indi-
cates that the near-side is modified even though the yields
are consistent with those in d+Au collisions, consistent
with observations in [12]. There is little indication of φs-
dependent modifications on the near-side. The away-side
RMS in Au+Au collisions is mostly consistent with that
in d+Au collisions. Since broadening is apparent on the
near-side, this may indicate that the away-side RMS is
less sensitive to observation of broadening because the
away-side is already broader than the near-side, even in
d+Au collisions, due to the difference between the trigger
particle’s angle and the angle of the away-side jet.

These high precision results are consistent with the
modification of fragmentation functions in Pb + Pb col-
lisions observed at the LHC, which indicated broadening
and softening of the fragmentation function [20, 21]. This
demonstrates the efficacy of the RPF method for pre-
cision studies of di-hadron and jet-hadron correlations,
particularly at low momenta.
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III. CONCLUSIONS

The effects observed in di-hadron correlations relative
to the reaction plane using the RPF method indicate
that medium-induced modifications to jet-like correla-
tions are more subtle than earlier results using the ZYAM
method and neglecting odd vn. This indicates that jets
do not equilibrate fully with the medium but lost en-
ergy remains spatially correlated with the parent par-
ton and that the complete suppression observed in [10]
was likely also an artifact of the background subtrac-
tion. These results agree better with results from fully
reconstructed jets, which do not indicate dramatic shape
modifications or complete equilibration but slight broad-
ening and more subtle modifications of the fragmentation
function [20, 21], than with earlier results indicating a
dip [11, 15–18], or “Mach cone“, on the away-side.
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