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Abstract
We present an attempt to closely mimic the initial stage of heavy ion collisions within hologra-

phy, assuming a decoupling of longitudinal and transverse dynamics in the very early stage. We

subsequently evolve the obtained initial state using state-of-the-art hydrodynamic simulations, and

compare results to experimental data. We present results for charged hadron pseudo-rapidity spec-

tra and directed and elliptic flow as functions of pseudo-rapidity for
√
sNN = 200GeV Au-Au and

2.76TeV Pb-Pb collisions. The directed flow interestingly turns out to be quite sensitive to the

viscosity. The results can explain qualitative features of the collisions, but the rapidity spectra in

our current model is narrower than the experimental data.

1. Introduction. Collisions of rela-

tivistic heavy ions have been understood to

quickly form a quark-gluon plasma (QGP),

which thereafter evolves according to rela-

tivistic hydrodynamics with small viscosity

[1–3]. To make this paradigm more pre-

cise it is of crucial importance to understand

the early time far-from-equilibrium stage and

be able to accurately compute the initial

state of the hydrodynamic plasma. This is

particularly challenging because of the gen-

erally non-perturbative nature of Quantum

Chromo Dynamics (QCD). In this Letter we

model this initial stage at strong coupling us-

ing holography. We then provide the result-

ing energy density and flow velocity distri-

butions as input for the subsequent viscous

hydrodynamic evolution.

This first study makes several strong as-

sumptions. In particular, we describe the en-

tire early stage of the collision in the strong

coupling limit. Further, we work in the

canonical holographic theory, N = 4 super-

Yang-Mills (SYM) theory with a large num-

ber of colors. This conformal theory has

no confinement or asymptotic freedom and

hence is very different from QCD. Neverthe-

less, at energy scales relevant for the early

stage of heavy ion collisions the theories are

more similar, which is where we use the SYM

theory as an approximation for QCD.

Previous studies of QGP thermalization at
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strong coupling notably include homogeneous

[4] and boost-invariant [5, 6] settings, less

trivially the collisions of planar shock waves

[7–9] and transverse expansion [10–13]. It is

the purpose of this Letter to combine lessons

from these works to construct the initial con-

ditions for hydrodynamics, in particular us-

ing the fast thermalization [5, 6], a universal

rapidity profile [8, 9] and a simple formula for

transverse flow [10, 12].

We stress that holography is currently the

only theory which robustly leads to a hydro-

dynamic fluid on time scales used by current

hydrodynamic codes, and it is therefore nat-

ural to link these stages, also to assess the ef-

fect of the (strong) assumptions stated above.

This Letter employs the Music viscous rel-

ativistic hydrodynamic simulation [14–16] to

evolve the strong coupling initial condition

till freeze-out, after which we obtain the par-

ticle spectra using the Cooper-Frye formalism

[17].

At strong coupling there exists a spe-

cific rapidity profile which is notably differ-

ent from other approaches [9, 18], and we

therefore focus on the rapidity dependence

of observables, in particular directed flow,

which is non-trivial to reproduce with initial

conditions that model the longitudinal struc-

ture [19]. Without including full event-by-

event fluctuating initial conditions, it is well-

known that quantitative agreement with ex-

perimental data cannot be achieved. Never-

theless, comparing our results to experimen-

tal data for the pseudo-rapidity distributions

of charged hadrons, we find that while the

profiles are narrower than the experimental

data, agreement is better than expected given

the very narrow initial rapidity profile charac-

teristic of holography [8]. Also, we find good

quantitative agreement of the directed flow as

a function of pseudo-rapidity, both at RHIC

and LHC energies around mid-rapidity. A

more complete analysis will therefore be of

great interest, as will be a direct quantitative

comparison with models inspired by pertur-

bative QCD [20].

Lastly, we found two results coming from

the hydrodynamic evolution alone. Firstly,

we found that almost half of the produced

entropy is due to viscous entropy production,

even though the viscosity is small. Secondly,

the rapidity profile of the directed flow is very

sensitive to the viscosity, and may as such

be useful to improve future estimates of the

viscosity of the QGP.

2. The initial state from holography.

Holography provides a precise mapping be-

tween certain strongly coupled quantum field

theories and gravitational theories with one

extra dimension. Here we will use the original

and simplest example, where strongly cou-

pled SU(Nc) N = 4 super Yang-Mills the-

ory in 3+1 dimensions is mapped to a gravi-
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tational theory in 4+1 dimensional anti-de-

Sitter spacetime. As has often been done

to describe heavy ion collisions, the individ-

ual ions are modeled by gravitational shock

waves, which in the Yang-Mills theory cor-

respond to lumps of energy moving unper-

turbed at the speed of light.

An important assumption we will be mak-

ing is the decoupling of the longitudinal dy-

namics and the transverse dynamics in the

stage before we use hydrodynamics, which we

here take to be the first 0.1 (0.2) fm/c of the

collision at LHC (RHIC). This assumption

should hold to high accuracy as long as the

typical transverse structures are larger than

this time. For an average energy density this

would even be the case in systems as small

as the ones in p-A collisions, but note that it

prevents us from considering event-by-event

fluctuations smaller than this length. This

assumption, however, allows us to split up

the holographic calculation into a longitudi-

nal one with translational symmetry in the

transverse plane, and a transverse calculation

with boost invariance.

The longitudinal dynamics has been stud-

ied in [7, 9, 18, 21–23] which led to two main

lessons: the plasma thermalizes very fast in

the sense that viscous hydrodynamics be-

comes applicable in times perhaps as short as

0.05 fm/c at LHC energies. Furthermore, at

LHC energies the temperature is universally

approximately constant in the z (beam) di-

rection at constant time [24] (Fig. 1), where

importantly the time is determined in the lo-

cal center of mass frame (LCOM) of the local

transverse energy densities [9]. This means it

does not refer to the nucleon-nucleon center

of mass. This observation is also valid for

asymmetric longitudinal profiles [9], which is

relevant for off-central collisions. Remark-

ably, even though this temperature profile is

not boost invariant at all, the longitudinal ve-

locity profile shows approximate Bjorken be-

havior: vz = z/t.

For the transverse energy densities εL and

εR of the left- and right-moving nuclei we will

take an integrated Wood-Saxon distribution

[25]. In matching the holographic computa-

tion to hydrodynamics we then use the fol-

lowing formula for the energy density [26]:

E(t) =
N2

c Λ4

2π2

[
1

(Λt)4/3
− 2η0

(Λt)2

]
, (1)

where η0 = 1√
2 33/4

, we take Nc = 1.8 such

that the EOS matches lattice data (e/T 4 ≈

12) [27, 28] and Λ has to be extracted from

Fig. 1 numerically as Λ = 0.37 ε1/3 [29],

with ε =
√
εLεR the center of mass energy

density per transverse area of the collision

(all quantities depend on x⊥). Eq. (1) was

originally found as a solution to first order

hydrodynamics in a boost invariant context,

but it turns out that the formula also works

well to describe the energy density of our
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(non-boost invariant) collision at midrapid-

ity [30]. There is no z dependence since the

local energy density is approximately con-

stant at constant t (Fig. 1) and the depen-

dence on the transverse coordinates is en-

tirely contained in the transverse energy den-

sities. The rapidity profile then follows by

converting proper time and rapidity to nor-

mal time, where as described above we have

to boost to the local center of mass frame.

We hence use t = τ cosh(y + δy), with y the

spacetime rapidity and δy = 1
2

log(εL/εR) the

shift to the LCOM [9].

At lower energies the width of the incom-

ing nuclei becomes important and the high

energy regime plotted in Fig. 1 is no longer

applicable (the dynamical cross from [8, 31]).

For RHIC energies this is a significant effect,

and it was found that the rapidity profile is

approximately 30% narrower and 83% higher

as compared to the high energy regime de-

scribed above [8]. We incorporated this by a

simple rescaling of the hydrodynamic initial

data.

By causality the transverse profile of the

energy density does not change much in

shape in this very early stage. A non-trivial

transverse flow does develop [32], which

has been studied holographically in [10, 11].

These works found that the transverse fluid

velocity is proportional to the transverse gra-

dient of the energy density, with a numerical

Figure 1. We show the local energy density as a

function of time and the longitudinal direction,

in the center of mass frame. Units are such that

the energy per transverse area of the initial shock

matches the center of a LHC Pb-Pb collision.

Note that this frame will depend on the posi-

tion in the transverse plane. The black and grey

curves denote stream lines and constant proper

time curves.

coefficient extracted in [12]:

vi = −0.33 τ (∂ie)/e, (2)

with i = x or y, τ the proper time, and e

the local energy density, now depending on

all spatial coordinates.

We can now proceed to the construction

of the complete initial condition. Given two

colliding objects, having their respective ini-

tial energy profiles εL and εR as a function

of the transverse plane, we construct for all

transverse coordinates the relevant rapidity

and energy of the LCOM. We then map the

holographic longitudinal profile (using Eq.

(1)) to obtain the energy density as a func-
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Figure 2. Charged hadron multiplicity for top RHIC (200GeV) (left) and LHC (2.76TeV) (right)

energies as a function of pseudo-rapidity ηp for a collision with impact parameter 1 fm with η/s = 0,

0.08 and 0.2. In all cases the spectrum is narrower than the experimental data from the PHOBOS

[33] and ALICE [34] collaborations, respectively. However, the spectrum is much wider than the

initial state rapidity profile obtained from just holography (see Fig. 1 and [8]).

tion of rapidity at a fixed initial proper time

τini = 0.1 (0.2) fm/c at LHC (RHIC). Once

we have the local energy density we obtain

the local transverse velocity from Eq. (2).

In the approximation described above

holography provides the complete energy

density, in principle only requiring the trans-

verse energy densities. Nevertheless, we

found that this approach overestimated the

total multiplicity, possibly because of not in-

cluding fluctuations and the assumption of

very strong coupling. For this reason we

divided the energy density by a factor of

20 (6) for the top LHC (RHIC) energies so

that charged hadron multiplicities would be

close to the experimental data, which we will

address again in the discussion. After this

rescaling also the transverse momentum spec-

tra give a satisfactory fit to the experimental

data.

Having obtained the energy density and

the local fluid velocity we proceed by using

them to initialize the relativistic viscous fluid

dynamic simulation Music [14–16]. We set

the initial viscous stress tensor to zero and

will use various constant values of the shear

viscosity to entropy density ratio η/s.

For the equation of state we use the

the parametrization “s95p-v1” from [35], ob-

tained from interpolating between lattice

data and a hadron resonance gas.

At a constant freeze-out temperature of
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150 MeV the fluid is converted to particles

using the Cooper-Frye algorithm [17], after

which resonance decays are computed, in-

cluding all resonances of energy 2 GeV or less.

3. Results and discussion. We present

the resulting charged hadron spectra as a

function of pseudo-rapidity in Fig. 2 for top

RHIC (
√
s = 200 GeV) and LHC (

√
s =

2760 GeV) energy collisions. We used an im-

pact parameter of 1 fm to simulate central

collisions. The rapidity spectrum for RHIC

and LHC collisions are too narrow, but the

relative increase in width from RHIC to LHC

is similar to the data. Also, it is noteworthy

that the rapidity spectra found here are much

wider than the holographic initial profile of

width 0.9 found in [8], stressing the impor-

tance of hydrodynamic evolution.

We note that the previously observed [16]

effect of viscosity, namely the reduction of

the effective longitudinal pressure and cor-

respondingly smaller multiplicities at larger

rapidity are also visible in Fig. 2.

One of the main motivations of this work

was to study the rapidity dependence of the

directed flow, which we show in Fig. 3 and

Fig. 4 for collisions at RHIC (200 GeV) and

LHC (2760 GeV), respectively. Here we used

an impact parameter of 8 fm to simulate ap-

proximately 35% central collisions.

We have computed the event plane ψ1 at

forward rapidities and then evaluated

v1 = 〈cos(φ− ψ1)〉 , (3)

where φ is the azimuthal angle of charged

hadrons in momentum space and the average

〈· · ·〉 is over the particle momentum distribu-

tions.

Interestingly, this quantity turns out to

be very sensitive to the η/s ratio, and can

as such possibly be a good probe of the vis-

cosity. The shape of the curve matches the

STAR result quantitatively close to midra-

pidity, which can be seen as a partial success

of the combination of the holographic rapid-

ity profile and the LCOM description pre-

sented above. At larger rapidities, one should

not trust the results for v1, because the mul-

tiplicity distribution is not described well in

this regime. The bands shown in Figs. 3 and

4 describe uncertainties from inaccuracies in

the determination of the freeze-out surface.

They are obtained by mirroring the result

around the origin, which is a symmetry of

the hydrodynamic initial condition.

Fig. 5 shows the elliptic flow as a function

of pseudo-rapidity, compared to experimental

data from the CMS collaboration [40]. Sim-

ilar to the result for multiplicity vs. pseudo-

rapidity (Fig. 2), the pseudo-rapidity depen-

dence of v2 is stronger than in the experimen-

tal data, while the overall magnitude is close

to the experimental data when using b = 8 fm
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Figure 3. Directed flow v1 as a function of

pseudo-rapidity ηp for 200 GeV collisions at

RHIC with b = 8 fm (approximately 35% cen-

trality) using η/s = 0.08, 0.12, and 0.2. While

a direct comparison with experimental data is

difficult without a proper event-by-event analy-

sis, the shape around midrapidity matches STAR

data for 5-40% and 40-80% centrality classes [36]

quantitatively around mid-rapidity. The results

for large rapidity are uncertain, because there

dN/dηp is in disagreement (Fig. 2). This observ-

able is quite sensitive to the viscosity, which is

interesting in its own right. The bands describe

uncertainties in v1 stemming from numerical in-

accuracies in the freeze-out surface finding.

and η/s = 0.2.

We wish to stress that the presented model

is very constrained compared to competing

models, and basically has no free parameters

apart from the energy density rescaling. The

only input for the initial stage is the radius

-0.03

-0.02

-0.01

 0

 0.01

 0.02

 0.03

-4 -3 -2 -1  0  1  2  3  4

charged hadrons, b=8fm

v
1

ηp

 ALICE prel. 0-80%

 ALICE 30-60%

 η/s=0.08

 η/s=0.12

 η/s=0.2

Figure 4. Directed flow v1 as a function of

pseudo-rapidity ηp for 2.76 TeV collisions at LHC

with b = 8 fm using η/s = 0.08, 0.12, and 0.2.

While a direct comparison with experimental

data is difficult without a proper event-by-event

analysis, the shape around midrapidity matches

preliminary ALICE data for the 0-80% centrality

class [37, 38] and published data for 30-60% cen-

trality [39] quantitatively. The bands describe

uncertainties in v1 stemming from numerical in-

accuracies in the freeze-out surface finding.

and energy of the incoming nuclei and the

equation of state of QCD (e/T 4 ≈ 12). Note,

however, that adding a more refined trans-

verse energy profile with fluctuations in the

future will introduce extra scales relating to

those fluctuations.

Nevertheless, when directly comparing

with data our simple model has two clear

problems. Firstly, to get a reasonably

dN/dηp at mid-rapidity we artificially re-
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duced the initial energy density by a factor

20 (6) for LHC (RHIC) collisions, which are

large factors. Secondly, the dN/dηp spectrum

is still too narrow, even though the width

is much more in line with experimental data

than the initial strong coupling profile found

in [8]. These problems can be partly at-

tributed to the fact that QCD has an interme-

diate coupling strength, which will intuitively

lead to more particles at higher rapidity than

in the strong coupling limit presented here.

Also, it may be possible that holography is

better thought of as providing a description

of the (soft) gluons, which carry only part of

the energy of the nucleus. The valence quarks

perhaps require a different picture [41]. Fur-

thermore, importantly, including fluctuations

also partly resolves both problems. The rea-

son is simple: fluctuations will cause QGP to

end up at high positive or negative rapidities,

thereby widening the rapidity profile. This

widened rapidity profile will also give a lower

total multiplicity, since the total input energy

is fixed and particles at higher rapidity carry

much more energy.

Lastly, this work opens up many possi-

bilities for further research. First of all the

holographic model can be improved to model

heavy ion collisions more realistically. Includ-

ing finite coupling corrections will be an im-

portant step in this direction (see i.e. [42]).

It will also be essential to include event-by-

event fluctuations. Interestingly, these stud-

ies will rely on a particularly rich set of

physics, from numerical general relativity to

relativistic hydrodynamics to particle decays,

which will allow to make a quantitative com-

parison of results obtained using holography

to part of the experimental data at RHIC and

LHC.
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