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#### Abstract

Neutron matter at densities of the order of the nuclear saturation density is believed to have neutrons paired in the ${ }^{3} P_{2}$ channel. We study the low lying modes of this phase and find two massless modes (angulons), resulting from the spontaneous breaking of rotational symmetry as well as three other, gapped modes. We compute their masses at arbitrary temperatures.


## I. INTRODUCTION

Understanding the fate of matter at densities comparable or even larger than nuclear densities, as found in neutron stars, is one of the outstanding open problems in Physics and Astrophysics. Due to our current lack of understanding of non-perturbative QCD the problem is generally approached by a combination of model/effective theory calculations and neutron star observations. The equation of state of matter at these high densities has a one-to-one correspondence with the relation between the mass and the radius of a neutron star. Consequently, substantial effort has been invested in answering the difficult question of how to determine masses and radii of neutron stars. Even if this program is successful, it can only provide information about the (essentially zero temperature) equation of state. As interesting as this is, qualitatively different phases of matter can have very similar equations of state. In order to distinguish different phases more subtle observables are required. A whole class of observables related to transport properties and finite temperature effects (heat and charge conductivities, neutrino opacities, specific heat) are related to measurable properties of the star (cooling curves, R-mode stability). Low temperature transport properties are determined by the low lying excitations of the ground state, so the theoretical understanding of their properties is an essential step towards connecting a particular putative phase of dense matter with neutron star observations.

Since the early days of pulsar physics it was recognized that at densities equal to or higher than nuclear saturation densities, neutrons near the Fermi surface should form Cooper pairs in the ${ }^{3} P_{2}$ channel, and since then, model calculations have strengthened that belief[1-4]. An intuitive way to understand this is to observe that the neutronneutron phase shifts become repulsive at momenta comparable to the Fermi momentum in dense matter in all but the ${ }^{3} P_{2}$ channel. Attraction at the Fermi surface, no matter how small, generically leads to Cooper pair formation and superfluidity. In fact, the process of formation of ${ }^{3} P_{2}$ pairs and their breaking (with the concomitant emission of a neutrino pair) was invoked recently to explain the rapid cooling observed in Cassiopeia A.

It is thus important to understand the low lying excitations of the ${ }^{3} P_{2}$ superfuild phase of neutron matter. It was pointed out in [5] that triplet paired neutron matter breaks rotational symmetry and one would expect that gapless Goldstone modes, named "angulons", should exist. Although triplet pairing for Helium 3 was analyzed in condensed matter literature in the seventies [6-10], the form of the Helium 3 condensate is different from that found in neutron matter and it is unclear whether there exist massless modes for it. An effective theory for the angulons was obtained on very general grounds in [11] and their consequences to transport was discussed in [12, 13]. All of these discussions hinge on the validity of the Goldstone theorem, however, there are reasons to proceed more carefully in this case as there is no general proof of the Goldstone's theorem that holds when spacetime symmetries are broken and the theorem does not apply. This implies that whether there are massless modes or not is actually a subtle question. In addition, a model calculation ([14]) has found that the excitations that are gapless at zero temperature develop a mass at finite temperatures. There is also the possibility that some of the gapped modes, ignored in previous analyses, are so light as to contribute to transport properties at the low temperatures of a neutron star. The main goal of this paper is to discuss these questions through the analysis of a simple model containing the essential symmetry properties of a realistic calculation.

[^0]
## II. ACTION FOR THE FLUCTUATIONS AROUND THE GROUND STATE

We begin with a microscopic model describing non-relativistic fermions with an attractive contact interaction of the form,

$$
\begin{equation*}
\mathcal{L}=\psi^{\dagger}\left(i \partial_{0}-\epsilon_{(-i \nabla)}\right) \psi-\frac{g^{2}}{4}\left(\psi^{\dagger} \sigma_{i} \sigma_{2} \nabla_{j} \psi^{*}\right) \chi_{i j}^{k l}\left(\psi^{T} \sigma_{2} \sigma_{k} \nabla_{l} \psi\right) \tag{1}
\end{equation*}
$$

where $\chi_{i j}^{k l}=\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}-\frac{2}{3} \delta_{i j} \delta_{k l}\right)$ is the projector onto the ${ }^{3} P_{2}$ state, $\epsilon_{p}=\sqrt{\frac{p^{2}}{2 M}-\mu}$ is the kinetic energy of fermonic quasiparticles near the Fermi surface having neutron quantum numbers, and $M$ and $\mu$ are the fermion mass and chemical potential, respectively (see [11] for further discussion of the interpretation of the model in terms of a Fermi liquid theory). Our model Lagrangian is expected to be weakly coupled as the vacuum two to two phase shift of nucleons at energies close to the Fermi energy is modest in magnitude. Also, the magnitude of superfluid gap is found to be small in model calculatins using realistic nucleon-nucleon potentials. This implies that our model Lagrangian describing the quasiparticles at the Fermi surface with a contact interaction has to be weakly coupled to produce such a small gap. In light of the above two pieces of evidence, although perhaps not conclusive, for the purpose of our calculation here we assume the ${ }^{3} P_{2}$ channel to be weakly coupled. The use of contact interactions on the other hand is justified by the fact that we are interested in small fluctuations about the Fermi surface and that a contact interaction should adequately describe the system up to corrections of the order of gap divided by the chemical potential.
In order to calculate finite temperature results, the calculation will proceed in imaginary time, however, to find the normal modes we must later analytically continue back to Minkowski space.

Below the threshold for the breakup and formation of Cooper pairs, we expect the low-lying modes to consist of bosonic fluctuations of the order parameter. Thus, we introduce an auxiliary field, $\Delta_{i j}=\Delta_{0}+\delta \Delta(x)$, where $\Delta_{0}=\left\langle\psi^{T} \sigma_{2} \sigma_{i} \overleftrightarrow{\nabla}_{j} \psi\right\rangle \equiv\left\langle\psi^{T} \sigma_{2} \frac{\left(\sigma_{i} \nabla_{j}+\sigma_{j} \nabla_{i}-\frac{2}{3} \delta_{i j} \sigma . \nabla\right)}{2} \psi\right\rangle$ is the value of the order parameter, $\psi$ is the neutron field and $\delta \Delta(x)$ encodes fluctuations about the ground state, resulting in,

$$
\begin{equation*}
S=\int d^{4} x\left[\psi^{\dagger}\left(i \partial_{0}-\epsilon(-i \nabla)\right) \psi+\frac{1}{4 g^{2}} \Delta_{i j}^{\dagger} \Delta_{j i}+\frac{\Delta_{i j}^{\dagger}}{4}\left(\psi^{T} \sigma_{2} \sigma_{i} \nabla_{j} \psi\right)-\frac{\Delta_{j i}}{4}\left(\psi^{\dagger} \sigma_{i} \sigma_{2} \nabla_{j} \psi^{*}\right)\right] \tag{2}
\end{equation*}
$$

The presence of the projector $\chi_{i j}^{k l}$ is unnecessary in the expression above as we will consider only traceless, symmetric $\Delta_{i j}$. As discussed in [11], there are several possible ${ }^{3} P_{2}$ phases governed by the symmetry breaking pattern of the order parameter, a symmetric traceless tensor. The phase corresponding to the ground state of relevance for neutron stars is unclear, but there is some evidence that the condensate should be a real matrix [15], and that a condensate of the form,

$$
\Delta_{0}=\bar{\Delta}\left(\begin{array}{ccc}
-1 / 2 & 0 & 0  \tag{3}\\
0 & -1 / 2 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

where $\bar{\Delta}$ is the magnitude of the gap, may be favored [16]. In this phase, rotational invariance in one plane is maintained, and two massless Goldstone modes, corresponding to the breaking of rotational invariance in the remaining two planes, are expected. Throughout the calculation we will remain as general as possible regarding which phase the system is in, however, we do assume that $\Delta$ is a real symmetric matrix ${ }^{1}$ and will specialize to the above phase before presenting results.

We now integrate out the fermion fields and convert to momentum space to obtain,

$$
\begin{equation*}
S[\Delta]=-T \int \frac{d^{3} p}{(2 \pi)^{3}} \sum_{p_{0}}\left(\frac{1}{4 g^{2}} \Delta_{i j}^{\dagger}(p) \Delta_{j i}(p)\right)+\operatorname{Tr} \log \left(D^{-1}\right) \tag{4}
\end{equation*}
$$

where the kernel of $D^{-1}$ is

$$
D^{-1}(p, k)=\left(\begin{array}{cc}
(2 \pi)^{3} \delta^{3}(\mathbf{p}-\mathbf{k}) \delta_{p_{0}, k_{0}}\left(i p_{0}+\epsilon_{p}\right) & i \Delta_{j i}(\mathbf{k}-\mathbf{p}) \sigma_{i} \sigma_{2} p_{j}  \tag{5}\\
-i \Delta_{i j}(-\mathbf{k}+\mathbf{p}) \sigma_{2} \sigma_{i} p_{j} & (2 \pi)^{3} \delta^{3}(\mathbf{p}-\mathbf{k}) \delta_{p_{0}, k_{0}}\left(i p_{0}-\epsilon_{p}\right)
\end{array}\right)
$$

[^1]Eq. 4 is a simple rewriting of Eq. 1 in terms of Bosonic variables. It is non-local and is in principle as difficult to solve as the original Eq.1. To study small fluctuations of the field we expand the action, $S[\Delta]=S\left[\Delta_{0}\right]+\left.\frac{\partial S}{\partial \Delta}\right|_{\Delta=\Delta_{0}} \delta \Delta+$ $\left.\frac{1}{2} \frac{\partial^{2} S}{\partial \Delta^{2}}\right|_{\Delta=\Delta_{0}}(\delta \Delta)^{2}+\ldots \Delta_{0}$ satisfies the gap equation, $\left.\frac{\partial S}{\partial \Delta}\right|_{\Delta=\Delta_{0}}=0$, so that the first term of interest is quadratic in $\delta \Delta$.

Using

$$
\begin{equation*}
\left.\frac{\delta^{2} \operatorname{Tr} \log \left(D^{-1}\right)}{\delta \Delta_{i j}(s) \delta \Delta_{k l}(r)}\right|_{\Delta=\Delta_{0}}=\operatorname{Tr}\left(D\left(p, q^{\prime}\right) \frac{\delta D^{-1}\left(q^{\prime}, q\right)}{\delta \Delta_{i j}(s)} D\left(q, p^{\prime}\right) \frac{\delta D^{-1}\left(p^{\prime}, k\right)}{\delta \Delta_{k l}(r)}\right) \tag{6}
\end{equation*}
$$

where ' $\operatorname{Tr}$ ' denotes the trace in Gorkov, spin, and momentum space, we find,

$$
\begin{align*}
\left.\frac{\delta^{2} \operatorname{Tr} \log \left(D^{-1}\right)}{\delta \Delta_{i j}(s) \delta \Delta_{k l}(r)}\right|_{\Delta=\Delta_{0}} & =T \sum_{p_{0}} \int \frac{d^{3} p}{(2 \pi)^{3}} \operatorname{tr}\left[\frac{\sigma^{m} \sigma^{i} \sigma^{m^{\prime}} \sigma^{k}(\mathbf{p}-\mathbf{r})^{j}(\mathbf{p}-\mathbf{r})^{n^{\prime}} p^{l} p^{n}\left(\Delta_{0}\right)_{m n}\left(\Delta_{0}\right)_{m n^{\prime}}}{\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\left(\left(p_{0}-\omega\right)^{2}+E_{\mathbf{p}-\mathbf{r}}^{2}\right)}\right. \\
& +\frac{\sigma^{i} \sigma^{l}(\mathbf{p}-\mathbf{r})^{j} \mathbf{p}^{k}\left(i p_{0}+\epsilon_{\mathbf{p}}\right)\left(i\left(p_{0}-\omega\right)-\epsilon_{\mathbf{p}-\mathbf{r}}\right)}{\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\left(\left(p_{0}-\omega\right)^{2}+E_{\mathbf{p}-\mathbf{r}}^{2}\right)}+\frac{\sigma^{j} \sigma^{k}(\mathbf{p}+\mathbf{r})^{i} \mathbf{p}\left(i p_{0}-\epsilon_{\mathbf{p}}\right)\left(i\left(p_{0}+\omega\right)+\epsilon_{\mathbf{p}+\mathbf{r}}\right)}{\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\left(\left(p_{0}+\omega\right)^{2}+E_{\mathbf{p}+\mathbf{r}}^{2}\right)} \\
& \left.+\frac{\sigma^{m} \sigma^{j} \sigma^{m^{\prime}} \sigma^{l}(\mathbf{p}+\mathbf{r})^{i}(\mathbf{p}+\mathbf{r})^{n^{\prime}} p^{k} p^{n}\left(\Delta_{0}\right)_{m n}\left(\Delta_{0}\right)_{m^{\prime} n^{\prime}}}{\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\left(\left(p_{0}+\omega\right)^{2}+E_{\mathbf{p}+\mathbf{r}}^{2}\right)}\right] \delta^{3}(\mathbf{s}+\mathbf{r}) \frac{\delta_{r_{0}+s_{0}, 0}}{T} \tag{7}
\end{align*}
$$

where $\omega \equiv r_{0}, \sum_{p_{0}} f\left(p_{0}\right) \equiv \sum_{n=-\infty}^{\infty} f((2 n+1) \pi T), E_{\mathbf{p}}^{2} \equiv \epsilon_{\mathbf{p}}^{2}+\mathbf{p} \cdot \Delta_{0} \cdot \Delta_{0} \cdot \mathbf{p}$, and the remaining trace is over spin indices only. In this work we will not compute dispersion relations and will therefore restrict our calculation to zero spatial momentum. After completing the traces we find the simplified form,

$$
\begin{equation*}
\frac{\delta^{2} \operatorname{Tr} \log \left(D^{-1}\right)}{\delta \Delta_{i j}(s) \delta \Delta_{k l}(r)}=T \sum_{p_{0}} \int \frac{d^{3} p}{(2 \pi)^{3}}\left[\frac{8 \mathbf{p}_{i}\left[\Delta_{0} \cdot \mathbf{p}\right]_{j} \mathbf{p}_{k}\left[\Delta_{0} \cdot \mathbf{p}\right]_{l}-4 \mathbf{p}_{i} \mathbf{p}_{l}\left(p_{0}\left(p_{0}+\omega\right)+E_{\mathbf{p}}^{2}\right)}{\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\left(\left(p_{0}+\omega\right)^{2}+E_{\mathbf{p}^{2}}\right)}\right] \delta^{3}(\mathbf{s}+\mathbf{r}) \frac{\delta_{r_{0}+s_{0}, 0}}{T} \tag{8}
\end{equation*}
$$

The second order action in the $\delta \Delta$ expansion is,

$$
\begin{equation*}
S_{2}=T \sum_{p_{0}} \int \frac{d^{3} p}{(2 \pi)^{3}}\left[\frac{4\left(\mathbf{p} \cdot \delta \Delta \cdot \Delta_{0} \cdot \mathbf{p}\right)^{2}+\left(\omega^{2}-2\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\right)(\mathbf{p} \cdot \delta \Delta \cdot \delta \Delta \cdot \mathbf{p})}{\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\left(\left(p_{0}+\omega\right)^{2}+E_{\mathbf{p}}^{2}\right)}+\frac{\frac{4}{3} \operatorname{Tr}[\delta \Delta \cdot \delta \Delta]\left(\mathbf{p} \cdot \hat{\Delta}_{0} \cdot \hat{\Delta}_{0} \cdot \mathbf{p}\right)}{p_{0}^{2}+E_{\mathbf{p}}^{2}}\right] \tag{9}
\end{equation*}
$$

where $\hat{\Delta}_{0} \equiv \Delta_{0} / \bar{\Delta}$ and we have used the gap equation (see Appendix A) to substitute the coupling for the magnitude of the gap. We may now perform the sum over $p_{0}$. We simplify our expression by setting $\omega=2 \pi m T$ ( $m \in \mathbb{Z}$, corresponding to bosonic modes) within all trigonometric functions. This is also necessary to give us the correct analytic continuation to Minkowski space (see Appendix B). The result for $\omega \neq 0$ is given by

$$
\begin{equation*}
S_{2}=\int \frac{d^{3} p}{(2 \pi)^{3}} \tanh \left(\frac{E_{\mathbf{p}}}{2 T}\right)\left[\frac{4\left(\mathbf{p} \cdot \delta \Delta \cdot \Delta_{0} \cdot \mathbf{p}\right)^{2}-4 E_{\mathbf{p}}^{2}(\mathbf{p} \cdot \delta \Delta \cdot \delta \Delta \cdot \mathbf{p})}{E_{\mathbf{p}}\left(\omega^{2}+4 E_{\mathbf{p}}^{2}\right)}+\frac{\frac{2}{3} \operatorname{Tr}[\delta \Delta \cdot \delta \Delta]\left(\mathbf{p} \cdot \hat{\Delta}_{0} \cdot \hat{\Delta}_{0} \cdot \mathbf{p}\right)}{E_{\mathbf{p}}}\right] \tag{10}
\end{equation*}
$$

## III. NORMAL MODES

An arbitrary 3-dimensional symmetric, traceless matrix may be expanded in an orthogonal basis of the following matrices:

$$
\begin{align*}
\mathcal{M}^{(1)} \equiv & \left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), \quad \mathcal{M}^{(2)} \equiv\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right), \quad \mathcal{M}^{(3)} \equiv\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
& \mathcal{M}^{(4)} \equiv\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \mathcal{M}^{(5)} \equiv\left(\begin{array}{ccc}
-1 / 2 & 0 & 0 \\
0 & -1 / 2 & 0 \\
0 & 0 & 1
\end{array}\right) . \tag{11}
\end{align*}
$$

It is simple to show that, given our chosen ground state (Eq. 3), the kinetic and potential terms induce no mixing between states corresponding to these matrices, thus, they correspond to eigenstates of the Hamiltonian operator. To do so, we define an operator which is not to be confused with the Hamiltonian operator,

$$
\mathcal{H}_{i j}[\delta \Delta] \equiv \frac{\delta S_{2}[\delta \Delta]}{\delta \delta \Delta_{i j}}=\int \frac{d^{3} p}{(2 \pi)^{3}}\left[\frac { \operatorname { t a n h } ( \frac { E _ { \mathbf { p } } } { 2 T } ) } { E _ { \mathbf { p } } ( \omega ^ { 2 } + 4 E _ { \mathbf { p } } ^ { 2 } ) } \left(8 \mathbf{p} \cdot \delta \Delta \cdot \Delta_{0} \cdot \mathbf{p}\left(\mathbf{p}_{i}\left[\Delta_{0}\right]_{j k} \mathbf{p}_{k}+\mathbf{p}_{j}\left[\Delta_{0}\right]_{i k} \mathbf{p}_{k}\right)\right.\right.
$$

$$
\begin{equation*}
\left.\left.-8 E_{\mathbf{p}}^{2}\left(\mathbf{p}_{i} \delta \Delta_{j k} \mathbf{p}_{k}+\mathbf{p}_{j} \delta \Delta_{i k} \mathbf{p}_{k}\right)+\frac{4}{3}\left(\omega^{2}+4 E_{\mathbf{p}}^{2}\right)\left(\delta \Delta_{i j}+\delta \Delta_{j i}\right)\left(\mathbf{p} \cdot \hat{\Delta}_{0} \cdot \hat{\Delta}_{0} \cdot \mathbf{p}\right)\right)\right] \tag{12}
\end{equation*}
$$

where we have used the fact that $\delta \Delta$ is symmetric in taking the derivative. Then, by orthogonality of the set of matrices, if $\mathcal{H}[\delta \Delta] \propto \delta \Delta$ for all matrices in Eq. 11, there can be no mixing between states. As an example, if we choose $\delta \Delta=\alpha_{1} \bar{\Delta} \mathcal{M}^{(1)}$, where $\alpha_{i}$ is the field corresponding to fluctuations $\mathcal{M}^{(i)}$ for $i=1,2, \ldots 5$ then we have

$$
\left.\left.\mathcal{H}\left[\mathcal{M}^{(1)}\right]=\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{2 \alpha_{1} \bar{\Delta} \tanh \left(\frac{E_{\mathbf{p}}}{2 T}\right)}{E_{\mathbf{p}}\left(\omega^{2}+4 E_{\mathbf{p}}^{2}\right)}\left(\begin{array}{ccc}
-2 p_{x}^{2} p_{y} p_{z} \alpha_{1}^{2} \bar{\Delta}^{2} & -2 \alpha_{1}^{2} \bar{\Delta}^{2} p_{x} p_{y}^{2} p_{z}-4 E_{\mathbf{p}}^{2} p_{x} p_{z} & \alpha_{1}^{2} \bar{\Delta}^{2} p_{x} p_{y} p_{z}^{2}-4 E_{\mathbf{p}}^{2} p_{x} p_{y} \\
-2 \alpha_{1}^{2} \bar{\Delta}^{2} p_{x} p_{y}^{2} p_{z}-4 E_{\mathbf{p}}^{2} p_{x} p_{z} & -2 \alpha_{1}^{2} \bar{\Delta}^{2} p_{y}^{3} p_{z}-8 E_{\mathbf{p}}^{2} p_{y} p_{z} & \alpha_{1}^{2} \bar{\Delta}^{2} p_{y}^{2} p_{z}^{2}+\frac{4}{3} E_{\mathbf{p}}^{2}\left(p_{x}^{2}-2 p_{y}^{2}+p_{z}^{2}\right) \\
\alpha_{1}^{2} \bar{\Delta}^{2} p_{x} p_{y} p_{z}^{2}-4 E_{\mathbf{p}}^{2} p_{x} p_{y} & \alpha_{1}^{2} \bar{\Delta}^{2} p_{y}^{2} p_{z}^{2}+\frac{4}{3} E_{\mathbf{p}}^{2}\left(p_{x}^{2}-2 p_{y}^{2}+p_{z}^{2}\right) & +\frac{\omega^{2}}{3}\left(p_{x}^{2}+p_{y}^{2}+4 p_{z}^{2}\right) \\
4 \alpha_{1}^{2} \bar{\Delta}^{2} p_{y} p_{z}^{3}-8 E_{\mathbf{p}}^{2} p_{y} p_{z}
\end{array}\right) \text { ( } p_{x}^{2}+p_{y}^{2}+4 p_{z}^{2}\right) \quad 3\right)
$$

where we now specialize to the ground state given in Eq. 3.
Integration over the spatial momenta eliminates any terms containing odd powers of any of the momenta. The only non-zero contribution is therefore,

$$
\begin{equation*}
\mathcal{H}\left[\mathcal{M}^{(1)}\right]=\int \frac{d^{3} p}{(2 \pi)^{3}} \frac{2 \alpha_{1} \bar{\Delta} \tanh \left(\frac{E_{\mathbf{p}}}{2 T}\right)\left[p_{y}^{2} p_{z}^{2} \alpha_{1}^{2} \bar{\Delta}^{2}+\frac{1}{3}\left(4 E_{\mathbf{p}}^{2}\left(p_{x}^{2}-2 p_{y}^{2}+p_{z}^{2}\right)+\omega^{2}\left(p_{x}^{2}+p_{y}^{2}+4 p_{z}^{2}\right)\right)\right]}{E_{\mathbf{p}}\left(\omega^{2}+4 E_{\mathbf{p}}^{2}\right)} \mathcal{M}^{(1)} \propto \mathcal{M}^{(1)}( \tag{14}
\end{equation*}
$$

It is straightforward to perform the same operation for the remaining matrices in Eq. 11, therefore, these matrices represent the set of normal modes.

## A. Angulons

Because the angulons correspond to rotations about the $x$ - and $y$-axes, we may identify them with the generators $J_{1,2}=\mathcal{M}^{(1,2)}$. To show that the angulons remain massless for all temperatures below the critical temperature we need only show that the potential is zero. To do so requires performing the angular integrations, which may only be done analytically before performing the sum over $p_{0}$. Therefore, we begin with Eq. 9 and set $\omega=0$ and $\delta \Delta=\alpha_{(1,2)} \bar{\Delta} \mathcal{M}^{(1,2)}$ to find the potential. This gives,

$$
\begin{align*}
S_{2} & =T \alpha_{(1,2)}^{2} \bar{\Delta}^{2} \sum_{p_{0}} \int \frac{d^{3} p}{(2 \pi)^{3}}\left[\frac{4\left(\mathbf{p} \cdot \mathcal{M}^{(1,2)} \cdot \Delta_{0} \cdot \mathbf{p}\right)^{2}-2\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)\left(\mathbf{p} \cdot \mathcal{M}^{(1,2)} \cdot \mathcal{M}^{(1,2)} \cdot \mathbf{p}\right)}{\left(p_{0}^{2}+E_{\mathbf{p}}^{2}\right)^{2}}+\frac{\frac{8}{3}\left(\mathbf{p} \cdot \hat{\Delta}_{0} \cdot \hat{\Delta}_{0} \cdot \mathbf{p}\right)}{p_{0}^{2}+E_{\mathbf{p}}^{2}}\right] \\
& =T \alpha_{(1,2)}^{2} \bar{\Delta}^{2} M k_{F}^{3} \sum_{p_{0}} \int \frac{d \epsilon d x d \phi}{(2 \pi)^{3}}\left[16\left(\epsilon^{2}+p_{0}^{2}\right)\left(3 x^{2}-1\right)+4\left(k_{F} \bar{\Delta}\right)^{2}\left(3 x^{4}+6 x^{2}-1\right)\right. \\
& \left. \pm 12\left(x^{2}-1\right)\left(4 \epsilon^{2}+4 p_{0}^{2}+\left(k_{F} \bar{\Delta}\right)^{2}\left(x^{2}+1\right)\right) \cos (2 \phi)\right] /\left(3\left(4 \epsilon^{2}+4 p_{0}^{2}+\left(k_{F} \bar{\Delta}\right)^{2}\left(3 x^{2}+1\right)\right)^{2}\right) \\
& = \pm T \alpha_{(1,2)}^{2} \bar{\Delta}^{2} M k_{F}^{3} \sum_{p_{0}} \int \frac{d \epsilon d \phi}{(2 \pi)^{3}} \frac{16 \tan ^{-1} \sqrt{\frac{3\left(k_{F} \bar{\Delta}\right)^{2}}{4 \epsilon^{2}+\left(k_{F} \Delta\right)^{2}+4 p_{0}^{2}}} \cos (2 \phi)}{3 k_{F} \bar{\Delta} \sqrt{3\left(4 \epsilon^{2}+\left(k_{F} \bar{\Delta}\right)^{2}+4 p_{0}^{2}\right)}} \tag{15}
\end{align*}
$$

where $x=\cos \theta$, we have used the fact that the integral is dominated by the singularity at $p=k_{F}$ for small $\bar{\Delta} / v_{F}$ to approximate $p \approx k_{F}, \epsilon \approx v_{F}\left(p-k_{F}\right)$, and the $\pm$ correspond to $\delta \Delta=\mathcal{M}^{(1,2)}$, respectively.

The remaining integration over the angle $\phi$ is clearly 0 for both modes, resulting in a flat potential for the angulons. This statement is a consequence of the geometry of the ground state, depending only on the angular integration, and is completely independent of any assumptions about $p_{0}$. Therefore, the angulons must be massless not only at zero temperature, but for all temperatures below $T_{c}$. This result is in apparent disagreement with that in ref. [14]. We do not understand the origin of this discrepancy.

## B. Massive modes

To calculate the masses of the remaining modes, we take $\omega \neq 0$ and look for poles of the propagators corresponding to each mode. The inverse propagator for the $i$ th mode, corresponding to $\omega_{i}$, is given by substituting $\delta \Delta=\mathcal{M}^{(i)}$ into Eq. 10.


FIG. 1: Masses of the modes associated with $\mathcal{M}_{(3,4)}$ in units of the magnitude of the gap at zero temperature as a function of the temperature in units of the critical temperature. The two curves represent the two poles found for a given state, and each curve corresponds to two degenerate states.

We find that the modes corresponding to $\mathcal{M}^{(3,4)}$ are degenerate. This is due to the remaining symmetry in the $(x, y)$-plane resulting from our choice for the ground state (Eq. 3). The inverse propagator for these modes is given by,

$$
\begin{equation*}
\Pi_{(3,4)}^{-1}\left(\omega_{(3,4)}\right)=\bar{\Delta}^{2} \frac{M k_{F}^{3}}{4 \pi^{2}} \int d \epsilon d x \tanh \left(\frac{E}{2 T}\right)\left[\frac{\left(\frac{\left(k_{F} \bar{\Delta}\right)^{2}}{2}\left(1-x^{2}\right)^{2}+\omega_{(3,4)}^{2}\left(1-x^{2}\right)\right)}{E\left(4 E^{2}+\omega_{(3,4)}^{2}\right)}+\frac{2\left(x^{2}-\frac{1}{3}\right)}{E}\right] \tag{16}
\end{equation*}
$$

where $E=\sqrt{\epsilon^{2}+\left(k_{F} \bar{\Delta}\right)^{2}\left(1+3 x^{2}\right) / 4}$. To find the poles we must rotate to Minkowski space $(\omega \rightarrow i \omega)$ and numerically integrate. We find two solutions for the equation $\Pi_{(3,4)}^{-1}\left(i \omega_{(3,4)}\right)=0$. Numerical solutions for $\omega_{(3,4)}$ are plotted in Fig. 1.

The masses of both modes are below the threshold for pair breakup. They are also of the order of the gap for low temperatures $T \ll T_{c}$, therefore, properties of the angulons based on an effective theory valid for energies much smaller than the gap will not be greatly affected by these modes. This is one of the results we initially sought in order to validate the approach of ref. [11]. This result seems to be in rough quantitative agreement with ref. [14].

The inverse propagator corresponding to $\mathcal{M}_{5}$ is,

$$
\begin{equation*}
\Pi_{5}^{-1}\left(\omega_{5}\right)=\bar{\Delta}^{2} \frac{M k_{F}^{3}}{4 \pi^{2}} \int d \epsilon d x \tanh \left(\frac{E}{2 T}\right)\left[\frac{\left(\left(k_{F} \bar{\Delta}\right)^{2}\left(1+3 x^{2}\right)+\omega_{5}^{2}\right)\left(\frac{1+3 x^{2}}{4}\right)}{E\left(4 E^{2}+\omega_{5}^{2}\right)}\right] \tag{17}
\end{equation*}
$$

We find no solutions to the equation $\Pi_{5}^{-1}\left(i \omega_{5}\right)=0$, therefore, there is no real pole associated with $\mathcal{M}_{5}$, again in agreement with ref. [14].

## IV. SUMMARY

We have found the spectrum of bosonic modes for ${ }^{3} P_{2}$ condensed neutron matter using a simple model calculation. We find the existence of two massless Goldstone modes associated with spontaneously broken rotational symmetry in two planes for all temperatures below the critical temperature. This is in contrast to the result found in [14], where these modes acquire masses for all nonzero temperatures. In addition, we find two massive modes whose masses are of the order of the (zero-temperature) gap as long as $T \ll T_{c}$. The fact that the massive modes have a minimum energy of the order of the zero temperature gap justifies the use of the effective theory developed in ref. [11]. Due to their large masses, their contributions to processes at temperatures $T \ll T_{c}$ are exponentially suppressed. For this reason we did not compute their properties at non-zero spatial momentum. The contributions from the massless modes to
neutron star physics should be much more relevant and were discussed in ref. [12]. We have not considered modes corresponding to complex (as was done in [14]), non-symmetric, or non-zero trace deformations of the condensate, the latter two corresponding to an admixture of ${ }^{3} P_{0}$ and ${ }^{3} P_{1}$ pairing to the ${ }^{3} P_{2}$ background. There is no reason to expect them to be particularly light, but a calculation of their masses would require the relative strengths of the pairing force in these different channels as an input.

## Appendix A: Gap equation and critical temperature

The gap equation, $\left.\frac{\delta S}{\delta \Delta}\right|_{\Delta=\Delta_{0}}=0$, gives us,

$$
\begin{equation*}
\frac{\Delta_{i j}}{2 g^{2}}=2 T \sum_{p_{0}} \int \frac{d^{3} p}{(2 \pi)^{3}} \frac{(\mathbf{p} \cdot \Delta)_{i} \mathbf{p}_{j}+(\mathbf{p} \cdot \Delta)_{j} \mathbf{p}_{i}-\frac{2}{3} \mathbf{p} \cdot \Delta \cdot \mathbf{p} \delta_{i j}}{p_{0}^{2}+\epsilon^{2}+\mathbf{p} \cdot \Delta^{2} \cdot \mathbf{p}} \tag{A1}
\end{equation*}
$$

This leads to the following equation for the magnitude of the gap, using our chosen ground state (Eq. 3),

$$
\begin{equation*}
\frac{\bar{\Delta}}{4 g^{2}}=\frac{2 T k_{F}^{2} M}{3 \pi} \sum_{p_{0}} \int_{-1}^{1} d x \frac{\left(1+3 x^{2}\right) / 4}{\left(\left(p_{0} /\left(k_{F} \bar{\Delta}\right)\right)^{2}+\left(1+3 x^{2}\right) / 4\right)^{1 / 2}} \tag{A2}
\end{equation*}
$$

where $x=\cos \theta$ and we have used the fact that the integral is dominated by the singularity at $p=k_{F}$ for small $\bar{\Delta} / v_{F}$ to approximate $p \approx k_{F}, \epsilon \approx v_{F}\left(p-k_{F}\right)$. In Fig. 2 we plot the value of the gap as a function of temperature. We find the critical temperature $T_{c} \approx 0.43 \bar{\Delta}_{0}$, where $\Delta_{0}$ is the magnitude of the gap at zero temperature.

## Appendix B: Real time formalism

The imaginary time formalism used in this work is only one out of many methods used in studying field theories at finite temperature. It allows for the computation of field correlators using imaginary time and (anti-)periodic boundary conditions in the Euclidean "time" direction. When information about real time correlators is required an analytic continuation must be made from imaginary and discretized energies $k_{0}=2 \pi i n, n \in \mathbb{Z}$ to real, continuous ones. In general this continuation is not unique, but for two-point functions the correct behavior of the correlator at asymptotically large $\left|k_{0}\right|$ does specify a unique continuation[17]. In practice, this continuation may be difficult to find. In order to verify that we have the correct analytic continuation, we have repeated the calculation described in the main text using the real time formalism (RTF) for finite temperature field theories [18-21] (for a review see, for example, ref. [22]). In the RTF the number of fields is doubled and each copy is denoted by an index "+" or "-". Propagators acquire a $2 \times 2$ matrix structure corresponding to the doubling of the number of fields. The construction of the perturbation series follows the usual diagrammatic rules familiar to the zero temperature case with the addition of vertices involving the "-" fields (which come with an opposite sign). Fortunately, in our calculation only the "+" fields appear. The " ++ " component of propagator of the fermions is given by

$$
D^{++}(p)=\left[\frac{1}{p_{0}^{2}-E_{p}^{2}+i \epsilon}+i 2 \pi n(p) \delta\left(p_{0}^{2}-E_{p}^{2}\right)\right]\left(\begin{array}{cc}
p_{0}+\epsilon_{p} & \left(\mathbf{p} \cdot \Delta_{0}\right)_{j} \sigma_{i} \sigma_{2}  \tag{B1}\\
\left(\Delta_{0} \cdot \mathbf{p}\right)_{j} \sigma_{2} \sigma_{i} & p_{0}-\epsilon_{p}
\end{array}\right)
$$

with

$$
\begin{equation*}
n(p)=\frac{1}{e^{\beta\left|p_{0}\right|}+1} . \tag{B2}
\end{equation*}
$$

The $2 \times 2$ structure of the propagator above refers to "Gorkov space", not the doubling of fields due to the RTF. Repeating the steps in the main text, now in the RTF, we have

$$
\begin{align*}
\left.\frac{\delta^{2} \operatorname{Tr} \log \left(D^{-1}\right)}{\delta \Delta_{i j}(s) \delta \Delta_{k l}(r)}\right|_{\Delta=\Delta_{0}}= & \int \frac{d^{4} p}{(2 \pi)^{4}}\left[D_{11}^{++}(p+k) D_{22}^{++}(k)+D_{22}^{++}(p+k) D_{11}^{++}(k)+D_{12}^{++}(p+k) D_{21}^{++}(k)+D_{21}^{++}(p+k) D_{12}^{++}(k)\right] \\
= & \left.\int \frac{d^{4} p}{(2 \pi)^{4}} \times\left(8 \mathbf{p}_{i}\left[\Delta_{0} \cdot \mathbf{p}\right]_{j} \mathbf{p}_{k}\left[\Delta_{0} \cdot \mathbf{p}\right]_{l}-4 \mathbf{p}_{i} \mathbf{p}_{l}\left(p_{0}\left(p_{0}+\omega\right)+E_{\mathbf{p}}^{2}\right)\right]\right) \delta(s+r) \\
& {\left[\frac{1}{\left(p_{0}^{2}-E_{\mathbf{p}}^{2}+i \epsilon\right)}+2 \operatorname{\pi in}(p) \delta\left(p_{0}^{2}-E_{\mathbf{p}}^{2}\right)\right]\left[\frac{1}{\left(p_{0}+\omega\right)^{2}-E_{\mathbf{p}}^{2}+i \epsilon}++2 \pi i n(p+k) \delta\left(\left(p_{0}+k_{0}\right)^{2}-E_{\mathbf{p}}^{2}\right)\right] } \tag{B3}
\end{align*}
$$

Separating the real from the imaginary part using

$$
\begin{equation*}
\frac{1}{x+i \epsilon}=\frac{x}{x^{2}+\epsilon^{2}}-i \frac{\epsilon}{x^{2}+\epsilon^{2}}=\mathcal{P}\left(\frac{1}{x}\right)-i \pi \delta(x) \tag{B4}
\end{equation*}
$$

performing the $p_{0}$ integral and adding the contribution from the $\Delta_{i j}^{\dagger} \Delta_{j i} /\left(4 g^{2}\right)$ term we find for the real part of the action (for $\omega \neq 0$ )

$$
\begin{equation*}
S_{2}^{R}=\int \frac{d^{3} p}{(2 \pi)^{3}} \tanh \left(\frac{E_{\mathbf{p}}}{2 T}\right)\left[\frac{4\left(\mathbf{p} \cdot \delta \Delta \cdot \Delta_{0} \cdot \mathbf{p}\right)^{2}-4 E_{\mathbf{p}}^{2}(\mathbf{p} \cdot \delta \Delta \cdot \delta \Delta \cdot \mathbf{p})}{E_{\mathbf{p}}\left(\omega^{2}-4 E_{\mathbf{p}}^{2}\right)}+\frac{\frac{2}{3} \operatorname{Tr}[\delta \Delta \cdot \delta \Delta]\left(\mathbf{p} \cdot \hat{\Delta}_{0} \cdot \hat{\Delta}_{0} \cdot \mathbf{p}\right)}{E_{\mathbf{p}}}\right] \tag{B5}
\end{equation*}
$$

In agreement with eq. 10. The imaginary part, which we do not compute here, describes the thermal width of the quasi-particles.
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FIG. 2: Magnitude of the gap as a function of temperature, in units of the magnitude of the gap at zero temperature.
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