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Level density and mechanism of deuteron-induced reactions on 54,56,58Fe

A. P. D. Ramirez,∗ A. V. Voinov, S. M. Grimes, Y. Byun,

C. R. Brune, T. N. Massey, S. Akhtar, S. Dhakal, and C. E. Parker
Department of Physics and Astronomy, Ohio University, Athens OH, 45701, USA

Deuteron elastic cross sections, as well as neutron, proton, and α-particle emission spectra, from
d + 54,56,58Fe reactions have been measured with deuteron beam energies of 5, 7, and 9 MeV.
Optical model parameters have been tested against our experimental data. The fraction of total
reaction cross section responsible for the formation of compound nuclei has been deduced from the
angular distributions. The degree of discrepancy between calculated and experimental compound
cross sections was found to increase with increasing neutron number. The nuclear level densities of
the residual nuclei 55Co, 57Co, 55Fe, 57Fe, 52Mn, and 54Mn have been deduced from the compound
double differential cross sections. The Gilbert-Cameron model with Iljinov parameter systematics
[1] was found to have a good agreement with our results.

I. I. INTRODUCTION

The knowledge of nuclear reaction cross sections is cru-
cial in many nuclear physics applications. For example,
extensive cross-section data are essential to carry out a
complete astrophysical network calculation for the s-, r-,
and p-processes nucleosynthesis or to design the future
fusion reactors. Hence, an accurate theoretical predic-
tion of cross sections is important, especially in cases
where experimental data are scarce or unavailable. At
low bombarding energies, the compound nuclear reaction
is known to be the dominant mechanism. For reactions
that involve medium and heavy mass nuclei, which ex-
hibit high density of excited states, the compound cross
section is calculated using the framework of the statis-
tical Hauser-Feshbach (HF) theory [2]. The HF theory
uses the transmission coefficients and nuclear level den-
sities as its input parameters. For a reaction A(a, b)B,
the compound cross section is expressed as follows:

σab(εa, εb) =
∑
J,π

σCNJ,π (εa)
Tb(εb) · ρb(E*

b )∑
c

∫
εc
Tc(εc) · ρc(E*

c )dεc
.

(1)
Here, εa and εb are the energies of the incoming and out-
going channels, respectively, σCNJ,π is the cross section for
the formation of the compound nucleus in state J and
parity π, Tb is the transmission coefficient of the emitted
particle b, and ρb(E

*
b ) is the level density of the residual

nucleus B at an excitation energy E*
b . The denominator

on the right hand side of equation (1) represents the sum
over all possible reaction channels c. The level densities
and transmission coefficients for the outgoing channels
imply summation over spins and parities, which is omit-
ted for simplicity in the equation. Among the input pa-
rameters, the level density has often been considered to
contribute the largest uncertainty in the calculated cross
section.

A common practice in using the HF theory is to assume
a model function that predicts the nuclear level density
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over the required range of excitation energies. There are
several phenomenological models available for this pur-
pose. Most of them are based on the Fermi gas model [3]
given by

ρ(E) =
exp

[
2
√
a(E − δ)

]
12
√

2σa1/4(E − δ)5/4
, (2)

where σ is the spin cut-off parameter that describes the
width of the spin distribution function, δ is the pairing
energy that accounts for the even-odd differences in the
nuclear binding energy, and a is the level density param-
eter that is related to the density of single particle states
near the Fermi energy. Both the level density parameter
a and the spin cut-off parameter σ in equation (2) are also
assumed to be model functions. An extensive choice of
models is already a concern for an accurate level density
prediction. In addition, each model has several options
for level density parameters.

The level density model parametrization is tradition-
ally based on counting both the discrete levels near the
ground state and the neutron resonances around the neu-
tron binding energy. The density of discrete levels and
the average neutron resonance spacings are generally well
documented in the literature [4, 5], although some dis-
crepancy between data from Refs. [4] and [5] exists. The
level density in the energy interval between discrete lev-
els and neutron resonances remains largely uncovered by
experiment. The neutron resonance data, however, pro-
vide level density information in very narrow range of
excitation energies and spins. Moreover, there is an un-
certainty in the assumed spin and parity distributions
because of the lack of experimental data in this energy
region. These factors could result in the uncertainty of
the deduced level density for other spins. Therefore, it is
important to use a different technique for acquiring the
experimental level density that would cover wider exci-
tation energy, spin, and parity ranges.

In this paper, we study the level densities of 55Co,
57Co, 55Fe, 57Fe, 52Mn, and 54Mn from the particle evap-
oration spectra of d + 54,56Fe reactions. The particle
emission spectra from compound nuclear reactions have
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been shown to provide level density information for ex-
citation energies from near the ground state up to the
particle separation energy [6]. To minimize the contri-
bution from non-compound mechanisms, it is important
to use appropriate reactions and projectile energies. The
applicability of deuteron-induced reactions to study level
density has been explored in Ref. [7] on 59Co. Here,
we used deuterons on 54,56,58Fe to see how the reaction
mechanisms and the level densities of the above men-
tioned nuclei depend on the N/Z ratio of iron isotopes.
The deuteron elastic scattering was also measured to find
the best optical model parameters to estimate the total
reaction cross sections.

II. II. EXPERIMENT

The experiments were carried out at the Edwards Ac-
celerator Laboratory of Ohio University using the 4.5-MV
tandem accelerator. Pulsed deuteron beams, with ener-
gies of 5, 7, and 9 MeV, were incident on 54Fe, 56Fe, and
58Fe self-supporting foils with thicknesses (isotopic abun-
dances) 610 µg/cm2 (>95%), 538 µg/cm2 (>95%), and
647 µg/cm2 (81 %), respectively. The typical deuteron
beam intensities were 65 nA and 200 nA for the charged
particle and neutron measurements, respectively. Each
target foil was bombarded with deuteron beam for a du-
ration of 1.5 - 2 hours. The emitted neutrons and charged
particles, including protons, deuterons, and α particles,
were measured in forward and backward angles. The typ-
ical rates at backward angles with Ed = 7 MeV were 17
counts/s, 5 counts/s, 1.5 counts/s, and 55 counts/s for
(d,p), (d,d), (d,α), and (d,n) channels, respectively.

Neutron emission spectra were measured at angles be-
tween 20◦ and 150◦ with the swinger facility. The swinger
beam line has a unique capability of bending the accel-
erated beam perpendicular to its original direction. To
study neutron angular distributions, the swinger beam
line rotates along the original axis of the beam while the
detectors are placed at a fixed location. A detailed de-
scription of the beam swinger facility is given in Ref. [8].

In our experiment, the NE213 scintillation neutron de-
tector coupled to a photomultiplier tube (PMT) was po-
sitioned in the time-of-flight (TOF) tunnel at a distance
of about 7 m from the target position. The detector ef-
ficiency was measured using the 27Al(d,n) reaction at a
deuteron energy of 7.44 MeV and an emission angle of
120◦ [9]. The absolute efficiency was found to be about
30% for 2 MeV neutrons, and it gradually decreased to
20% as the neutron energy increased to 14 MeV. These
numbers do not include the solid angle covered by the
detector. The pulse shape discrimination technique was
employed to separate the events generated by neutrons
and γ rays. The neutron energy spectra were then ob-
tained by the time-of-flight method. We also acquired
the target-out spectra to account for background.

Charged particle measurements were performed using
the charged particle spectrometer composed of a target
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FIG. 1. Schematic of the charged particle spectrometer.

chamber with attached TOF tubes and silicon surface
barrier detectors as shown in Figure 1. The detectors
were positioned such that they cover the angular range
from 37.5◦ to 157.5◦. The flight path in the forward direc-
tions was about 2 m, whereas in the backward directions,
it was about 1.5 m. The energy calibration of the silicon
detectors was done using deuterons and protons that pop-
ulate the discrete levels in 12C(d,p)13C, 197Au(d,d)197Au,
and 54Fe(d,p)55Fe reactions. For the particle identifica-
tion, we simultaneously acquired the energy deposited
in the detector and the flight time to separate registered
events according to the mass of the charged particles. For
deuterons, only the elastic peak had good statistics. The
cross sections for deuterons, tritons, and 3He at lower
outgoing energies were too small to be measured accu-
rately.

III. III. ELASTIC SCATTERING
MEASUREMENTS

The optical model potential (OMP) is often applied
in calculations to provide transmission coefficients and
total reaction cross sections. In the HF model, the to-
tal reaction cross section is assumed to be equal to the
compound nucleus formation cross section σCN . If non-
compound mechanisms are involved, the compound cross
section would represent a fraction of the total cross sec-
tion estimated from optical model potentials. In this
case, a constant multiplication factor needs to be used to
account for the non-compound component due to direct
and pre-equilibrium processes.

Recent studies [10, 11] have shown that measured dif-
ferential elastic scattering cross sections of deuterons on
medium-mass nuclei were not reproduced by theoretical
calculations, especially at backward angles and for bom-
barding energies below 20 MeV. Using our elastic scatter-
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ing data, we examined known optical model parameters
for deuteron energies below 10 MeV. Here, we considered
the optical model parameter sets from Lohr et al. [12],
Bojowald et al. [13], and Haixia et al. [14] It is impor-
tant to note that the Bojowald and Lohr parameters are
recommended only for deuteron energies above 20 and
8 MeV, respectively. Therefore, they have been extrap-
olated down to 5 MeV for further analysis. The OMP
parameters were retrieved from the Reference Input Pa-
rameters Library (RIPL-3) [4].

Figure 2 shows the comparison of our experimen-
tal data points and theoretical calculations for the ra-
tio of elastic scattering to Rutherford cross sections
for 54Fe(d,d)54Fe, 56Fe(d,d)56Fe, and 58Fe(d,d)58Fe reac-
tions at bombarding energies of 5, 7, and 9 MeV. There
is a relatively good agreement between predictions from
different parameter sets and the present data for angles
below 50◦, which is attributed to the strong influence of
Coulomb scattering. It is in the backward angles where
we see divergence in the predictions. In Figure 2(d) and
2(e), the elastic scattering data points for 5- and 7-MeV
deuterons on 56Fe by Al-Quraishi et al. [15] are also
plotted. Their data are in very good agreement with our
experimental points.

The Lohr parametrization is consistently in better
agreement with our elastic scattering experimental data
for all bombarding energies. Therefore, we utilized this
parametrization to describe the optical parameters of the
entrance channel in our HF analysis. The calculated ab-
sorption cross sections according to the OMP parameter
sets considered in this study are tabulated in Table I.
The absorption cross sections for the d + 56Fe reaction
can be compared with the optimum values acquired by
Ref. [15] since they have performed a best-fit procedure
on their elastic scattering data. They arrived at the val-
ues of 561 mb and 1074 mb for deuteron energies of 5
and 7 MeV, respectively, which are close to the values
from Lohr as listed in Table I. From the table, it is also
apparent that the calculated cross sections based on the
Haixia parametrization are very similar with those from
Lohr.

Nucleus Energy Haixia [14] Lohr [12] Bojowald [13]
(MeV) (mb) (mb) (mb)

54Fe
5 536 542 617
7 985 994 1093
9 1244 1260 1368

56Fe
5 553 558 636
7 1008 1015 1117
9 1270 1282 1395

58Fe
5 571 573 655
7 1031 1034 1142
9 1296 1303 1421

TABLE I. Deuteron absorption cross sections as predicted by
different optical model potentials.

For the transmission coefficients of the outgoing neu-
trons and protons, we employed the OMP parameters of
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FIG. 2. (Color online) Ratio of deuteron elastic scattering
to Rutherford cross sections in the center-of-mass system for:
54Fe(d,d)54Fe with Ed = 5 MeV (a), Ed = 7 MeV (b), and
Ed = 9 MeV (c); 56Fe(d,d)56Fe with Ed = 5 MeV (d), Ed =
7 MeV (e), and Ed = 9 MeV (f); 58Fe(d,d)58Fe with Ed = 5
MeV (g), Ed = 7 MeV (h), and Ed = 9 MeV (i). Lines are
theoretical calculations from optical parameters of Bojowald
et al. [13] (dashed-dotted), Lohr et al. [12] (solid line), and
Haixia et al. [14] (dashed) while points are experimental data
from this work (solid square) and from Al-Quraishi et al. [15]
(open circle).

Koning et al. from Ref. [16], whereas the OMP param-
eters of McFadden et al. from Ref. [17] were utilized for
the transmission coefficients of the outgoing α particles.

IV. IV. CROSS SECTIONS AND ANGULAR
DISTRIBUTIONS

The absolute double differential cross section in the
laboratory frame of reference is determined from the mea-
sured particle spectrum, the target thickness, the detec-
tor efficiency, the integrated charge of the incident beam,
and the solid angle subtended by the detector. The cross
sections are further transformed to the center-of-mass
system (CM) in order to compare them with theoreti-
cal calculations. Special care was taken in obtaining the
cross sections from the d + 58Fe reaction since the tar-
get contained only about 81% of the 58Fe isotope. Proton
peaks related to 56Fe(d,p) reaction have been identified in
the 58Fe(d,p) spectrum. Based on the integrated counts
of those peaks, the 56Fe(d,p) spectrum was renormalized
and subtracted to reactions from the 58Fe(d,p) spectrum.
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No proton peaks related reactions on other iron isotopes
have been located in the 58Fe(d,p) spectrum.

When using an evaporation spectrum to study the nu-
clear level density, it is important that the experimen-
tal cross section has negligible contamination from non-
compound reactions. This is inferred by analyzing the
angular distribution of emitted particles. The outgoing
particles from compound nuclei decay are expected to
have a symmetric angular distribution about 90◦ in the
CM system. On the other hand, non-compound contribu-
tions due to direct and pre-equilibrium emissions have an
asymmetric distribution favoring the forward direction.
A previous study [7] has indicated that particle spectra
measured at backward angles from deuteron-induced re-
actions on cobalt are dominated by compound emissions.
Based on this finding and taking into account the fact
that the angular distributions are flat at backward angles,
we assume that the direct processes (including deuteron
break-up mechanism) have negligible contribution to the
particle spectra measured at backward angles. For purely
compound nuclear reactions, studying the angular distri-
bution is also an essential tool to extract information of
the spin cut-off parameter in the spin distribution func-
tion [18].

Figure 3 shows the angular distributions of emitted
protons and α particles for selected energy intervals.
The angular distributions exhibit an asymmetry with
a prominent forward-peaked component attributed to
non-compound reaction mechanisms. The forward angle
anisotropy is more pronounced for protons. The back-
ward angles display a flattening of the angular distribu-
tions. Such a pattern indicates the dominance of com-
pound emissions at backward angles. Further inspection
reveals that proton angular distributions appear to be
more forward peaked for higher proton energies. This
suggests that non-equilibrium processes, particularly di-
rect reactions, play a larger role in these proton emissions
and may likely contribute to the spectra even at back-
ward angles, especially for very high proton energies.

Since we did not perform the 56Fe(d,n) reaction, we
adopted the cross sections from Ref. [15] for the same
reaction with a bombarding energy of 7 MeV. It stated
that the angular distribution of the neutron spectra is al-
most flat for angles beyond 80◦. The same angular distri-
bution is seen in our data for the 54Fe(d,n) and 58Fe(d,n)
reactions.

In order to estimate the compound fraction of the total
cross section, we separated the symmetric (compound)
and forward-peaked (non-compound) components of the
angular distribution using the phenomenological Kalbach
formula (see equation (3) of Ref. [19]). As mentioned in
section III, this is essential to correct theoretical calcu-
lations for the incident flux that proceeds through non-
compound reactions. For data with Ed = 7 MeV, we
estimated the compound fractions obtained from neu-
tron, proton, and α-particle angular distributions, while
for data with Ed = 5 and 9 MeV, the fractions were es-
timated only from proton and α-particle emission data.
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FIG. 3. Angular distributions in the CM system from
54Fe(d,p) (a), 54Fe(d,α) (b), 56Fe(d,p) (c), 56Fe(d,α) (d),
58Fe(d,p) (e), and 58Fe(d,α) (f) emission spectra integrated
over selected energy intervals for deuteron energy of 9 MeV.

Table II summarizes the estimated compound fractions
of the total reaction cross sections from d + 54,56,58Fe re-
actions. Similar tabulations were reported for d + 56Fe
reaction by Mishra et al. [20] (from neutron measure-
ments only) and Al-Quraishi et al. [15]. The decreas-
ing pattern of our compound fractions with respect to
bombarding energy is supported by the results from Al-
Quraishi, while the results from Mishra indicated an in-
creasing trend. The decreasing trend for deuteron en-
ergies greater than 5 MeV on 54,56Fe isotopes has also
been shown in the theoretical estimations of Ref. [11]
while for 58Fe they indicated an increasing trend up to
about 9 MeV of the deuteron energy. The reason for the
discrepancy is not clear at the moment. This ambiguity
needs to be resolved in future experiments.

d + 54Fe d + 56Fe d + 58Fe

Ed (MeV) Compound fraction(%)
5 84 76 73
7 72 65 64
9 68 57 39

TABLE II. Estimate of compound fractions obtained from the
analysis of angular distributions.



5

0.1

1

10

0.1

1

10

0 5 10

0.1

1

10

0 5 10 15

Particle energy (MeV)

C
ro

ss
 s

ec
ti

on
 (

m
b/

M
eV

 s
r)

E
d

= 7 MeV E
d

= 9 MeV

(a) (b)

(d)(c)

(e) (f)

FIG. 4. (Color online) Neutron (circle), proton (square), and
α particle (diamond) cross sections measured at backward
angles from d + 54Fe reaction with Ed = 7 (a) and 9 MeV
(b), d + 56Fe reaction with Ed = 7 (c) and 9 MeV (d), and d
+ 58Fe reaction with Ed = 7 (e) and 9 MeV (f).

Figure 4 shows the neutron, proton, and α-particle
spectra in the CM system from d + 54,56,58Fe reactions
measured at 142.5◦. The error bars presented in the fig-
ure are due to counting statistics only. A systematic
uncertainty of about 22% should be added for the to-
tal uncertainty. This includes a 15% uncertainty for the
transmission coefficient, which arises from different sys-
tematics of optical model parameters, and about 15%
uncertainty of the target thickness. In Figure 4(a), clear
irregularities of the 54Fe(d,n) cross sections are observed,
particularly in the neutron energy region between 5 and
7.5 MeV. Inspection of the target-in and target-out TOF
spectra for this reaction revealed contamination from d +
12C reaction. Therefore, we emphasized more on energies
below 5 MeV to compare with theoretical calculations. It
can also be seen in Figures 4(a), 4(c), and 4(e) that the
ratio of neutron to proton emission cross sections for Ed
= 7 MeV increases with isotopic number of the target
nuclei. The preference of neutron emission over proton
emission for high isotopic number is clearly due to the
decrease in neutron separation energy and the increase
in proton separation energy. For the purpose of level
density study, we utilized the neutron cross sections ob-
tained with Ed = 7 MeV and the proton and α-particle
cross sections with Ed = 9 MeV.

For theoretical calculations, we used the nuclear re-
action code EMPIRE [21]. Here, we tested the fol-
lowing level density models available in EMPIRE: the
Gilbert-Cameron model (GCM) [22] using the Iljinov
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FIG. 5. (Color online) Comparison of experimental and theo-
retical calculations of differential cross sections for 54Fe(d,n)
(a), 54Fe(d,p) (b), 54Fe(d,α) (c), 56Fe(d,n) (d), 56Fe(d,p) (e),
56Fe(d,α) (f), 58Fe(d,n) (g), 58Fe(d,p) (h), and 58Fe(d,α) (i)
reactions measured at backward angles. Lines are theoretical
calculations. Dashed-dotted line (red) is calculation using the
GCM without the correction from compound fraction.

level density parameter systematics [1]; and the micro-
scopic model using the combinatorial approach on the
single particle levels obtained from the Hartree-Fock-
Bogoliubov method (HFBM) [23]. We also tested the
Fermi gas model (FGM) (2) using the von Egidy param-
eter systematics [24].

The Gilbert-Cameron model [22] is a combination of
two model functions. The lower excitation energy region
is described by the constant temperature model (CTM)
[25] such that

ρCT =
1

T
exp

(
E − E0

T

)
, (3)

where T is the nuclear temperature and E0 is the energy
shift, while the higher excitation energy region follows
the Fermi gas model function (2). In addition to the free
parameters in both model functions, a matching energy
EM is also defined such that both level densities and their
derivative are continuous at this point.

In the Gilbert-Cameron approach, the Fermi gas model
component is employed with an energy-dependent level
density parameter a according to Ref. [26] to account for
the shell effects. This is expressed as

a(U) = ã

[
1 + δW

exp (γU)

U

]
, (4)

where ã is the asymptotic level density parameter, δW is
the shell correction energy, γ is the damping parameter,
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and U is the ”effective” excitation energy, such that U =
E−δ. The spin cut-off parameter in equation (2) follows
the expression

σ2 = 0.1461A2/3
√
aU, (5)

where A is the nuclear mass number. It should be noted
though that the Iljinov systematics for GCM provide the
asymptotic level density parameter ã and the damping
parameter γ. The values of temperature T and energy
shift E0 result from fitting the discrete levels in the low-
excitation energy region and the FGM level density at
the matching point EM .

The comparison between experimental differential
cross sections and theoretical calculations is shown in
Figure 5. The predictions according to the Gilbert-
Cameron model (GCM) describe the shape of all the
experimental cross sections well. However, there is a
growing discrepancy in the cross section magnitude as
the neutron number of the iron isotope increases. There
is a good consistency for 54Fe, a slight underestimation of
experimental protons and α-particles by calculations for
56Fe, and a large underestimation observed for 58Fe(d,p)
and 58Fe(d,α). The reason for such a tendency is not
yet clear. To exclude any uncertainties in the calcula-
tions caused by the correction on compound fraction, we
performed calculations of 58Fe(d,p) without compound
fraction correction (see Figure 5). The prediction still
underestimates the experimental proton cross sections by
almost a factor of 2. One can speculate that there is some
multistep compound process, which results in an almost
symmetric angular distribution, but the compound nu-
cleus has not yet totally equilibrated when the proton or
α-particle emission occurs. Such a process can increase
the cross section of outgoing particles. To verify such a
hypothesis, the proton and α-particle emission cross sec-
tions need to be measured with different entrance chan-
nel reactions that excite the same compound nucleus. It
is also possible that a compound nuclear process occurs
as the second stage of a reaction where the first step
is direct or pre-equilibrium. Our calculations are based
on the assumption that compound reactions occur start-
ing from the first compound nucleus (one formed by a
deuteron combining with a target nucleus). A proton,
for example, could be emitted from the compound nu-
cleus formed by the capture of a proton released from a
deuteron break-up.

We found that the GCM model with Iljinov system-
atics best describes our experimental data. Parameters
that were used to calculate the GCM level density are
tabulated in Table III. For HFBM, in most cases, the
slope is slightly steeper than from the experiment. It
also predicts an oscillation in the cross section for the
54Fe(d,n) reaction, as shown in Figure 5(a), which is not
observed in our data. Moreover, we found a significant
difference in the magnitude of the cross section for the
54Fe(d,α) reaction, as displayed in Figure 5(c).

V. V. NUCLEAR LEVEL DENSITIES

The experimental nuclear level density is extracted
from experimental particle evaporation spectra using the
Hauser-Feshbach model given in equation (1). The main
idea is to optimize the parameters of the input level den-
sity model ρmod such that the calculated double differ-
ential cross section dσ

dE |mod reproduces the experimental

data dσ
dE |exp as close as possible. The next step is to per-

form binwise renormalization procedure according to the
expression

ρexpt = ρmod

dσ
dE |exp
dσ
dE |mod

, (6)

as suggested by Vonach in Ref. [6].
Since the absolute level densities after such a renor-

malization are still uncertain, the absolute normalization
is done by matching the experimental data points dσ

dE |exp
to the calculated ones dσ

dE |mod in the region of known
discrete low-lying levels. In some of the nuclei, however,
experimental data points are not available in the high en-
ergy region corresponding to population of discrete lev-
els due to contamination from non-compound emissions.
In such a case, we make an absolute normalization of
the final ρexpt to ensure that it reproduces the density
in the discrete level region by utilizing model extrapola-
tion. The uncertainty in the normalization procedure is
up to a factor of 2, which is due to the uncertainty in
the types of extrapolation function and not accounting
for the level density structure at low excitation energies.
Here, as an extrapolation function, we used the constant
temperature formula given in equation (3). This proce-
dure was carried out for the residual nuclei populated by
(d,p) reactions.

Figure 6 presents the experimental level densities of the
residual nuclei 55Co, 55Fe, and 52Mn populated by neu-
tron, proton and α-particles from d + 54Fe; and 57Co,
57Fe, and 54Mn from d + 56Fe reactions, respectively.
We have also included the results obtained by other au-
thors for the same nuclei but using different reactions.
Our level density function for 57Co is in reasonable agree-
ment with the one obtained by Mishra et al. from the
57Fe(p,n) reaction [20]. The level density of the 54Mn
nucleus obtained by Zhuralev et al. [27] is consistent
with the general slope of our data, but it is higher in ab-
solute magnitude. This might manifest difficulties with
the absolute normalization procedure. We also noticed
a structure in the Zhuralev data that is consistent with
our results such as the one around 4 MeV (see Figure
6(f)), but not for the bump located at 2.5 MeV. For the
57Fe nucleus, our data points are not consistent in ab-
solute numbers with the results from Voinov et al. [7]
(given by red points) and from Schiller et al. [28] (given
by blue points). Again, the difference in magnitude can
be explained by different normalization procedure used
in different types of reactions. In our case, since the con-
stant temperature model used for extrapolation varies
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Nucleus
GCM (Iljinov sys) [1] Experiment (best-fit)

ã δ EM E0 T T E0

(MeV−1) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV)
55Co 7.69 1.62 7.22 -0.46 1.35 1.44 (0.26) -0.95 (1.65)
55Fe 7.11 1.62 9.51 -1.75 1.49 1.47 (0.15) -1.70 (1.20)
52Mn 7.30 0 5.99 -1.53 1.23 1.30 (0.14) -1.81 (0.90)
57Co 7.95 1.59 8.86 -1.60 1.36 1.41 (0.06) -1.91 (0.45)
57Fe 7.64 1.59 9.87 -2.26 1.39 1.44 (0.05) -2.62 (0.40)
54Mn 7.55 0.0 7.48 -2.40 1.29 1.29 (0.07) -2.50 (0.50)
59Co 9.30 1.56 6.92 -0.89 1.07
56Mn 8.82 0.0 7.08 -2.52 1.10

TABLE III. GCM parameters from Iljinov level density parameter systematics. Best-fit parameters for constant temperature
model are also shown. Value in parenthesis is the uncertainty of the parameter.
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FIG. 6. (Color online) Level densities of 55Co (a), 55Fe (b), 52Mn (c), 57Co (d), 57Fe (e), and 54Mn (f) nuclei. Solid points
are present experimental values; open points are data from (Mishra 1994: [20]), (Voinov 2007: [7]), (Schiller 2003: [28]), and
(Zhuralev 2011: [27]); histograms are density of low-lying discrete levels; and lines are calculations from Gilbert-Cameron model
(solid), Fermi gas model (dashed-dotted), and microscopic model (dashed).

smoothly with excitation energy, it is not capable of re-
producing the structures in the level density that may
be associated with inherent properties of the nucleus be-
ing studied. As an example, the step structure at about
3 MeV (as shown in Figure 6(e)), which appears in the
data points reported by Schiller, is believed to be due to

the breaking of a nucleon Cooper pair.

We also compared our experimental level densities with
known models as shown in Figure 6. The calculated level
densities based on the Gilbert-Cameron model (GCM)
with parameter systematics according to Iljinov [1] con-
sistently describes our results well for all nuclei. This is
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also shown in Table III as we compare our best-fit param-
eters with the predictions from the Iljinov systematics.
As listed, a very close agreement with the parameters
of the constant temperature model, particularly for the
temperature T , is found. Since the average matching en-
ergy EM , where CTM transitions to FGM, for all nuclei
is about 7.5 MeV, the FGM component of the Gilbert-
Cameron model has almost negligible influence on the
predicted level densities. On the other hand, the cal-
culated level densities based on the microscopic HFBM
model describe the slopes of our experimental level den-
sities reasonably well, but they consistently overestimate
the absolute magnitude. Similarly, the level densities
based on the FGM with parameter systematics accord-
ing to von Egidy [24] resemble the slopes for most of our
data, but they slightly overestimate the magnitude for
some of the nuclei.

A close examination of the experimental data points
and calculations presented in Figure 6 shows the ten-
dency of the experimental level densities to favor the
constant temperature model rather than the Fermi gas
model in the whole excitation energy range. This justi-
fies using the CT model in the extrapolation procedure
for the normalization of the data. This observation is
in line with other similar level density measurements ob-
tained from different experiments and in different mass
ranges [29, 30]. The growing number of experimental evi-
dences supporting the constant temperature model might
indicate its common physics origin, which needs to be un-
derstood.

VI. VI. SUMMARY AND CONCLUSION

The neutron, proton, and α-particle emission spectra
from d + 54,56,58Fe reactions have been measured, and
differential cross sections have been obtained. Optical
model parameters have been tested against experimental
54,56,58Fe(d,d) elastic scattering cross sections. Analysis
of the angular distributions of reaction products indicates
the presence of compound and non-compound emissions.

However, the cross sections measured at backward angles
are mainly due to the compound reaction mechanism. In
addition, the estimated fraction of compound reaction in
the total cross section was found to decrease as a func-
tion of bombarding energy and neutron number of the
iron isotopes. The deduced level densities for 55Co, 55Fe,
52Mn, 57Co, 57Fe, and 54Mn were reproduced with the
Gilbert-Cameron model with parameter systematics ac-
cording to Ref. [1]. Experimental data points are more
consistent with the constant temperature level density
behavior rather than the Fermi-gas model. The problem
of the constant temperature versus Fermi-gas model is
confirmed to be important for further studies of level den-
sities and should be addressed theoretically. Understand-
ing this feature would be important for nuclear structure
physics and for reaction cross-section calculations in dif-
ferent applications.

The growing discrepancy between experimental and
calculated cross sections for compound proton and α-
particle emission was found with increasing the neutron
number of iron isotopes. The most prominent discrep-
ancy was for the d + 58Fe reaction. Based on this finding,
it appears very important to study how the balance be-
tween different channels in compound reactions depends
on excess of neutrons (N-Z) for a particular element. This
would be important to understand reactions off stabil-
ity line including the rapid neutron capture reactions (r-
process) in nuclear astrophysics.
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