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We introduce TRENTo, a new parametric initial condition model for high-energy nuclear colli-
sions based on eikonal entropy deposition via a “reduced thickness” function. The model simul-
taneously describes experimental proton-proton, proton-nucleus, and nucleus-nucleus multiplicity
distributions, and generates nucleus-nucleus eccentricity harmonics consistent with experimental
flow constraints. In addition, the model is compatible with ultra-central uranium-uranium data
unlike existing models that include binary collision terms.

Over the last decade, the ultra-relativistic heavy-ion
collision programs at the Relativistic Heavy Ion Collider
(RHIC) and the Large Hadron Collider (LHC) have suc-
ceeded in producing and exploring a novel, highly excited
phase of QCD matter dubbed the strongly-interacting
Quark-Gluon Plasma (sQGP) [1–7]. A major goal of cur-
rent research is the quantification of fundamental sQGP
properties, typically accomplished by matching experi-
mental measurements to computational models for the
full spacetime evolution of heavy-ion collisions [8, 9].
While viscous relativistic fluid dynamics provides a sta-
ble, well-tested description of the thermalized sQGP
medium [10–15], the initial state of the collision remains
poorly constrained and constitutes the largest source of
uncertainty in modern computational models [16, 17].

Initial condition models generate profiles of energy or
entropy at the sQGP thermalization time to be evolved
by fluid dynamics. This is accomplished by two general
approaches: dynamical models, which explicitly simulate
the initial state and pre-equilibrium evolution of the col-
lision [18–21]; and simpler non-dynamical models, which
neglect pre-equilibrium evolution and construct static
profiles at the thermalization time.

The most successful dynamical model is IP-Glasma
[18]. IP-Glasma uses weakly-coupled color-glass conden-
sate (CGC) effective field theory [22–24] and classical
Yang-Mills evolution to quantitatively describe the lat-
est event-by-event data on higher-order flow harmonics
and a variety of other observables [25]. More recently,
strongly-coupled AdS/CFT holography was applied to
create a dynamical simulation of central nuclear colli-
sions at the LHC [19]. While these models are all based
on approximations of QCD or related quantum field the-
ories, they encounter limits in their application to the
full range of collision systems [19, 26], and their explicit
treatment of pre-equilibrium dynamics comes at a signif-
icant computational cost.

Non-dynamical models generate initial conditions di-
rectly at the thermalization time by asserting an ansatz
for entropy deposition. Although they cannot explain
sQGP formation, they provide the necessary input for
fluid dynamics and can constrain the outcome of ab-initio
initial condition calculations. The most widely-used pre-
scription is the two-component Monte Carlo Glauber

model, which determines participating nucleons via opti-
cal overlap and deposits energy or entropy for each par-
ticipant and binary nucleon-nucleon collision. Despite its
simplicity, the Glauber model has qualitatively fit many
experimental measurements [27] and inspired a number of
similar models. Notably, a participant quark model was
proposed to describe the transverse-energy distributions
of proton-proton, deuteron-gold, and gold-gold collisions
at RHIC without invoking binary collision scaling [28].
This may suggest that the two-component wounded nu-
cleon and binary collision ansatz is merely a proxy for
participant quark scaling in nucleus-nucleus collisions.

In this work we introduce TRENTo, a new initial
condition model for high-energy proton-proton, proton-
nucleus, and nucleus-nucleus collisions. It is an effective
model, intended to generate realistic Monte Carlo ini-
tial entropy profiles without assuming specific physical
mechanisms for entropy production, pre-equilibrium dy-
namics, or thermalization.

Suppose a pair of projectiles labeled A,B collide along
beam axis z, and let ρpartA,B be the density of nuclear matter
that participates in inelastic collisions. Each projectile
may then be represented by its participant thickness

TA,B(x, y) =

∫
dz ρpartA,B(x, y, z). (1)

The construction of these thickness functions will be ad-
dressed shortly; first, we postulate the following:

1. The eikonal approximation is valid: entropy is pro-
duced if TA and TB eikonally overlap.

2. There exists a scalar field f(TA, TB) which converts
projectile thicknesses into entropy deposition.

The function f is proportional to the entropy created
at mid-rapidity and at the hydrodynamic thermalization
time:

f ∝ dS/dy |τ=τ0 . (2)

It should provide an effective description of early colli-
sion dynamics: it need not arise from a first-principles
calculation, but it must obey basic physical constraints.

Perhaps the simplest such function is a sum,
f ∼ TA + TB , in fact this is equivalent to a wounded nu-
cleon model since the present thickness functions (1) only
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include participant matter. The two-component Glauber
ansatz adds a quadratic term to account for binary col-
lisions, i.e. f ∼ (TA + TB) + αTATB .

However, recent results from ultra-central uranium-
uranium collisions at RHIC [29, 30] show that particle
production does not scale with the number of binary
collisions, excluding the two-component Glauber ansatz
[31]. Therefore N one-on-one nucleon collisions should
produce the same amount of entropy as a single N -on-N
collision, which is mathematically equivalent to the func-
tion f being scale-invariant:

f(c TA, c TB) = c f(TA, TB) (3)

for any nonzero constant c. Note, this is clearly broken
by the binary collision term (αTATB). We will justify
this constraint later in the text; for the moment we take
it as a postulate.

With these constraints in mind, we propose for f the
reduced thickness

f = TR(p;TA, TB) ≡
(
T pA + T pB

2

)1/p

, (4)

so named because it takes two thicknesses TA, TB and
“reduces” them to a third thickness, similar to a reduced
mass. This functional form—known as the generalized
mean—interpolates between the minimum and maximum
of TA, TB depending on the value of the dimensionless
parameter p, and simplifies to the arithmetic, geometric,
and harmonic means for certain values:

TR =



max(TA, TB) p→ +∞,
(TA + TB)/2 p = +1, (arithmetic)
√
TATB p = 0, (geometric)

2TATB/(TA + TB) p = −1, (harmonic)

min(TA, TB) p→ −∞.

(5)

Physically, p interpolates among qualitatively different
physical mechanisms for entropy production. To see
this, consider a pair of nucleon participants colliding with
some nonzero impact parameter, as shown in Fig. 1. For
p = 1, the reduced thickness is equivalent to a Monte
Carlo wounded nucleon model and deposits a blob of
entropy for each nucleon, while for p = 0, the model
deposits a single roughly symmetric blob at the mid-
point of the collision, and as p becomes negative, it sup-
presses entropy deposition along the direction of the im-
pact parameter. Similar behavior was discussed in the
context of small collision systems in [32]. Note that the
values 1, 0,−1 are only special cases—p is a continuous
parameter—and the scale-invariant constraint (3) is al-
ways satisfied.

We now detail the construction of the thickness func-
tions TA,B(x, y), which combined with the definition of
the reduced thickness completes the specification of the
model. The procedure is constructed from the ground
up to handle a variety of collision systems; we begin with
the simplest case.
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FIG. 1. (Color online) Reduced thickness of a pair of nucleon
participants. The nucleons collide with a nonzero impact pa-
rameter along the x-direction as shown in the upper right.
The grey short-dashed lines are one-dimensional cross sections
of the participant nucleon thickness functions TA, TB , and the
colored lines are the reduced thickness TR for p = 1, 0,−1
(green dashed, blue solid, orange dash-dotted).

Consider a collision of two protons A,B with impact
parameter b along the x-direction and nuclear densities

ρA,B = ρproton(x± b/2, y, z), (6)

and assume that the integral
∫
dz ρproton either has a

closed form or may be evaluated numerically, so that the
proton thickness functions can be calculated. The pro-
tons collide with probability [33]

Pcoll = 1− exp

[
−σgg

∫
dx dy

∫
dz ρA

∫
dz ρB

]
, (7)

where the integral in the exponential is the overlap in-
tegral of the proton thickness functions and σgg is an
effective parton-parton cross-section tuned so that the
total proton-proton cross-section equals the experimen-
tal inelastic nucleon-nucleon cross-section σNN.

The collision probability is sampled once to determine
if the protons collide; assuming they do, we follow a pro-
cedure similar to [36] and assign each proton a fluctuated
thickness

TA,B(x, y) = wA,B

∫
dz ρA,B(x, y, z), (8)

where wA,B are independent random weights sampled
from a gamma distribution with unit mean,

Pk(w) =
kk

Γ(k)
wk−1e−kw. (9)

These gamma weights introduce additional multiplicity
fluctuations in order to reproduce the large fluctuations
observed in experimental proton-proton collisions. The
shape parameter k may be tuned to optimally fit the
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FIG. 2. (Color online) Multiplicity distributions for proton-proton, proton-lead, and lead-lead collisions. The histograms are
TRENTo results for reduced thickness parameter p = −1 (top, orange), p = 0 (middle, blue), and p = 1 (bottom, green),
with approximate best-fit fluctuation parameters k and normalizations given in table I. The shaded bands show the sensitivity
from varying k by ±30%. Data points (triangles, squares, circles) are experimental distributions from ALICE [34, 35] offset by
powers of ten for comparison with the model.

TABLE I. Approximate best-fit fluctuation parameters k and
normalizations for each p value and collision system in Fig. 2.

p k p+p norm p+Pb norm Pb+Pb norm

+1 0.8 9.7 7.0 13.

0 1.4 19. 17. 16.

−1 2.2 24. 26. 18.

data: small values (0 < k < 1) correspond to large mul-
tiplicity fluctuations, while large values (k � 1) suppress
fluctuations.

With the projectile thickness functions in hand, the re-
duced thickness is calculated to furnish the initial trans-
verse entropy profile up to an overall normalization fac-
tor,

dS/dy |τ=τ0 ∝ TR(p;TA, TB). (10)

Composite collision systems such as proton-nucleus
and nucleus-nucleus are essentially treated as superpo-
sitions of proton-proton collisions. A set of nucleon posi-
tions is chosen for each projectile, typically by sampling
an uncorrelated Woods-Saxon distribution or from more
realistic correlated nuclear configurations when available
[37]. The collision probability (7) is sampled for each
pairwise interaction and those nucleons that collide with
at least one partner are labeled “participants” while the
rest are discarded. The fluctuated thickness function of
nucleus A then reads

TA =

Npart∑
i=1

wi

∫
dz ρproton(x− xi, y − yi, z − zi), (11)

where wi and (xi, yi, zi) are the weights and position,
respectively, of participant i in nucleus A. TB follows
analogously.

This completes the construction of the model,
TRENTo (Reduced Thickness Event-by-event Nuclear
Topology). In summary, the model deposits entropy pro-
portional to the reduced thickness function (4), defined as
the generalized mean of fluctuated participant thickness
functions (11), with each participant nucleon weighted
by an independent gamma random number (9).

We now demonstrate TRENTo’s ability to simultane-
ously describe a wide range of collision systems. Note
that the reduced thickness parameter p, gamma fluctu-
ation parameter k, and nucleon profile ρproton are not
rigorously constrained—to do so would require a system-
atic model-to-data comparison [38] which is beyond the
scope of this work. Therefore, the following results do not
necessarily represent the best-fit of the model to data.

We adopt a three-stage model for particle produc-
tion similar to [36], in which the final multiplicity arises
from a convolution of the initial entropy deposited by
the collision, viscous entropy production during hydrody-
namic evolution, and statistical hadronization at freeze-
out. The average charged-particle multiplicity 〈Nch〉 af-
ter hydrodynamic evolution is to a good approximation
proportional to the total initial entropy [39] and hence to
the integrated reduced thickness via Eq. (10):

〈Nch〉 ∝
∫
dx dy TR. (12)

Then, assuming independent particle emission at freeze-
out, the final number of charged particles is Poisson dis-
tributed [40], i.e. P (Nch) = Poisson(〈Nch〉). The folding
of the Poisson fluctuations with the gamma weights for
each participant yields a negative binomial distribution
[36], which has historically been used to fit proton-proton
multiplicity fluctuations.

To compare with experimental multiplicity distribu-
tions, we generate a large ensemble of minimum-bias
events, integrate their TR profiles, rescale by an over-
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FIG. 3. (Color online) Left and middle plots: Eccentricity harmonics ε2 and ε3 as a function of centrality for reduced thickness
parameters p = 1, 0, −1 (green dashed, blue solid, orange dash-dotted). The shaded bands show the sensitivity from varying

k by ±30% from the values in table I. Right plot: Ratio of the rms eccentricities
√
〈ε22〉/

√
〈ε23〉

0.6
against the allowed region

(grey band) and the ratio computed by IP-Glasma (circles) [17]. Note that the axes have different ranges in the ratio plot.

all normalization constant, and sample a Poisson num-
ber for the multiplicity of each event. The left panel of
Fig. 2 shows the Nch distributions for proton-proton sim-
ulations with reduced thickness parameter p = 1, 0, −1,
and Gaussian beam-integrated proton density∫

dz ρproton =
1

2πB
exp

(
− x2 + y2

2B

)
(13)

with effective area B = (0.6 fm)2. We tune the fluc-
tuation parameter k for each value of p to qualitatively
fit the experimental proton-proton distribution [34], and
additionally vary k by ±30% to explore the sensitivity of
the model to the gamma participant weights. For proton-
lead and lead-lead collisions [35] (middle and right pan-
els), we use identical model parameters except for the
overall normalization factor, which is allowed to vary in-
dependently across collision systems to account for dif-
ferences in beam energy and kinematic cuts (annotated
in the figure). The k values and normalizations are given
in table I.

The model is able to reproduce the experimental
proton-proton distribution for each value of p, provided
k is appropriately tuned. Varying the best-fit k value
(by ±30%) has a noticeable effect on proton-proton and
proton-lead systems, especially in the high-multiplicity
tails, but is less important in lead-lead collisions, where
the gamma weights are averaged over many participant
nucleons.

Each p value also yields a reasonable fit to the shapes
of the proton-lead and lead-lead distributions, although
lead-lead appears to favor p ≈ 0. Note that the nor-
malizations for p = 1 (wounded nucleon model) in
proton-lead and lead-lead collisions (table I) are not self-
consistent, since proton-lead requires roughly half the
normalization as lead-lead, even though the experimental
data were measured at a higher beam energy.

Eccentricity harmonics εn are calculated using the def-
inition

εne
inφ = −

∫
dx dy rneinφ TR∫
dx dy rn TR

. (14)

Figure 3 shows ellipticity ε2 and triangularity ε3 as a
function of centrality using the same lead-lead data as in
Fig. 2. There is a clear trend of increasing eccentricity
(particularly ε2) with decreasing p. This is a larger-scale
manifestation of the behavior in Fig. 1: as p decreases,
the generalized mean (4) attenuates entropy production
in asymmetric regions of the collision, accentuating the
elliptical overlap shape in non-central collisions and en-
hancing their eccentricity. Meanwhile, varying the fluc-
tuation parameter k has limited effect.

In addition, we perform the test proposed by [17],
which uses flow data and hydrodynamic calculations to
determine an experimentally allowed band for the ratio

of root-mean-square eccentricities
√
〈ε22〉/

√
〈ε23〉

0.6
as a

function of centrality. Among available initial condition
models only IP-Glasma consistently falls within the al-
lowed region. As shown in the right panel of Fig. 3,
TRENTo with p = 0 (geometric mean) yields excellent
agreement with the allowed band and is similar to IP-
Glasma.

As a final novel application, we return to the previously
mentioned ultra-central uranium-uranium puzzle, where
typical Glauber models are notably inconsistent with ex-
perimental data. Unlike e.g. gold and lead, uranium nu-
clei have a highly deformed prolate spheroidal shape, so

Side view Beam view ε2 Npart Ncoll

U
tip-tip

U U smaller equal larger

U
side-side

U U larger equal smaller

FIG. 4. Comparison of tip-tip and side-side uranium-
uranium collisions. Schematics are shown from a side view
and looking down the beam axis, and the following quantities
are compared: ellipticity ε2, number of participating nucleons
Npart, and number of binary nucleon-nucleon collisions Ncoll.
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FIG. 5. (Color online) Ellipticity ε2 as a function of normal-
ized charged-particle multiplicity Nch/〈Nch〉 in ultra-central
uranium-uranium and gold-gold collisions at RHIC. The top
and bottom plots show the top 0.1% and 1% of collisions se-
lected by number of spectators to mimic STAR’s experimen-
tal ZDC selection [29]. Blue points with error bars are binned
TRENTo results with reduced thickness parameter p = 0 and
best-fit fluctuation parameter k = 1.4. Blue lines are linear
fits within 0.9 < Nch/〈Nch〉 < 1.1. Grey dashed lines
represent the analogous Glauber+NBD slopes calculated in
[29].

uranium-uranium collisions may achieve maximal overlap
via two distinct orientations: “tip-tip”, in which the long
axes of the spheroids are aligned with the beam axis and
the overlap area is circular; or “side-side”, where the long
axes are perpendicular to the beam axis and the overlap
area is elliptical, as shown in Fig. 4. Hence side-side col-
lisions will in general have larger initial-state ellipticity
ε2 and final-state elliptic flow v2 than tip-tip.

In the two-component Glauber model, tip-tip col-
lisions produce more binary nucleon-nucleon collisions
than side-side, so tip-tip collisions have larger charged-
particle multiplicity Nch. Therefore, the most central
uranium-uranium events are dominated by tip-tip col-
lisions with maximal Nch and small v2, while side-side
collisions have a smaller Nch and somewhat larger v2.
This predicted drop in elliptic flow as a function of Nch

is known as the “knee” [41].

Recent data by STAR on uranium-uranium collisions
exhibits no evidence of a knee [29, 30], at odds with
Glauber model predictions. It has been proposed that
fluctuations could wash out the knee [42], but a recent
flow analysis showed that it would still be visible [31].

The data therefore imply that multiplicity is inde-
pendent of the number of binary collisions, justifying
the scale-invariant condition (3) postulated during the
construction of the reduced thickness ansatz (4). Con-
sequently, TRENTo predicts roughly the same number
of charged particles in tip-tip and side-side uranium-
uranium collisions. As shown in Fig. 5, the slope of ε2
as a function of Nch is approximately equal for uranium-
uranium and gold-gold, in contrast to the Glauber model
which predicts a much steeper slope for uranium. Short
of conducting a full hydrodynamic analysis, TRENTo ap-
pears to be more consistent with STAR data than the
Glauber model, and behaves similarly to IP-Glasma [43].

In summary, we have developed TRENTo, a new para-
metric initial condition model for high-energy nuclear col-
lisions that deposits entropy proportional to the gener-
alized mean of nuclear overlap density. This functional
form smoothly interpolates among a family of physically
reasonable models, enabling an unbiased model-to-data
comparison to constrain the characteristics of the initially
formed highly excited QCD matter.

We explored several discrete combinations of model
parameters and found that entropy deposition function-
ally equivalent to the geometric mean simultaneously de-
scribes proton-proton, proton-lead, and lead-lead mul-
tiplicity distributions at the LHC and further satisfies
experimentally extracted flow constraints on lead-lead
eccentricity harmonics. In addition, we showed that
the model is qualitatively compatible with ultra-central
uranium-uranium data, unlike the two-component Monte
Carlo Glauber model with a binary collision term.

As a next step, we will couple the initial condition gen-
erator to viscous relativistic fluid dynamics as part of a
complete simulation of the spacetime evolution of rela-
tivistic heavy-ion collisions [15] and embed the evolution
model in a systematic model-to-data comparison frame-
work [38]. This will enable simultaneous extraction of
initial condition parameters and sQGP medium proper-
ties with quantitative uncertainties.
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