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We present details of the derivation of local chiral effective field theory interactions to next-to-next-to-leading order, and show results for nucleon-nucleon phase shifts and deuteron properties for these potentials. We then perform systematic auxiliary-field diffusion Monte Carlo calculations for neutron matter based on the developed local chiral potentials at different orders. This includes studies of the effects of the spectral-function regularization and of the local regulators. For all orders, we compare the quantum Monte Carlo results with perturbative many-body calculations and find excellent agreement for low cutoffs.
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I. INTRODUCTION

Chiral effective field theory (EFT) provides a systematic framework to describe low-energy hadronic interactions based on the symmetries of QCD. In the past two decades, this method has been extensively applied to nuclear forces and currents and to studies of the properties of few- and many-nucleon systems, see Refs. [1, 2] and references therein for more details. The NN potential is employed for use by others. We also show results for phase shifts and deuteron properties for these potentials. We then perform systematic auxiliary-field diffusion Monte Carlo calculations for neutron matter based on the developed local chiral potentials at different orders. This includes studies of the effects of the spectral-function regularization and of the local regulators. For all orders, we compare the quantum Monte Carlo results with perturbative many-body calculations and find excellent agreement for low cutoffs.

which in addition to a stochastic integration over the particle coordinates also performs explicit summations in spin-isospin space [18, 19]. As a result, the method is very accurate but computationally very costly and allows one to access only nuclei with $A \leq 12$ [20, 21]. Larger particle numbers can be accessed with Auxiliary-Field Diffusion Monte Carlo (AFDMC), which in addition to the stochastic approach to the particle coordinates also stochastically evaluates the summations in spin-isospin space [22], however at the cost of using simpler variational wave functions than those used in nuclear GFMC. A new Fock-space QMC method has recently been proposed in Ref. [23], which was used for a soft nonlocal potential for pure neutron matter. In addition, an auxiliary-field QMC study was recently carried out for a sharp-cutoff chiral potential [24].

In this paper, we provide details of the derivation of local chiral potentials to N^3LO and present tables of low-energy constants (LECs) thus fully specifying the potential for use by others. We also show results for phase shifts and deuteron properties. We then use the new local chiral potentials in AFDMC simulations of neutron matter, updating and augmenting our results of Ref. [15], and compare these to many-body perturbation theory (MBPT) calculations.

II. LOCAL CHIRAL POTENTIALS

In chiral EFT, the different contributions to nuclear forces are arranged according to their importance by employing a power-counting scheme, see Refs. [1, 2] and references therein for more details. The NN potential is then given as a series of terms

$$V_{\text{chiral}} = V^{(0)} + V^{(2)} + V^{(3)} + \ldots$$  \hspace{1cm} (1)
where the superscript denotes the power in the expansion parameter $Q/A_0$ with $Q$ referring to the soft scale associated with typical momenta of the nucleons or the pion mass and $A_0 \sim M_p$ the hard scale corresponding to momenta at which the chiral EFT expansion is expected to break down. We will take into account all terms up to $N^3$LO in the chiral expansion. Generally, one has to distinguish between two different types of contributions: the long- and intermediate-range ones due to exchange of one or several pions and the contact interactions, which parametrize the short-range physics and are determined by a set of LECs fit to experimental data. On the other hand, the long-range contributions are completely determined by the chiral symmetry of QCD and low-energy experimental data for the pion-nucleon system.

The crucial feature that allows us to construct a local version of the chiral NN potential is the observation that the expressions for the pion exchanges up to $N^3$LO only depend on the momentum transfer $q = p' - p$ with the incoming and outgoing relative momenta $p = (p_1 - p_2)/2$ and $p' = (p_1' - p_2)/2$, respectively, provided the nucleon mass is counted according to $Q/m \sim Q^2/A_0^2$ as suggested in Ref. [25]. Here, the $p_2$ and $p_2'$ correspond to incoming and outgoing momenta. This counting scheme has been used in the derivation of nuclear forces [3, 26–28] and electromagnetic currents [29, 30] and has as a consequence that the leading relativistic corrections to the one-pion-exchange (OPE) potential enter at $N^2$LO.

Given that the long-range potentials depend only on the momentum transfer, the corresponding coordinate-space potentials are local. Here and in what follows, we employ the decomposition for the long- and intermediate-range potentials as

\[
V_{\text{long}}(r) = V_C(r) + W_C(r) \cdot r_1 \cdot r_2 \\
+ (V_S(r) + W_S(r) \cdot r_1 \cdot r_2) \cdot \sigma_1 \cdot \sigma_2
\\
+ (V_T(r) + W_T(r) \cdot r_1 \cdot r_2) S_{12},
\]

where $r = r_1 - r_2$ denotes the separation between the nucleons and $S_{12} = (\sigma_1 \cdot r \sigma_2 \cdot r - \sigma_1 \cdot \sigma_2)$ is the tensor operator. The expression for the OPE potential at LO takes the well-known form

\[
W_S^{(0)}(r) = \frac{M_p^3}{12\pi} \left( \frac{g_A}{2F_\pi} \right)^2 \frac{e^{-M_p r}}{M_p r},
\]  

\[
W_T^{(0)}(r) = \frac{M_p^3}{12\pi} \left( \frac{g_A}{2F_\pi} \right)^2 \frac{e^{-M_p r}}{M_p r} \left( 1 + \frac{3}{M_p r} + \frac{3}{(M_p r)^2} \right),
\]

where $g_A$, $F_\pi$, and $M_p$ denote the axial-vector coupling constant of the nucleon, the pion decay constant, and the pion mass, respectively. In addition to these long-range contributions, the OPE potential also involves a short-range piece proportional to a $\delta$ function. We absorb this contribution into the leading contact interaction.

At next-to-leading order (NLO), the strength of the OPE potential is slightly shifted due to the Goldberger-Treiman discrepancy (GTD) [31]:

\[
g_{\pi N} = \frac{g_A m_N}{F_\pi} \left( 1 - \frac{2M_p^2 d_{18}}{g_A} \right),
\]

where $g_{\pi N}$ is the pion-nucleon coupling constant and $d_{18}$ is a LEC from the third-order pion-nucleon effective Lagrangian, which is of the same order in the chiral expansion as $V_{NN}^{(2)}$.

For the two-pion exchange (TPE) we use the spectral-function-regularization (SFR) expressions as detailed in Ref. [32]. The coordinate-space expressions for the TPE potential can be most easily obtained utilizing the spectral-function representation with spectral functions $\rho_i$ and $\eta_i$:

\[
V_C(r) = \frac{1}{2\pi^2 r} \int_{2M_p}^{\Lambda} d\mu \, e^{-\mu r} \rho_C(\mu),
\]

\[
V_S(r) = -\frac{1}{6\pi^2 r} \int_{2M_p}^{\Lambda} d\mu \, e^{-\mu r} \left( \mu^2 \rho_T(\mu) - 3\rho_S(\mu) \right),
\]

\[
V_T(r) = -\frac{1}{6\pi^2 r} \int_{2M_p}^{\Lambda} d\mu \, e^{-\mu r} \rho_T(\mu) \left( 3 + 3\mu r + \mu^2 r^2 \right),
\]

and similarly for $W_C$, $W_S$, and $W_T$ in terms of $\eta_C$, $\eta_S$, and $\eta_T$ (instead of $\rho_C$, $\rho_S$, and $\rho_T$).

In the framework of the SFR, the integrals in the spectral representation of the TPE potential go from $2M_p$ to the ultraviolet cutoff $\Lambda$ rather than to $\infty$ corresponding to the case of dimensional regularization. Taking $\Lambda$ sufficiently large ensures that no unnaturally large short-range terms are induced by the subleading TPE potential [32].

The TPE spectral functions at NLO are given by [33]

\[
\rho_T^{(2)}(\mu) = \frac{1}{\mu^2} \rho_S^{(2)}(\mu) = \frac{3g_A^3}{128\pi^4 F_\pi^4} \sqrt{\mu^2 - 4M_N^2} \frac{\sqrt{\mu^2 - 4M_N^2}}{\mu},
\]

\[
\eta_C^{(2)}(\mu) = \frac{1}{768\pi^4 F_\pi^4} \frac{\sqrt{\mu^2 - 4M_N^2}}{\mu} \left( 4M_N^2 (5g_A^4 - 4g_A^2 - 1) - \mu^2 (23g_A^4 - 10g_A^2 - 1) + \frac{48g_A^4 M_N^4}{4M_N^2 - \mu^2} \right),
\]

while the ones at $N^3$LO read

\[
\rho_C^{(3)}(\mu) = \frac{3g_A^3}{64\mu F_\pi^4} (2M_N^2 - \mu^2) \left( 2M_N^2 (2c_1 - c_3) + c_3 \mu^2 \right),
\]

\[
\eta_S^{(3)}(\mu) = \frac{1}{\mu^2} \eta_T^{(3)}(\mu) = -\frac{g_A^3}{128\mu F_\pi^4} c_4 (4M_N^2 - \mu^2),
\]

where $c_i$ denote the LECs of the subleading pion-nucleon vertices [34]. For the subleading TPE potential, the integrals in Eqs. (6)–(8) can be carried out analytically leading to

\[
V_C^{(3)}(r) = \frac{3g_A^3}{32\pi^2 F_\pi^4} \frac{e^{-2x}}{x^6} \left[ 2c_1 x^2 (1 + x)^2
\]
\[ + c_3(6 + 12x + 10x^2 + 4x^3 + x^4) \]
\[ - \frac{3g^2}{128\pi^2F_\pi^2} e^{-y} \left[ 4c_1 x^2 (2 + y(2 + y) - 2x^2) \right. \]
\[ + c_3 \left( 24 + y(24 + 12y + 4y^2 + y^3) \right. \]
\[ \left. - 4x^2(2 + 2y + y^2 + 4x^4) \right] , \]
\[ (13) \]
\[ W_S^{(3)}(r) = \frac{g^2}{48\pi^2F_\pi^2} e^{-2x} c_4 (1 + x)(3 + 3x + 2x^2) \]
\[ - \frac{g^2}{384\pi^2F_\pi^2} e^{-y} c_4 \left( 24 + 24y + 12y^2 + 4y^3 + y^4 \right) \]
\[ - 4x^2(2 + 2y + y^2) , \]
\[ (14) \]
\[ W_T^{(3)}(r) = - \frac{g^2}{48\pi^2F_\pi^2} e^{-2x} c_4 (1 + x)(3 + 3x + x^2) \]
\[ + \frac{g^2}{768\pi^2F_\pi^2} e^{-y} c_4 \left( 48 + 48y + 24y^2 + 7y^3 + y^4 \right) \]
\[ - 4x^2(8 + 5y + y^2) , \]
\[ (15) \]
where we have introduced dimensionless variables \( x \equiv M_\pi r \) and \( y \equiv \Lambda r \). Analytic expressions for the TPE potentials for the case of \( \Lambda = \infty \) are given in Ref. [33].

We now turn to the short-range contact interactions, starting from the expressions in momentum space. The most general set of contact interactions at LO is given by momentum-independent terms \( \mathbb{1}, \sigma_1 \cdot \sigma_2, \tau_1 \cdot \tau_2 \), and \( \sigma_1 \cdot \sigma_2 \tau_1 \cdot \tau_2 \), so that one has
\[ V_{\text{cont}}^{(0)} = \alpha_1 + \alpha_2 \sigma_1 \cdot \sigma_2 + \alpha_3 \tau_1 \cdot \tau_2 + \alpha_4 \sigma_1 \cdot \sigma_2 \tau_1 \cdot \tau_2 . \]
\[ (16) \]
As discussed below, out of these four terms only two are linearly independent. As nucleons are fermions, they obey the Pauli principle, and after antisymmetrization the potential \( V \) is given by:
\[ V_A = \frac{1}{2} (V - \mathcal{A}[V]) , \]
\[ (17) \]
with the exchange operator \( \mathcal{A} \) defined as
\[ \mathcal{A}[V(\mathbf{q}, \mathbf{k})] = \frac{1}{4} (1 + \sigma_1 \cdot \sigma_2)(1 + \tau_1 \cdot \tau_2) \]
\[ \times V \left( \mathbf{q} \rightarrow -2\mathbf{k}, \mathbf{k} \rightarrow -\frac{1}{2} \mathbf{q} \right) , \]
\[ (18) \]
where \( \mathbf{k} = (\mathbf{p'} + \mathbf{p})/2 \) is the momentum transfer in the exchange channel. For the LO contact potential, we have
\[ V_{\text{cont},A}^{(0)} = \frac{1}{2} \left( 1 - \frac{1}{4} (1 + \sigma_1 \cdot \sigma_2)(1 + \tau_1 \cdot \tau_2) \right) V_{\text{cont}}^{(0)} \]
\[ = \left( \frac{3}{8} \alpha_1 - \frac{3}{8} \alpha_2 - \frac{7}{8} \alpha_3 - \frac{9}{8} \alpha_4 \right) \sigma_1 \cdot \sigma_2 \]
\[ + \left( -\frac{1}{8} \alpha_1 + \frac{5}{8} \alpha_2 - \frac{3}{8} \alpha_3 + \frac{3}{8} \alpha_4 \right) \sigma_1 \cdot \sigma_2 \]
\[ + \left( -\frac{1}{8} \alpha_1 - \frac{3}{8} \alpha_2 + \frac{5}{8} \alpha_3 + \frac{3}{8} \alpha_4 \right) \tau_1 \cdot \tau_2 \]
\[ + \left( -\frac{1}{8} \alpha_1 + \frac{1}{8} \alpha_2 + \frac{1}{8} \alpha_3 + \frac{3}{8} \alpha_4 \right) \sigma_1 \cdot \sigma_2 \tau_1 \cdot \tau_2 \]
\[ = C_S + C_T \sigma_1 \cdot \sigma_2 + \left( \frac{2}{3} C_S - C_T \right) \tau_1 \cdot \tau_2 \]
\[ + \left( -\frac{1}{3} C_S \right) \sigma_1 \cdot \sigma_2 \tau_1 \cdot \tau_2 . \]
\[ (19) \]
Obviously, there are only two independent couplings at leading order after antisymmetrization. Following Weinberg [25], we take
\[ V_{\text{cont}}^{(0)} = C_S + C_T \sigma_1 \cdot \sigma_2 , \]
\[ (20) \]
but we could have chosen any two of the four contact interactions. This is analogous to Fierz ambiguities. At NLO, 14 different contact interactions are allowed by symmetries:
\[ V_{\text{cont}}^{(2)} = \gamma_1 q^2 + \gamma_2 q^2 \sigma_1 \cdot \sigma_2 + \gamma_3 q^2 \tau_1 \cdot \tau_2 \]
\[ + \gamma_4 q^2 \sigma_1 \cdot \sigma_2 \tau_1 \cdot \tau_2 \]
\[ + \gamma_5 k^2 + \gamma_6 k^2 \sigma_1 \cdot \sigma_2 + \gamma_7 k^2 \tau_1 \cdot \tau_2 \]
\[ + \gamma_8 k^2 \sigma_1 \cdot \sigma_2 \tau_1 \cdot \tau_2 \]
\[ + \gamma_9 (\sigma_1 + \sigma_2)(q \times k) \]
\[ + \gamma_{10} (\sigma_1 + \sigma_2)(q \times k) \tau_1 \cdot \tau_2 \]
\[ + \gamma_{11} (\sigma_1 \cdot q)(\sigma_2 \cdot q) \]
\[ + \gamma_{12} (\sigma_1 \cdot q)(\sigma_2 \cdot q) \tau_1 \cdot \tau_2 \]
\[ + \gamma_{13} (\sigma_1 \cdot k)(\sigma_2 \cdot k) \]
\[ + \gamma_{14} (\sigma_1 \cdot k)(\sigma_2 \cdot k) \tau_1 \cdot \tau_2 . \]
\[ (21) \]
In analogy to the LO case, only seven couplings are independent and one has the freedom to choose an appropriate basis. The currently available versions of chiral potentials [3, 4] use the set which does not involve isospin operators. Because we want to construct a local chiral potential, we have to eliminate contact interactions that depend on the momentum transfer in the exchange channel \( \mathbf{k} \). Thus, we choose
\[ V_{\text{cont}}^{(2)} = C_1 q^2 + C_2 q^2 \tau_1 \cdot \tau_2 \]
\[ + (C_3 q^2 + C_4 q^2 \tau_1 \cdot \tau_2) \sigma_1 \cdot \sigma_2 \]
\[ + i \frac{C_5}{2} (\sigma_1 + \sigma_2)(q \times k) \]
\[ + C_6 (\sigma_1 \cdot q)(\sigma_2 \cdot q) \]
\[ + C_7 (\sigma_1 \cdot q)(\sigma_2 \cdot q) \tau_1 \cdot \tau_2 , \]
\[ (22) \]
which is local except for the \( k \)-dependent spin-orbit interaction (\( C_5 \)). Without regulators, the expressions for the contact interactions in coordinate space are of the form
\[ V_{\text{cont}}^{(0)}(\mathbf{r}) = (C_S + C_T \sigma_1 \cdot \sigma_2) \delta(\mathbf{r}) , \]
\[ V_{\text{cont}}^{(2)}(\mathbf{r}) = -(C_1 + C_2 \tau_1 \cdot \tau_2) \Delta \delta(\mathbf{r}) \]
\[ (23) \]
\[- (C_1 + C_4 \tau_1 \cdot \tau_2) \sigma_1 \cdot \sigma_2 \Delta \delta(r) \]
\[+ \frac{C_5}{r} \partial_r \delta(r) \mathbf{L} \cdot \mathbf{S} + (C_6 + C_7 \tau_1 \cdot \tau_2) \times \left[ (\sigma_1 \cdot \hat{r})(\sigma_2 \cdot \hat{r}) \left( \frac{\partial_r \delta(r)}{r} - \partial^2_r \delta(r) \right) - \sigma_1 \cdot \sigma_2 \delta(r) \right]. \tag{24}\]

The derivation of these expressions is given in Appendix A.

In addition to the isospin-symmetric contributions to the potential given by Eqs. (3), (4), (6)–(8), (13)–(15), we take into account isospin-symmetry-breaking (CSB) terms due to the pion mass dependence, 
\[\text{splitting in the OPE potential,} \]
\[V_{\text{OPE, full}} = V_{\text{OPE}}(M_{\pi\pm}) \tau_1 \cdot \tau_2 \]
\[+ 4 \left[ V_{\text{OPE}}(M_{\pi0}) - V_{\text{OPE}}(M_{\pi\pm}) \right] \tau^2_1 \tau^2_2 , \tag{25}\]
where \(V_{\text{OPE}}\) is given by
\[V_{\text{OPE}}(M) = \frac{M^3}{12\pi} \left( \frac{g_A}{2F_\pi} \right)^2 \frac{e^{-Mr}}{Mr} \left[ \sigma_1 \cdot \sigma_2 \right. \]
\[\left. \times \left( 1 + \frac{3}{Mr} + \frac{3}{(Mr)^2} \right) S_{12} \right]. \tag{26}\]

For the contact interactions, we include the leading momentum-independent CIB and charge-symmetry-breaking (CSB) terms, which in coordinate space have the form
\[V_{\text{cont, CIB}}(r) = C_{\text{CIB}} \frac{1 + 4r^2_1 \tau^2_2}{2} \frac{1 - \sigma_1 \cdot \sigma_2}{4} \delta(r), \tag{27}\]
\[V_{\text{cont, CSB}}(r) = C_{\text{CSB}}(\tau^3_1 + \tau^3_2) \frac{1 - \sigma_1 \cdot \sigma_2}{4} \delta(r). \tag{28}\]

These contact interactions are defined in such a way that they do not affect neutron-proton observables. Furthermore, the last factor, \((1 - \sigma_1 \cdot \sigma_2)/4\), is a projection operator on spin-0 states and ensures that spin-triplet partial waves are not affected by the above terms. This factor is redundant for non-regularized expressions. Note that the impact of the spin-0 projection on NN phase shifts is very small, typically between 1 \(- 2\%\). This is smaller than the deviation from the phase shifts of the Nijmegen partial wave analysis (PWA) and than the theoretical uncertainty of the results. Thus, in the following we will neglect the spin-0 projection factor.

We are now in the position to specify the regularization scheme for the NN potential. Following Ref. [15], this is achieved by multiplying the coordinate-space expressions for the long-range potential in Eqs. (3), (4), (6)–(8), and (13)–(15) with a regulator function
\[V_{\text{long}}(r) \rightarrow V_{\text{long}}(r) \left( 1 - e^{-\left(r/R_0\right)^4} \right). \tag{29}\]

This ensures that short-distance parts of the long-range potentials at \(r\) smaller than \(R_0\) are smoothly cut off. For the short-range terms in Eqs. (23), (24), (27), and (28) the regularization is achieved by employing a local regulator \(f_{\text{local}}(q^2)\), leading to the replacement of the \(\delta\)-function by a smeared one with the same exponential smearing factor as for the long-range regulator,
\[\delta(r) \rightarrow \delta_{R_0}(r) = \alpha e^{-\left(r/R_0\right)^4}, \tag{30}\]
where the normalization constant,
\[\alpha = \frac{1}{\pi \Gamma(3/4) R_0^4}, \tag{31}\]
ensures that
\[\int d^3r \delta_{R_0}(r) = 1. \tag{32}\]

The Fourier transformations of the contact interactions taking into account the local regulator \(f_{\text{local}}(q^2)\) are given in Appendix B. The choice of the coordinate-space cutoff \(R_0\) is dictated by the following considerations. On the one hand, one would like to take \(R_0\) as small as possible to ensure that one keeps most of the long-range physics associated with the pion-exchange potentials. On the other hand, it is shown in Ref. [36] that at least for the particular class of pion-exchange diagrams corresponding to the multiple-scattering series, the chiral expansion for the NN potential breaks down at distances of the order of \(r \approx 0.8\) fm but converges fast for \(r \gtrsim 1\) fm. This suggests that a useful choice of the cutoff \(R_0\) is \(R_0 \approx 1\) fm, which corresponds to momentum-space cutoffs of the order of \(\sim 500\) MeV. This follows from Fourier transforming the regulator function, integrating it from 0 to infinity, and comparing to a sharp cutoff. These values are similar to the ones adopted in the already existing, nonlocal implementations of the chiral potential [3, 4], see also Ref. [37, 38] for a related discussion.

In view of the arguments provided in Refs. [39–41], we will not use significantly lower values of \(R_0\) in applications although we were able to obtain fits to NN phase shifts using \(R_0 = 0.9\) fm. However, the LECs start to become unnatural for this cutoff. On the other hand, choosing considerably larger values of \(R_0\) results in cutting off the long-range physics we want to preserve and, thus, introduces an unnecessary limitation in the break-down momentum of the approach. Therefore, here and in the following, we will allow for a variation of the cutoff \(R_0\) in the range of \(R_0 = 1.0 \sim 1.2\) fm. Because the local regulator eliminates a considerable part of short-distance components of the TPE potential, we are much less sensitive to the choice of the SFR cutoff \(\Lambda\) as compared to

\footnote{See, however, Ref. [42] where a new, renormalizable approach to NN scattering is formulated that allows to completely eliminate the ultraviolet cutoff.}
TABLE I. Low-energy constants for \( R_0 = 1.0, 1.1, 1.2 \) fm at LO, NLO, and N\(^2\)LO (with a spectral-function cutoff \( \Lambda = 1000 \) MeV). The couplings \( C_{1-7} \) are given in fm\(^4\) while the rest are in fm\(^2\).

<table>
<thead>
<tr>
<th>( R_0 )</th>
<th>1.0 fm</th>
<th>1.1 fm</th>
<th>1.2 fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_0 )</td>
<td>LO</td>
<td>NLO</td>
<td>N(^2)LO</td>
</tr>
<tr>
<td>( C_S )</td>
<td>-0.75112</td>
<td>3.16803</td>
<td>5.43850</td>
</tr>
<tr>
<td>( C_T )</td>
<td>0.37409</td>
<td>1.41396</td>
<td>0.27672</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>0.31420</td>
<td>-0.14084</td>
<td>0.27239</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>0.25786</td>
<td>0.04243</td>
<td>0.22032</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>-0.13134</td>
<td>-0.12383</td>
<td>-0.13641</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>0.11861</td>
<td>0.11018</td>
<td>0.09420</td>
</tr>
<tr>
<td>( C_5 )</td>
<td>2.38552</td>
<td>2.11254</td>
<td>2.16238</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>0.37319</td>
<td>0.15898</td>
<td>0.33065</td>
</tr>
<tr>
<td>( C_7 )</td>
<td>-0.35668</td>
<td>-0.26994</td>
<td>-0.33570</td>
</tr>
<tr>
<td>( C_{1B} )</td>
<td>-0.02361</td>
<td>0.05094</td>
<td>0.05320</td>
</tr>
<tr>
<td>( C_{5B} )</td>
<td>-0.01988</td>
<td>0.00823</td>
<td>0.00976</td>
</tr>
</tbody>
</table>

TABLE II. Low-energy constants for \( R_0 = 1.0, 1.1, 1.2 \) fm at LO, NLO, and N\(^2\)LO (with a spectral-function cutoff \( \Lambda = 1400 \) MeV). The couplings \( C_{1-7} \) are given in fm\(^4\) while the rest are in fm\(^2\).

<table>
<thead>
<tr>
<th>( R_0 )</th>
<th>1.0 fm</th>
<th>1.1 fm</th>
<th>1.2 fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_0 )</td>
<td>LO</td>
<td>NLO</td>
<td>N(^2)LO</td>
</tr>
<tr>
<td>( C_S )</td>
<td>-0.75112</td>
<td>3.32404</td>
<td>8.16454</td>
</tr>
<tr>
<td>( C_T )</td>
<td>0.37409</td>
<td>1.30221</td>
<td>-0.14809</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>0.30649</td>
<td>-0.12250</td>
<td>0.25830</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>0.26558</td>
<td>0.00843</td>
<td>0.23565</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>-0.14378</td>
<td>-0.12964</td>
<td>-0.14535</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>0.13434</td>
<td>0.12390</td>
<td>0.10401</td>
</tr>
<tr>
<td>( C_5 )</td>
<td>2.39094</td>
<td>2.13434</td>
<td>2.16525</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>0.38680</td>
<td>0.12495</td>
<td>0.34394</td>
</tr>
<tr>
<td>( C_7 )</td>
<td>-0.37920</td>
<td>-0.27533</td>
<td>-0.35731</td>
</tr>
<tr>
<td>( C_{1B} )</td>
<td>-0.02361</td>
<td>0.05088</td>
<td>0.05290</td>
</tr>
<tr>
<td>( C_{5B} )</td>
<td>-0.01988</td>
<td>0.00821</td>
<td>0.00961</td>
</tr>
</tbody>
</table>

Refs. [3, 43] and can safely increase it up to \( \Lambda = 1.4 \) GeV without producing spurious deeply bound states. In this work, we will vary \( \Lambda \) in the range \( \Lambda = 1.0 - 1.4 \) GeV. In future work, we will explore removing the SFR cutoff \( \Lambda \to \infty \).

We would like to underline that there is no conceptual difference between our local regularization and the nonlocal regularization currently used in widely employed versions of chiral interactions in momentum space. The local chiral potentials include the same physics as the momentum-space versions. This is especially clear when antisymmetrizing. The local regulator by construction preserves the long-range parts of the interaction. When Fourier transformed, it generates higher-order \( q^2 \)-dependent terms when applied to short-range operators, like those already present at NLO and N\(^2\)LO. Note that antisymmetrization and local regularization do not commute, but the commutator is given by higher-order terms.

At NLO and N\(^2\)LO, the 2+7 contact interactions provide a most general representation consistent with all symmetries.

It remains to specify the values of the LECs and masses that enter the NN potentials at N\(^2\)LO. In the following, we use \( m_p = 938.272 \) MeV, \( m_n = 939.565 \) MeV, the average pion mass \( M_\pi = 138.03 \) MeV, the pion decay constant \( F_\pi = 92.4 \) MeV, and the axial coupling \( g_A = 1.267 \). For the pion-nucleon coupling, we adopt the value of \( g_{\pi N}^2/(4\pi) = 13.54 \) which is consistent with Ref. [44], which also agrees with the recent determination in Ref. [45] based on the Goldberger-Miyazawa-Oehme sum rule and utilizing the most accurate available data on the pion-nucleon scattering lengths. In order to account for the GTD as described above, we use the value \( g_{\pi N} = 1.29 \) in the expressions for the OPE potential. For the LECs \( c_i \) in the N\(^2\)LO TPE potential, we use the same values as in Ref. [3], namely \( c_1 = -0.81 \) GeV\(^{-1}\), \( c_3 = \ldots \)
$-3.4 \text{ GeV}^{-1}$, and $c_4 = 3.4 \text{ GeV}^{-1}$.

We emphasize that we use the same expression for the OPE potential that includes isospin-symmetry-breaking corrections and accounts for the GDT as well as the same isospin-symmetry-breaking contact interactions at all orders in the chiral expansion to allow for a more meaningful comparison between LO, NLO and N$^2$LO.

With the NN potential specified as above, we have performed $\chi^2$-fits to neutron-proton phase shifts from the Nijmegen PWA [46] for $R_0 = 0.9, 1.0, 1.1$ and $1.2 \text{ fm}$ and $\hat{\Lambda} = 0.8, 1.0, 1.2$ and $1.4 \text{ GeV}$. We used the separation of spin-singlet and spin-triplet channels, and, at LO, the $^1S_0$ and $^3S_1$ partial waves separately while at NLO and N$^2$LO we fit the $\{^1S_0, ^1P_1\}$ and $\{^3S_1, ^3P_1, ^3P_2\}$ partial waves. At NLO and N$^2$LO, we used the same energies of $E_{\text{lab}} = 1, 5, 10, 25, 50, 100$ and $150 \text{ MeV}$ for $R_0 = 1.0$ and $R_0 = 1.1 \text{ fm}$ as in the Nijmegen PWA and the errors in the phase shifts provided in Ref. [46]. For $R_0 = 1.2 \text{ fm}$, the fits are performed up to $E_{\text{lab}} = 100 \text{ MeV}$. At LO, the fits are performed up to $E_{\text{lab}} = 50 \text{ MeV}$. Finally, the values of the LECs $C_{\text{FF}}$ and $C_{\text{CS}}$ are adjusted to reproduce the proton-proton $^1S_0$ scattering length $a_{pp} = -7.81 \text{ fm}$ and the recommended value of the neutron-neutron scattering length $a_{nn} = -18.9 \text{ fm}$. Note that we only take into account the point-like Coulomb force for the electromagnetic interaction as appropriate to N$^2$LO, see Ref. [3] for more details.

The resulting LECs for $R_0 = 1.0, 1.1, 1.2 \text{ fm}$ and $\hat{\Lambda} = 1000 \text{ MeV}$ are shown in Table I and for $\hat{\Lambda} = 1400 \text{ MeV}$ in Table II.

It would be useful to have a quantitative comparison of different fits, e.g., comparing the local chiral potentials presented here with the nonlocal optimized N$^2$LO potentials of Refs. [47, 48] or with the analyses of Refs. [49, 50]. One possibility would be to calculate the $\chi^2$/datum, but unfortunately we presently do not have the machinery to do this. We also emphasize that our fitting strategy is different from the nonlocal optimized N$^2$LO potentials.

The fits are different from the fits used in Ref. [15] because our previous fitting routine was incorrect in the tensor channel of the pion-exchange interactions. This error has only a small influence in pure neutron matter. In Fig. 1, we show the local chiral potentials $V(r)$ at N$^2$LO for a SFR cutoff $\hat{\Lambda} = 1000 \text{ MeV}$, decomposed into the central, central-isospin, spin, spin-isospin, spin-orbit, tensor, and tensor-isospin components.

![FIG. 1. (Color online) Local chiral NN potentials $V(r)$ at N$^2$LO for an SFR cutoff $\hat{\Lambda} = 1000 \text{ MeV}$, decomposed into the central, central-isospin, spin, spin-isospin, spin-orbit, tensor, and tensor-isospin components, for cutoffs $R_0 = 0.9 - 1.2 \text{ fm}$. For all components, we observe a softening of the potential going from a cutoff $R_0 = 0.9 \text{ fm}$ to $R_0 = 1.2 \text{ fm}$. We include the $R_0 = 0.9 \text{ fm}$ potential for illustration, but as discussed in the text, will not use it in many-body calculations.](image-url)
potential for illustration, but we do not recommend it for many-body calculations and therefore do not include it in our own calculations or in the tables. For all components we see a softening of the potential going from $R_0 = 0.9$ fm to $R_0 = 1.2$ fm, as expected, because short-range parts of the potentials are strongly scheme dependent. The structures in the individual channels are due to adding up different contributions to those channels with different $r$-dependencies.

In addition, we show the local chiral potentials $V(r)$ at N$^3$LO for a SFR cutoff $\tilde{\Lambda} = 1000$ MeV in the $^1S_0$ channel in Fig. 2 in the neutron-neutron system. Again, we observe a softening of the potential when increasing the coordinate space cutoff from $R_0 = 0.9$ fm to $R_0 = 1.2$ fm.

\section{III. PHASE SHIFTS}

Next, we present the neutron-proton phase shifts in partial waves up to $J = 4$ for the local chiral potentials at LO, NLO, and N$^2$LO for laboratory energies up to 250 MeV in comparison with the Nijmegen PWA \cite{46}. We vary the cutoff between $R_0 = 1.0 - 1.2$ fm and, at NLO and N$^2$LO, the SFR cutoff between $\tilde{\Lambda} = 1.0 - 1.4$ GeV.

In Fig. 3, we show the $^1S_0$ phase shifts as well as the $^3S_1 -^3D_1$ coupled channel. The description of the $^1S_0$ channel at LO is only good at very low energies and improves when going to NLO and the effective range physics is included. When going from NLO to N$^2$LO, the cutoff bands overlap. In the $^3S_1$ channel the situation is similar but the cutoff bands are narrower. In both S-wave channels the width of the bands at NLO and N$^2$LO are of similar size. This is due to the truncation of the short-range contact interactions and the large $c_l$ couplings entering at N$^2$LO, and is visible in all phase shifts.

In the $^3D_1$ channel the description worsens when going from LO to NLO and improves only slightly from NLO to N$^2$LO. At N$^2$LO the description of the $^3D_1$ channel is poor for energies larger than 50 MeV. In addition, also the description of the $J = 1$ mixing angle is poor at all orders, a fact which is clearly reflected in the size of the cutoff bands.

In Fig. 4 we show the phase shifts for the $P$ waves and the $J = 2$ coupled channel. In the $^1P_1$ channel the LO band starts to deviate from the data already at low energies. Including additional spin-orbit and tensor contributions at NLO improves the description of the $^1P_1$ channel only little. However, the situation highly improves when going to N$^2$LO.

In the $^3P$ waves the phase shifts improve considerably going from LO to higher orders and the description of the $^3P$ waves at N$^2$LO is substantially better than in our previous fits \cite{15}. Furthermore, the description of the $J = 2$ coupled channel is considerably better than for the $J = 1$ coupled channel and improves when going from LO to N$^2$LO.

In Fig. 5 we show the phase shifts for the remaining uncoupled partial waves up to $J = 4$. The description of the individual channels is good even at high energies except for the $D$ waves. This can also be seen in Fig. 6 where we show the $J = 3$ and $J = 4$ coupled channels.

In general, the description of all $D$ wave channels is poor up to N$^2$LO and does not improve when going from NLO to N$^2$LO. This is due to the truncation of the contact interactions at N$^2$LO because in partial waves with orbital angular momentum $l > 1$ no contact interactions contribute at this order except for regulator effects. Thus, the $D$ wave phase shifts are described almost solely by pion-exchange interactions and are parameter free. This can be improved by going to N$^3$LO. The higher $l > 2$ partial waves instead are mostly described by long-range pion-exchange interactions and already the OPE interaction at LO describes the data well at low energies. Thus, the higher partial waves can be well described already at N$^2$LO.

Comparing our phase shift results to the results obtained with the nonlocal N$^2$LO momentum space potential of Ref. \cite{3}, we find that the local potentials describe all partial waves up to $J = 4$ better except for the $D$ waves. In addition, the cutoff variation is smaller for the local chiral potentials.

\section{IV. DEUTERON}

In this section, we calculate deuteron properties using the local chiral potentials presented in the previous sections at LO, NLO, and N$^2$LO. We calculate the deuteron binding energy $E_d$, the quadrupole moment $Q_d$, the magnetic moment $\mu_d$, the asymptotic $D/S$ ratio $\eta$, the root-
FIG. 3. (Color online) Phase shifts for the $^1S_0$ and $^3S_1 - ^3D_1$ partial waves at LO, NLO, and $N^2LO$ in comparison with the Nijmegen partial wave analysis (PWA) [46]. The bands at each order correspond to the cutoff variation of $R_0 = 1.0 - 1.2$ fm. At NLO and $N^2LO$, we also vary the SFR cutoff from $\tilde{\Lambda} = 1.0 - 1.4$ GeV.

mean-square (rms) radius $r_d$, the asymptotic $S$-wave factor $A_s$, and the $D$-state probability $P_D$. We vary the cutoff $R_0 = 1.0 - 1.2$ fm and, at NLO and $N^2LO$, the SFR cutoff $\Lambda = 1.0 - 1.4$ GeV. The deuteron properties are calculated as described in Ref. [3]. The results are shown in Table III and are compared with experimental results of Refs. [51–56] and the $N^2LO$ EGM results of Ref. [3], where the cutoff variation is $\Lambda = 450 - 650$ MeV and $\tilde{\Lambda} = 500 - 700$ MeV.

At $N^2LO$ we find a deuteron binding energy of $-2.208 \pm 0.010$ MeV, which has to be compared with the experimental value of $-2.225$ MeV. Thus, the $N^2LO$ result deviates from the experimental result by less than 1%, which is better than $2.196 \pm 0.007$ for the nonlocal, momentum-space $N^2LO$ EGM potentials of Ref. [3]. However, for those potentials the range of the cutoff variation is different, which affects the results and theoretical error estimates.

The description of the deuteron quadrupole moment is surprisingly good for the local chiral potentials and the experimental result lies within the $N^2LO$ uncertainty band. Note that electromagnetic two-body currents are not included. The results for the $N^2LO$ momentum space potentials instead deviate by 4–5%. Also for the other observables the result of the local $N^2LO$ potentials deviates less than 1% from the experimental values.

V. QMC CALCULATIONS OF
FIG. 5. (Color online) Phase shifts for the $^1D_2$, $^3D_2$, $^1F_3$, $^3F_3$, $^1G_4$, and $^3G_4$ partial waves at LO, NLO, and N$^2$LO in comparison with the Nijmegen PWA [46]. The bands are obtained as in Fig. 3.

FIG. 6. (Color online) Phase shifts for the $^3D_3−^3G_3$ and $^3F_4−^3H_4$ partial waves at LO, NLO, and N$^2$LO in comparison with the Nijmegen PWA [46]. The bands are obtained in the same way as in Fig. 3.

NEUTRON MATTER

Local chiral EFT interactions can be used in any modern many-body method. This includes Quantum Monte Carlo. The two main methods in the context of nuclear physics are GFMC, which is very accurate but also computationally costly, and AFDMC, which is computationally less costly at the price of less accuracy. Up to now, nuclear GFMC calculations have used phenomenological NN interactions as input, typically of the Argonne family [57, 58]. These potentials are accurate, but are not connected to an EFT of QCD and their two-pion
TABLE III. Deuteron properties for the local chiral potentials at LO, NLO, and N^2LO. We tabulate the deuteron binding energy E_d, the D-state probability P_D, the magnetic moment μ_d, the quadrupole moment Q_d, the asymptotic S-wave factor A_σ, and the rms radius r_d. The ranges include a cutoff variation R_0 = 1.0 − 1.2 fm and, at NLO and N^2LO, a variation of the SFR cutoff Λ = 1.0 − 1.4 GeV. The experimental results are taken from Refs. [51–56]. We compare our results with the N^2LO EGM results of Ref. [3], where the cutoff variation is Λ = 450 − 650 MeV and Λ = 500 − 700 MeV.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>P_D[%]</td>
<td>4.2761…5.3356</td>
<td>6.9249…8.1702</td>
<td>5.0559…6.1356</td>
<td>3.53…4.93</td>
<td></td>
</tr>
<tr>
<td>μ_d[%]</td>
<td>0.8494…0.8554</td>
<td>0.8332…0.8403</td>
<td>0.8438…0.8484</td>
<td>0.857</td>
<td></td>
</tr>
<tr>
<td>Q_d[fm^2]</td>
<td>0.2580…0.2691</td>
<td>0.3013…0.3039</td>
<td>0.2828…0.2890</td>
<td>0.271…0.275</td>
<td>0.286</td>
</tr>
<tr>
<td>η</td>
<td>0.0232…0.0240</td>
<td>0.0275…0.0278</td>
<td>0.0256…0.0267</td>
<td>0.0255…0.0256</td>
<td>0.0256</td>
</tr>
<tr>
<td>A_σ[fm^-\frac{1}{2}]</td>
<td>0.8299…0.8321</td>
<td>0.8605…0.8648</td>
<td>0.8765…0.8818</td>
<td>0.874…0.879</td>
<td>0.885</td>
</tr>
<tr>
<td>r_d[fm]</td>
<td>1.9897…1.9919</td>
<td>1.9737…1.9758</td>
<td>1.9677…1.9698</td>
<td>1.970…1.972</td>
<td>1.966</td>
</tr>
</tbody>
</table>

FIG. 7. (Color online) Neutron matter energy per particle E/N as a function of density n using AFDMC with the local chiral NN potentials at LO, NLO, and N^2LO. The bands are obtained by varying the cutoff R_0 = 1.0 − 1.2 fm and the SFR cutoff Λ = 1000 − 1400 MeV.

In this paper, we use the new local chiral potentials in AFDMC calculations for pure neutron matter and expand on our first results of Ref. [15]. For technical reasons, in the past it has not been possible to extend AFDMC to realistic potentials when both neutrons and protons are involved. However, for pure neutron matter, either in the homogeneous case or in a confining potential, the situation is more straightforward and AFDMC compares favorably with the more accurate nuclear GFMC results [60, 61]. Neutron matter is useful as a test case in which different aspects of nuclear interactions can be probed, but is also directly relevant to the properties of neutron stars and as ab initio input to energy density functionals [61–66].

In Fig. 7, we show AFDMC results for 66 neutrons for the local chiral potentials at LO, NLO, and N^2LO, vary-
ing $R_0 = 1.0 - 1.2 \text{ fm}$, corresponding to a cutoff range of $\sim 500 - 400 \text{ MeV}$ in momentum space, and the SFR cutoff $\tilde{\Lambda} = 1000 - 1400 \text{ MeV}$. At all these orders the $R_0 = 1.1 \text{ fm}$ results lie between the $R_0 = 1.0 \text{ fm}$ and $R_0 = 1.2 \text{ fm}$ ones. This can also be seen in more detail in Fig. 11, where we show the AFDMC results individually for three different regulators $R_0 = 1.0 \text{ fm}, 1.1 \text{ fm}$, and $1.2 \text{ fm}$ and a SFR cutoff of $\tilde{\Lambda} = 1000 \text{ MeV}$, along with the many-body perturbation theory results that will be discussed in the next section.

As shown in Ref. [15], the LO results lead to a broad band, the lower part of which ($R_0 = 1.2 \text{ fm}$) even changes slope as the density is increased. This reflects the fact that the LO potential does not describe the phase shifts at the relevant energies as there are only two LECs at this order. The NLO and $N^2\text{LO}$ results are generally similar in size, as observed in Ref. [15], due to the large $c_i$ entering at $N^2\text{LO}$ and the same truncation of the contact interactions at both orders. The width of these bands is similar to that of the phase shifts discussed in Sect. III.

In Ref. [15], we varied the cutoff from $R_0 = 0.8 \text{ fm}$ to $R_0 = 1.2 \text{ fm}$. Since we have been unable to produce a precision potential with no deeply bound states for $R_0 = 0.8 \text{ fm}$, we cannot directly compare our new AFDMC results with those of Ref. [15], because the latter had an error in the fitting routine for the tensor channel of the pion-exchange interactions, which however only has a small effect on pure neutron matter. The narrower range of cutoff variation in this work has made the bands somewhat smaller, at $0.15 \text{ fm}^{-3}$, the range is $8.1 \text{ MeV}$ at LO, $2.1 \text{ MeV}$ at NLO, and $2.1 \text{ MeV}$ at $N^2\text{LO}$.

In Fig. 8 we compare our AFDMC $N^2\text{LO}$ results for neutron matter with the MBPT $N^2\text{LO}$ calculation of Ref. [67] based on the momentum-space potentials of Ref. [3], the coupled-cluster results of Ref. [68] using the optimized $N^2\text{LO}$ potential of Ref. [47], the MBPT results of Ref. [69], and the CMC calculation of Ref. [23], both using the same optimized $N^2\text{LO}$ potential. The bands for the MBPT results are obtained as described in Ref. [67].

The different many-body results for the optimized $N^2\text{LO}$ potential are in very good agreement. These results also agree very well with recent self-consistent Green’s function results [70]. In addition, the optimized $N^2\text{LO}$ results agree very well with the $N^2\text{LO}$ band of Ref. [67] which includes also a NN cutoff variation and is therefore rather broad. Comparing with the AFDMC results of this paper, we find that at saturation density the resulting energies per particle agree very well. However, the general density dependence of the AFDMC results is more flat, leading to higher energies at intermediate densities and a different density dependence at saturation density. These differences could be due to the differences in the phase shift predictions, and we expect both results to come closer when going to $N^3\text{LO}$.

We have also tested the dependence of the AFDMC results on the Jastrow term in the variational wave function. Specifically, the trial wave function in AFDMC is written as:

$$\Psi_T(R, S) = \prod_{i<j} f(r_{ij}) A[\phi_i(r_{ij}, s_j)].$$  \hspace{1cm} (34)

For a nodeless Jastrow term, most QMC methods are independent of the choice one makes for $f(r)$: the Jastrow function impacts the statistical error bar by accenting the “appropriate” regions of phase space, but not the value itself. However, due to the complicated spin-dependence of nuclear interactions, it has been found that AFDMC has a small dependence on the Jastrow function as reported in Ref. [15]. By comparing AFDMC results for 14 particles using the Argonne family of potentials with a GFMC calculation for the same potentials and neutron number (the largest neutron number for which GFMC results exist), we found that the Jastrow dependence disappears in AFDMC when using a softened Jastrow function.

Because no GFMC results exist for 66 particles, we have carried out separate computations at the highest density considered here ($n = 0.16 \text{ fm}^{-3}$). We studied Jastrow terms by solving the Schrödinger equation for the Argonne $v_1^*$ potential, a typical QMC potential of reference, and from the consistent local chiral potentials. In addition, we have examined the effect of artificially softening the Jastrow term by multiplying the input potential (only when producing the Jastrow function) by a fixed coefficient, in order to see the effect of removing
the Jastrow. The highest energies always result from using a largely unmodified Argonne $v'_{18}$ potential, as this is the potential that is most different from the new chiral interactions. In the case of $R_0 = 1.0$ fm the different Jastrow terms lead to an energy per particle that varies by at most 0.1 MeV at 0.16 fm$^{-3}$, while for the $R_0 = 1.2$ fm potentials the variation is 0.15 MeV. Both these results are much smaller than the 0.6 MeV quoted in Ref. [15] for the $R_0 = 0.8$ fm potential. This is a reflection of the softer potentials in the present work.

Furthermore, we have probed in detail the finite-size effects for the local chiral potentials. As we are interested in describing the thermodynamic limit of neutron matter, it is important that we are using sufficiently many particles in our AFDMC simulations. In order to avoid issues related to preferred directions in momentum-space, we have performed calculations for closed shells: $N = 14, 38, 54, 66, 114$. We chose the SFR cutoff $\tilde{\Lambda} = 1000$ MeV and performed simulations at N$^2$LO for both the $R_0 = 1.0$ fm and $R_0 = 1.2$ fm potentials at the highest density $n = 0.16$ fm$^{-3}$. The results are shown in Fig. 9. We observe that the two potentials exhibit essentially identical shell structure, as was to be expected because the ranges involved in the two potentials are basically the same. These results show a dependence on $N$ that is very similar to that in Table III of Ref. [71] for the values of $N$ used in that reference, namely 14, 38, and 66. The shell structure is very similar to that of the free Fermi gas in a periodic box, which we also show in Fig. 9. From the free Fermi gas we expect that the thermodynamic limit value is below the $N = 114$ result and very close to the $N = 66$ value. This justifies our choice of using 66 particles to simulate the thermodynamic limit. The only qualitative difference between the free Fermi-gas shell structure and our AFDMC results appears at $N = 14$. For the free gas $N = 14$ leads to an energy that is higher than that at $N = 66$. This is due to the very small periodic box needed to produce the same density for $N = 14$. In that case the interaction length scales also start to be important. In contrast, for larger $N$, shell effects come almost completely from the kinetic energy behavior.

We have also explored the dependence of the results on different values of the SFR cutoff. As discussed, the effect of the SFR cutoff $\tilde{\Lambda}$ is expected to be smaller than that of $R_0$. We show the results of varying the SFR cutoff from $\tilde{\Lambda} = 1000$ MeV to $\tilde{\Lambda} = 1400$ MeV for $R_0 = 1.0$ fm and $R_0 = 1.2$ fm in Fig. 10. There is essentially no effect at low densities, while at higher densities the difference for $R_0 = 1.0$ fm never exceeds 0.1 MeV and for $R_0 = 1.2$ fm it is always less than 0.15 MeV. This shows that the SFR cutoff has a negligible impact on the many-body results.

VI. PERTURBATIVE CALCULATIONS OF NEUTRON MATTER

We have also performed neutron matter calculations using many-body perturbation theory (following Refs. [67, 72–74]) for the same local chiral potentials and the same regulators as in the previous section. We show the results in Fig. 11 together with the AFDMC results at LO, NLO, and N$^2$LO for the three different cutoffs $R_0 = 1.0, 1.1, 1.2$ fm, and varying the SFR cutoff $\tilde{\Lambda} = 1000 – 1400$ MeV.

At every order in the chiral expansion and for every cutoff we show the results at the Hartree-Fock level as a dashed line, including second-order contributions as a shaded band, and including also third-order particle-particle and hole-hole corrections as solid bands. The bands are obtained by employing a free or Hartree-Fock single-particle spectrum and by varying the SFR cutoff as stated above. Again, we observe that the $R_0 = 1.1$ fm results at all three chiral orders lie between the $R_0 = 1.0$ fm and $R_0 = 1.2$ fm ones.

At LO, the local chiral potentials in general follow the trend of the AFDMC results for all three cutoffs. The width of the individual bands is very small and the energy changes from first to second and from second to third order are small. As discussed in Ref. [74], this energy difference, combined with the weak dependence on the different single-particle spectra, is a measure of the perturbative convergence for the individual potentials. All potentials at this chiral order seem to be perturbative. We find a good agreement between the AFDMC and the MBPT results, especially at lower densities, although at higher densities the trend is that the second-order results
FIG. 11. (Color online) Results for MBPT and AFDMC calculations at LO, NLO, and N²LO for $R_0 = 1.0 - 1.2$ fm. For the MBPT results, we show the Hartree-Fock energies as well as the energy at second order and including third-order particle-particle and hole-hole corrections. The width of the bands includes a variation of the single-particle spectrum from a free to a Hartree-Fock spectrum. In addition, for both the MBPT and AFDMC results we also vary the SFR cutoff $\tilde{\Lambda} = 1000 - 1400$ MeV. For the LO 1.1 fm results, the lower band corresponds to the second-order results.
are better than third-order.

At NLO, we find the $R_0 = 1.0$ fm potential to have the slowest, if any, perturbative convergence. The second-order band is very broad and the third-order contributions are large: at saturation density they are $6 - 10 \text{MeV}$. Going to higher coordinate-space cutoffs, which means lower momentum cutoffs, we find that the potential becomes more perturbative. At $R_0 = 1.2$ fm both the second- and third-order bands are narrow and the third-order contributions are $\approx 1.5 \text{MeV}$.

At $N^2\text{LO}$ the results are very similar to NLO. We find that the $R_0 = 1.0$ fm potential shows the slowest perturbative convergence, with an energy difference from second to third order of about $3 \text{MeV}$ at saturation density. However, the perturbativeness for this cutoff at $N^2\text{LO}$ is better than at NLO. Going to higher coordinate-space cutoffs again improves the perturbativeness and for $R_0 = 1.2$ fm the energy difference is $\approx 1.0 \text{MeV}$ at this density. This behavior is similar to the nonlocal potentials used in Ref. [74] where it was shown that soft (low momentum cutoff) potentials have a better convergence.

For the perturbative $R_0 = 1.2$ fm potentials, the agreement between the third-order perturbative results and the AFDMC results is excellent. For $R_0 = 1.2$ fm, at $N^2\text{LO}$, the perturbative results lie almost on top of the AFDMC values. The difference between the third-order result with Hartree-Fock single-particle spectrum and the AFDMC results is $0.2 \text{MeV}$ at $0.16 \text{fm}^{-3}$ for $\tilde{\Lambda} = 1400 \text{MeV}$ and only $20 \text{keV}$ for $\tilde{\Lambda} = 1000 \text{MeV}$. In comparison, at NLO the difference is $0.2 \text{MeV}$ at $0.16 \text{fm}^{-3}$ for $\tilde{\Lambda} = 1400 \text{MeV}$ and $0.1 \text{MeV}$ for $\tilde{\Lambda} = 1000 \text{MeV}$, while at LO it is $1.6 \text{MeV}$. These results constitute a direct validation of MBPT for neutron matter based on low momentum potentials, in this case $R_0 = 1.1$ fm and $R_0 = 1.2$ fm, which was the main finding in our initial QMC study with chiral EFT interactions [15].

VII. SUMMARY AND OUTLOOK

We have presented details of the derivation of local chiral EFT potentials at LO, NLO, and $N^2\text{LO}$. We performed fits of the LECs to low-energy NN phase shifts, which are well reproduced in most cases, and agree better than for the momentum-space potentials with the Nijmegen PWA. Furthermore, the calculated deuteron properties at $N^2\text{LO}$ show very good agreement with experimental data.

We have applied the new local chiral potentials to neutron matter using AFDMC and MBPT. In particular, we have investigated the sensitivity of the results to the local regulator and to the SFR cutoff, to the influence of the Jastrow term, and also to finite size effects in AFDMC.

The excellent agreement of the results for the softer $R_0 = 1.1$ fm and $R_0 = 1.2$ fm potentials within the two many-body frameworks represents a direct validation of MBPT for neutron matter and will enable novel many-body calculations of nuclei and matter within QMC based on chiral EFT interactions.
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Appendix A: Partial-wave-decomposed contact interactions

We fit the LECs $C_S$, $C_T$, and $C_{1-7}$ to NN phase shifts. In every partial wave only certain LECs contribute. In the following we give the partial wave decomposition for all relevant channels. We use spectroscopic LECs given in terms of $C_S$, $C_T$, and $C_{1-7}$ as follows:

\[
\begin{align*}
    d_1 &= C_S + C_T, \\
    d_2 &= C_S - 3C_T, \\
    d_3 &= C_1 - 3C_2 + C_3 - 3C_4, \\
    d_4 &= C_1 + C_2 + C_3 + C_4, \\
    d_5 &= C_1 - 3C_2 - 3C_3 + 9C_4, \\
    d_6 &= \frac{1}{2}C_5, \\
    d_7 &= C_6 + C_7.
\end{align*}
\]

For the partial-wave-decomposed matrix elements we find

\[
\begin{align*}
    \langle 1S_0 | V_{\text{cont}} | 1S_0 \rangle &= d_{22} \delta_{R_0} + (d_3 - d_7) 20 \frac{r^2}{R_0^4} \delta_{R_0} \nonumber \\
    &\quad - (d_3 - d_7) 16 \frac{r^6}{R_0^8} \delta_{R_0}, \\
    \langle 3S_1 | V_{\text{cont}} | 3S_1 \rangle &= d_{11} \delta_{R_0} + (d_1 + \frac{1}{3}d_2) 20 \frac{r^2}{R_0^4} \delta_{R_0} \nonumber \\
    &\quad - (d_1 + \frac{1}{3}d_2) 16 \frac{r^6}{R_0^8} \delta_{R_0}, \\
    \langle 3S_1 | V_{\text{cont}} | 3D_1 \rangle &= \langle 3D_1 | V_{\text{cont}} | 3S_1 \rangle \\
    &= d_5 \sqrt{\frac{8}{3}} \frac{r^2}{R_0^4} \delta_{R_0} - d_2 \frac{3}{2} \frac{r^6}{R_0^8} \delta_{R_0}, \\
    \langle 3D_1 | V_{\text{cont}} | 3D_1 \rangle &= d_{11} \delta_{R_0} - (d_1 - \frac{1}{3}d_2) 16 \frac{r^6}{R_0^8} \delta_{R_0} \nonumber \\
    &\quad + (d_1 + \frac{3}{5}d_6 + \frac{1}{15}d_7) 20 \frac{r^2}{R_0^4} \delta_{R_0}, \\
    \langle 1P_1 | V_{\text{cont}} | 1P_1 \rangle &= d_{22} \delta_{R_0} + (d_5 - d_2) 20 \frac{r^2}{R_0^4} \delta_{R_0} \nonumber \\
    &\quad - (d_5 - d_2) 16 \frac{r^6}{R_0^8} \delta_{R_0}, \\
    \langle 3P_0 | V_{\text{cont}} | 3P_0 \rangle &= d_{11} \delta_{R_0} - (d_4 - d_7) 16 \frac{r^6}{R_0^8} \delta_{R_0} \nonumber \\
    &\quad + (d_4 + \frac{2}{5}d_6 - \frac{1}{5}d_7) 20 \frac{r^2}{R_0^4} \delta_{R_0}, \\
    \langle 3P_1 | V_{\text{cont}} | 3P_1 \rangle &= d_{11} \delta_{R_0} - (d_4 + d_7) 16 \frac{r^6}{R_0^8} \delta_{R_0} \nonumber \\
    &\quad + (d_4 + \frac{1}{5}d_6 + \frac{3}{5}d_7) 20 \frac{r^2}{R_0^4} \delta_{R_0},
\end{align*}
\]

\[ (A7) \]

\[
\begin{align*}
    \langle 3P_2 | V_{\text{cont}} | 3P_2 \rangle &= d_{11} \delta_{R_0} - (d_4 + \frac{1}{5}d_7) 16 \frac{r^6}{R_0^8} \delta_{R_0} \nonumber \\
    &\quad + (d_4 - \frac{1}{5}d_6 + \frac{7}{25}d_7) 20 \frac{r^2}{R_0^4} \delta_{R_0}, \\
    \langle 3P_2 | V_{\text{cont}} | 3F_2 \rangle &= \langle 3F_2 | V_{\text{cont}} | 3P_2 \rangle \\
    &= d_7 \sqrt{\frac{6}{5}} 16 \frac{r^2}{R_0^4} \delta_{R_0} - d_7 \sqrt{\frac{32}{5}} \frac{r^6}{R_0^8} \delta_{R_0}, \\
    \langle 3F_2 | V_{\text{cont}} | 3F_2 \rangle &= d_{11} \delta_{R_0} - (d_4 - \frac{1}{5}d_7) 16 \frac{r^6}{R_0^8} \delta_{R_0} \nonumber \\
    &\quad + (d_4 + \frac{4}{5}d_6 + \frac{3}{25}d_7) 20 \frac{r^2}{R_0^4} \delta_{R_0}.
\end{align*}
\]

\[ (A8) \]

\[ (A9) \]

\[ (A10) \]

Appendix B: Fourier transformation of contact interactions

In the following we give the Fourier transformation of the contact contributions. The LO contacts are momentum independent and their Fourier transformation is given by

\[
\int \frac{d^3q}{(2\pi)^3} V^{\text{LO cont}} f_{\text{local}}(q^2) e^{iq \cdot r} = V^{\text{LO cont}} \delta_{R_0}(r),
\]

\[ (B1) \]

where $f_{\text{local}}(q^2)$ is a local momentum space regulator.

The first four NLO contact interactions are proportional to $q^2$ and contain spin and isospin operators which are not dotted into momentum operators. Writing the $q^2$ dependence explicitly, the Fourier transformation is given by

\[
\int \frac{d^3q}{(2\pi)^3} V^{\text{NLO cont}} q^2 f_{\text{local}}(q^2) e^{iq \cdot r} = -V^{\text{NLO cont}} \Delta \delta_{R_0}(r).
\]

\[ (B2) \]

To Fourier transform the spin-orbit interaction we employ the test function $\psi$:

\[
\langle r | \hat{O}_{LS} | \psi \rangle = \int \frac{d^3p}{(2\pi)^3} \frac{d^3p'}{(2\pi)^3} \frac{d^3r}{(2\pi)^3} d^3r' \langle r | p' \rangle \langle p | \hat{O}_{LS} | p \rangle \langle p | r' \rangle \langle r' | \psi \rangle
\]

\[ (B3) \]

\[ (A5) \]

\[ (A6) \]
\[ \times e^{i \frac{3}{2} (r \cdot r') e^{i k (r - r')} \psi(r')} f_{\text{local}}(q^2) \]
\[ = \frac{C_\gamma}{2} \int \frac{d^3 q}{(2\pi)^3} \frac{d^3 k}{(2\pi)^3} d^3 r' i e^{i \alpha \beta \gamma} \sigma_1 + \sigma_2, \alpha \beta q \beta \]
\[ \times e^{i \frac{3}{2} (r \cdot r') (i \partial_\gamma e^{i k (r - r')} \psi(r')) f_{\text{local}}(q^2) \]
\[ = - \frac{C_\gamma}{2} \int \frac{d^3 q}{(2\pi)^3} \frac{d^3 k}{(2\pi)^3} d^3 r' i e^{i \alpha \beta \gamma} \sigma_1 + \sigma_2, \alpha \beta q \beta \]
\[ \times (i \partial_\gamma e^{i \frac{3}{2} (r \cdot r')} \psi(r')) e^{i k (r - r')} f_{\text{local}}(q^2) e^{i \frac{3}{2} (r \cdot r')} \]
\[ = \frac{C_\gamma}{4} \int \frac{d^3 q}{(2\pi)^3} \frac{d^3 k}{(2\pi)^3} i e^{i \alpha \beta \gamma} (\sigma_1 + \sigma_2, \alpha \beta q \beta \psi(r) f_{\text{local}}(q^2) e^{i \frac{3}{2} (r \cdot r')} \]
\[ - \frac{C_\gamma}{2} \int \frac{d^3 q}{(2\pi)^3} i e^{i \alpha \beta \gamma} (\sigma_1 + \sigma_2, \alpha \beta (i \partial_\gamma \psi(r)) f_{\text{local}}(q^2) e^{i \frac{3}{2} (r \cdot r')} \]
\[ = - \frac{C_\gamma}{2} e^{i \alpha \beta \gamma} (\sigma_1 + \sigma_2, \alpha \beta (i \partial_\gamma \psi(r)) \]
\[ = - \frac{C_\gamma}{2} \partial_\gamma \delta_{R_0} r e^{i \alpha \beta \gamma} (\sigma_1 + \sigma_2, \alpha \beta (i \partial_\gamma \psi(r)) \]
\[ = - \frac{C_\gamma}{2} \partial_\gamma \delta_{R_0} r \cdot e^{i \frac{3}{2} (r \cdot r')} \psi(r) = \frac{C_\gamma}{2} \partial_\gamma \delta_{R_0} r \cdot \mathbf{S} \cdot \mathbf{S} \psi(r) . \]

Here we used partial integration and the antisymmetry of $e^{i \alpha \beta \gamma}$ in line 5 and 6, respectively, and $\mathbf{L} = -i \mathbf{r} \times \nabla$ in the last line.

The Fourier transformation of the tensorial contact operators is given by
\[ \int \frac{d^3 q}{(2\pi)^3} V^{\text{cont}} f_{\text{local}}(q^2) \sigma_1 \cdot q \sigma_2 \cdot q e^{i \frac{3}{2} (r \cdot r')} \]
\[ = - V^{\text{cont}} f_{\text{local}}(q^2) e^{i \frac{3}{2} (r \cdot r')} \]
\[ = - V^{\text{cont}} \sigma_1 \cdot q \sigma_2 \cdot q \left( \frac{3}{2} \partial_\gamma \delta_{R_0} (r) \right) \]
\[ = \left[ \sigma_1 \cdot \mathbf{r} \sigma_2 \cdot \mathbf{r} \left( \partial_\gamma \delta_{R_0} (r) \right) - \sigma_1 \cdot \mathbf{r} \sigma_2 \cdot \mathbf{r} \left( \partial_\gamma \delta_{R_0} (r) \right) \right] . \]