
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Near-threshold neutral pion electroproduction at high
momentum transfers and generalized form factors

P. Khetarpal et al. (CLAS Collaboration)
Phys. Rev. C 87, 045205 — Published 15 April 2013

DOI: 10.1103/PhysRevC.87.045205

http://dx.doi.org/10.1103/PhysRevC.87.045205


Near Threshold Neutral Pion Electroproduction at High Momentum Transfers and1

Generalized Form Factors2

P. Khetarpal,30, 12 P. Stoler,30 I.G. Aznauryan,35, 40 V. Kubarovsky,35, 30 K.P. Adhikari,29 D. Adikaram,293

M. Aghasyan,18 M.J. Amaryan,29 M.D. Anderson,37 S. Anefalos Pereira,18 M. Anghinolfi,19 H. Avakian,354

H. Baghdasaryan,38, 29 J. Ball,7 N.A. Baltzell,1 M. Battaglieri,19 V. Batourine,35 I. Bedlinskiy,22 A.S. Biselli,11, 55

J. Bono,12 S. Boiarinov,35, 22 W.J. Briscoe,15 W.K. Brooks,36, 35 V.D. Burkert,35 D.S. Carman,35 A. Celentano,196

G. Charles,7 P.L. Cole,16, 35 M. Contalbrigo,17 V. Crede,13 A. D’Angelo,20, 32 N. Dashyan,40 R. De Vita,197

E. De Sanctis,18 A. Deur,35 C. Djalali,34 D. Doughty,8, 35 M. Dugger,2 R. Dupre,21 H. Egiyan,35, 39 A. El Alaoui,18

L. El Fassi,1 P. Eugenio,13 G. Fedotov,34, 33 S. Fegan,37 R. Fersch,39, ∗ J.A. Fleming,10 A. Fradi,219
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32Università di Roma Tor Vergata, 00133 Rome Italy58

33Skobeltsyn Nuclear Physics Institute, 119899 Moscow, Russia59

34University of South Carolina, Columbia, South Carolina 2920860

35Thomas Jefferson National Accelerator Facility, Newport News, Virginia 2360661
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We report the measurement of near threshold neutral pion electroproduction cross sections and
the extraction of the associated structure functions on the proton in the kinematic range Q2 from
2 to 4.5 GeV2 and W from 1.08 to 1.16 GeV. These measurements allow us to access the dominant
pion-nucleon s-wave multipoles E0+ and S0+ in the near-threshold region. In the light-cone sum-

rule framework (LCSR), these multipoles are related to the generalized form factors Gπ
0p

1 (Q2) and

Gπ
0p

2 (Q2). The data are compared to these generalized form factors and the results for Gπ
0p

1 (Q2)
are found to be in good agreement with the LCSR predictions, but the level of agreement with

Gπ
0p

2 (Q2) is poor.

PACS numbers: 25.30.Rw, 13.40.Gp68

I. INTRODUCTION69

Pion photo- and electroproduction on the nucleon70

γN → πN , γ∗N → πN close to threshold has been71

studied extensively since the 1950s both experimentally72

and theoretically. Exact predictions for the threshold73

cross sections and the axial form factor were pioneered74

by Kroll and Ruderman in 1954 for photo-production and75

are known as the low energy theorem (LET) [1]. This76

LET provided model independent predictions of cross77

sections for pion photoproduction in the threshold re-78

gion by applying gauge and Lorentz invariance [2]. This79

was the first of the LET predictions to appear but was80

not without limitations. This LET predictions were re-81

stricted only to charged pions and the π0 contribution82

was shown to vanish in the ‘soft pion’ limit, i.e., mπ ∼ pπ.83

Here, mπ and pπ are the mass and momentum of the pion.84

Additionally, these cross section predictions were limited85

to diagrams with first order contributions in the pion-86

nucleon mass ratio. In later years, using vanishing pion87

mass chiral symmetry (mπ → 0), these predictions were88

extended to pion electroproduction for both charged and89

neutral pions [3, 4].90

Of course, a vanishing pion mass doesn’t relate to the91

observed mass of the pion (the pion to nucleon mass ratio92

mπ/mN ∼ 1/7), so higher order finite mass corrections93

to the LET were formulated in the late sixties and early94

seventies before the appearance of QCD. These also in-95

cluded contributions to the non-vanishing neutral pion96

amplitudes for the cross section.97

In the late eighties and early nineties, experiments at98

Mainz [5] obtained threshold pion photo-production data99

on γp → π0p. The theoretical predictions of LETs at100

the time were inconsistent with the data at low pho-101

ton energies. With the emergence of chiral perturba-102

tion theory (χPT), the scattering amplitudes and some103

physical observables were systematically expanded in the104

low energy limit in powers of pion mass and momen-105

tum. Using this framework, the LET was re-derived to106

include contributions to the amplitudes from certain loop107

diagrams, which were lost when the expansion was per-108

formed in terms of the pion mass, as was done in the ear-109

lier works [6, 7]. Further electroproduction experiments110

at NIKHEF [8] on γ∗p → π0p with photon virtuality111

Q2 ∼ 0.05− 0.1 GeV2 [9] provided good agreement with112

χPT predictions.113

These LETs [1, 3, 4, 6, 7] are not applicable for114

Q2 � Λ3
QCD/mπ, where ΛQCD ∼ 200 − 300 MeV is115

the QCD scale parameter. In the case of asymptotically116

large momentum transfers (Q2 →∞) perturbative QCD117

(pQCD) factorization techniques [10–12] have been used118

to obtain predictions for cross section amplitudes and119

axial form factors near threshold. In these factorization120

techniques, ‘hard’ (Q2 � Λ2
QCD) and ‘soft’ (k ∼ ΛQCD)121

momentum contributions to the scattering amplitude can122

be separated cleanly and each contribution can be theo-123

retically calculated using pQCD and LETs, respectively.124

Here, k is the momentum of the virtual photon.125

Recently, Braun et al. [13, 14] suggested a method126

to extract the generalized form factors, GπN1 (Q2) and127

GπN2 (Q2), for 1 < Q2 < 10 GeV2 using light cone sum128

rules (LCSR). The transition matrix elements of the elec-129

tromagnetic interaction, Jµ, can be written in terms of130

these form factors at threshold:131

∗ Current address: Christopher Newport University, Newport
News, Virginia 23606
† Current address: Skobeltsyn Nuclear Physics Institute, 119899

Moscow, Russia
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〈N(P ′)π(k)|Jµ|p(P )〉 = − i

fπ
N̄γ5

[
(γµq

2 − qµ/q)
GπN1 (Q2)

m2
N

− iσµνq
ν

2mN
GπN2 (Q2)

]
p. (1)

Here, N(P ′) and p(P ) are spinors for the final and initial132

nucleons with momenta P ′ and P , respectively, mN is133

the mass of the nucleon, fπ is the pion decay constant134

and q is the 4-momentum of the virtual photon. Since the135

pion is a negative parity particle and the electromagnetic136

current is parity conserving, the γ5 matrix is present to137

conserve the overall parity of the reaction.138

These form factors are directly related to the pion-139

nucleon s-wave multipoles E0+ and L0+ [13, 14]140

E0+ =

√
4πα

8πfπ

√
(2mN +mπ)2 +Q2

m3
N (mN +mπ)3

×
(
Q2GπN1 − mNmπ

2
GπN2

)
(2)

L0+ =

√
4πα

8πfπ

mN |ωthγ |
2

√
(2mN +mπ)2 +Q2

m3
N (mN +mπ)3

×
(
GπN2 +

2mπ

mN
GπN1

)
. (3)

Here, α is the electromagnetic coupling constant and141

ωthγ is the virtual photon energy at threshold in the142

c.m. frame and is given by the following relation:143

ωthγ =
mπ(2mN +mπ)−Q2

2(mN +mπ)
. (4)

In general, El±, Ml±, and Ll± describe the electric, mag-144

netic and longitudinal multipoles, respectively. Here, l145

describes the total orbital angular momentum of the pion146

relative to the nucleon and ± is short for ± 1
2 so that the147

total angular momentum of the πN system is l ± 1
2 .148

Additionally, the sum rules can be extended to the149

Q2 ∼ 1 GeV2 regime and the LETs are recovered to150

O(mπ) accuracy by including contributions from semi151

disconnected pion-nucleon diagrams [14]. This approach152

provides a connection between the low and high Q2
153

regimes. Predictions for the axial form factor and the154

generalized form factors are also obtained in this ap-155

proach.156

In the low Q2 < 1 GeV2 regime and the chiral limit157

mπ → 0, the LET s-wave multipoles at threshold can be158

written as [7]:159

E0+ =

√
4πα

8π

Q2
√
Q2 + 4m2

N

m3
Nfπ

GπN1 , (5)

‡ Current address: Institut de Physique Nucléaire ORSAY, Orsay,
France
§ Current address: INFN, Sezione di Genova, 16146 Genova, Italy
¶ Current address: Università di Roma Tor Vergata, 00133 Rome

Italy

L0+ =

√
4πα

32π

Q2
√
Q2 + 4m2

N

m3
Nfπ

GπN2 . (6)

GπN1 and GπN2 can be written in terms of the electro-160

magnetic form factors for the neutral pion-proton π0p161

channel in this approximation:162

Q2

m2
N

Gπ
0p

1 =
gA
2

Q2

(Q2 + 2m2
N )
GpM , (7)

Gπ
0p

2 =
2gAm

2
N

Q2 + 2m2
N

GpE . (8)

In the above equations, GpM and GpE are the Sachs elec-163

tromagnetic form factors of the proton and gA is the axial164

coupling constant obtained from weak interactions. Also,165

for the charged pion-neutron π+n channel, the general-166

ized form factors can be written as:167

Q2

m2
N

Gπ
+n

1 =
gA√

2

Q2

(Q2 + 2m2
N )
GnM +

1√
2
GA, (9)

Gπ
+n

2 =
2
√

2gAm
2
N

Q2 + 2m2
N

GnE . (10)

Here, GnM and GnE are the electromagnetic form factors168

of the neutron. Additionally, GA is the axial form factor169

that is induced by the charged current and its contribu-170

tion comes from the Kroll-Ruderman term [1].171

These generalized form factors, GπN1 and GπN2 , can172

be described as overlap integrals of the nucleon and the173

pion-nucleon wave functions. The wave function of the174

pion-nucleon system at threshold is related to the nu-175

cleon wave function without the pion by a chiral rotation176

in the spin-isospin space [10, 13]. The measurement of177

these form factors for pion electroproduction is in essence178

the measurement of the overlap integrals of the rotated179

and non-rotated nucleon wave functions, which are not180

accessible in elastic form factor measurements. This in-181

formation complements our understanding of the various182

components of the nucleon wave function (quarks and183

gluons) and the theory of strong interactions. Addition-184

ally, it provides insight into chiral symmetry and its vio-185

lation in reactions at increasing Q2.186

The generalized form factor for the charged pion-187

neutron Gπ
+n

1 (Q2) and the axial form factor GA(Q2) had188

been measured near threshold for Q2 ∼ 2−4.2 GeV2 [15].189

In this paper, we describe the measurement of the dif-190

ferential cross sections and the extraction of the s-wave191

amplitudes for the neutral pion electroproduction pro-192

cess, ep → epπ0, for Q2 ∼ 2 − 4.5 GeV2 near threshold,193

i.e., W ∼ 1.08−1.16 GeV. From these cross sections, the194

generalized form factorsGπ
0p

1 (Q2) andGπ
0p

2 (Q2) were ex-195

tracted and compared with the theoretical calculations of196

Refs. [14] and [7].197
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γ∗(q∗) φ∗
πθ∗

π

π(k∗)

N(P ′∗)
p(P ∗)

FIG. 1. Neutral pion electroproduction in the center of mass
frame.

II. KINEMATIC DEFINITIONS AND198

NOTATIONS199

The neutral pion reaction200

e(l) + p(P )→ e(l′) + p(P ′) + π0(k) (11)

is shown schematically in the virtual photon-proton cen-201

ter of mass frame in Fig. 1. Here, l = (Ee,pe), l′ =202

(E′e,p
′
e), P = (mp,0) and P ′ = (E′p,p

′
p) are the ini-203

tial and final electron and proton 4-momenta in the lab204

frame and k = (Eπ,pπ) is the 4-momentum of the emit-205

ted pion. Also, mp refers to the mass of the proton. It is206

assumed that the incident electron interacts with the tar-207

get proton via exchange of a single virtual photon with208

4-momentum q = l − l′ = (ω,q). In this approximation,209

it is also assumed that the electron mass is negligible210

(me ≈ 0). The two important kinematic invariants of211

interest are212

Q2 ≡ −q2 = −ω2 + |q|2 = 4EeE
′
e sin2(θ′e/2)

s = W 2 = (q + P )2 = m2
p + 2ωmp −Q2. (12)

Here, θ′e is the polar angle of the scattered electron in the213

lab frame.214

The five-fold differential cross section for the reaction215

can be written in terms of the cross section for the sub-216

process γ∗p → pπ0 [16], which depends only on the ma-217

trix elements of the hadronic interaction:218

d5σ

dE′edΩ′edΩ∗π
= Γ

d2σγ∗p
dΩ∗π

. (13)

Here, dΩ′e = d cos θ′edφ
′
e is the differential solid angle219

for the scattered electron in the lab frame and dΩ∗π =220

d cos θ∗πdφ
∗
π is the differential solid angle for the pion in221

the virtual photon-proton (γ∗p) center of mass frame.222

The azimuthal angle φ∗π is determined with respect to223

the plane defined by the incident and scattered lepton224

[2]. The factor Γ represents the virtual photon flux. In225

the Hand convention [16] it is226

Γ =
α

2π2

E′e
Ee

W 2 −m2
p

2mpQ2

1

1− ε , (14)

which depends entirely on the matrix elements of the lep-227

tonic interaction and contains the transverse polarization228

of the virtual photon229

ε =

(
1 + 2

|q|2
Q2

tan2 θ
′
e

2

)−1
. (15)

For unpolarized beam and target the reduced cross230

section from Eq. (13) can be expanded in terms of the231

hadronic structure functions:232

dσγ∗p
dΩ∗π

=
|p∗π|
K

[
dσT
dΩ∗π

+ ε
dσL
dΩ∗π

+ ε
dσTT
dΩ∗π

cos 2φ∗π

+
√

2ε(ε+ 1)
dσLT
dΩ∗π

cosφ∗π

]
. (16)

Here, p∗π is the pion momentum and K = (W 2−m2
p)/2W233

is the photon equivalent energy in the c.m. frame of the234

subprocess γ∗p→ pπ0. Additionally, σT + εσL, σLT and235

σTT are the structure functions that describe the trans-236

verse, longitudinal, longitudinal-transverse interference,237

and transverse-transverse interference components of the238

differential cross section.239

Each of these structure functions contain the cos θ∗π240

dependence and can be parameterized in terms of the241

multipole amplitudes El±, Ml± and Sl± that describe242

the electric, magnetic and scalar multipoles, respectively.243

The scalar multipoles Sl± can be written in terms of the244

longitudinal multipoles Ll± = ω∗

|q∗|Sl±, where ω∗ and q∗245

are the energy and 3-momentum of the virtual photon in246

the c.m. frame, respectively [2].247

III. EXPERIMENT248

The near threshold reaction ep→ epπ0 was studied us-249

ing the CEBAF Large Acceptance Spectrometer (CLAS)250

in Jefferson Lab’s Hall-B [17]. Fig. 2(a) shows the de-251

tector components that comprise CLAS. Six supercon-252

ducting coils of the torus divide CLAS into six identical253

sectors and produce a toroidal magnetic field in the az-254

imuthal direction around the beam axis. Each of the six255

sectors contain three regions of drift chambers (R1, R2,256

and R3) to track charged particles and to reconstruct257

their momentum [18], scintillator counters for identify-258

ing particles based on time-of-flight (TOF) information259

[19], Čerenkov counters (CC) to identify electrons [20],260

and electromagnetic counters (EC) to identify electrons261

and neutral particles [21]. The CC and EC are used for262

triggering on electrons and provide a mechanism to sepa-263

rate charged pions and electrons. With these six sectors,264

CLAS provides a large solid angle coverage with typical265

momentum resolutions of about 0.5%− 1.0% depending266

on the kinematics [17].267

A 5.754 GeV electron beam with an average intensity268

of 7 nA was incident on a 5 cm long liquid hydrogen tar-269

get, which was placed 4 cm upstream of the CLAS center.270

Fig. 2(a) shows the electron beam entering CLAS from271
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FIG. 2. (a) A three-dimensional view of CLAS showing the
superconducting coils of the torus, the three regions of drift
chambers (R1-R3), the Čerenkov counters, the time-of-flight
system, and the electromagnetic calorimeters. The positive
ẑ-axis is out of the page along the symmetry axis. (b) A
schematic view of a typical near threshold event showing the
reconstructed electron and proton tracks with the correspond-
ing detector hits in two opposite CLAS sectors. The π0 is
reconstructed using the missing mass technique as discussed
in the text.

the top left and exiting from the bottom right through272

the symmetry axis. A small non-superconducting mag-273

net (minitorus) surrounded the target and generated a274

toroidal field to shield the R1 drift chambers from low275

energy electrons of high intensity. These electrons origi-276

nated primarily from the Møller scattering process. The277

data used in this experiment were collected from Octo-278

ber 2001 to January 2002 and the integrated luminosity279

was about 0.28 fb−1. The electron beam energy of 5.754280

GeV as determined in this experiment agrees within 6281

MeV with an independent measurement in Hall A [22].282
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FIG. 3. (Color online) EC sampling fraction as a function of
electron momentum for one of the CLAS sectors for (a) Data
and (b) Monte Carlo (MC) simulation. The dashed lines show
the parameterized mean and the solid line indicates the 3σ
cut.

IV. ANALYSIS283

At the start of this analysis, a cut of W < 1.3 GeV284

is applied to focus our events only in the kinematic re-285

gion of interest. In this analysis the scattered electrons286

and protons are detected using CLAS and the π0 is re-287

constructed using 4-momentum conservation. A typical288

event for this experiment is shown in Fig. 2(b).289

A. Particle Identification: Electron290

The scattered electrons in the final state of the reac-291

tion are detected by requiring geometrical coincidence292

between the Čerenkov counters and the electromagnetic293

calorimeter in the same sector. The momentum of the294

electrons is reconstructed using the drift chambers. Using295

the energy deposited in the EC and the momentum, the296

electrons are isolated from most of the minimum ionizing297

particles (MIPs), e.g., pions, contaminating the electron298

spectra.299

As electrons pass through the EC, they shower with a300
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FIG. 4. (Color online) ∆t as a function of p. The curves show
the ±3.5σ cut (solid lines) from the mean fit (dashed line) for
one of the CLAS sectors for (a) experimental and (b) Monte
Carlo simulated events.

total energy deposition Etot that is proportional to their301

momenta p. The sampling fraction energy Etot/p is plot-302

ted as a function of momentum for each sector after ap-303

plying all the other electron identification cuts. Fig. 3304

shows this distribution for one of the CLAS sectors for305

experimental and Monte Carlo simulated events. In the306

figure, one can note the MIPs contamination near the307

smaller values of Etot/p. This contamination is signifi-308

cantly larger in data than in simulated events. The elec-309

trons are concentrated near Etot/p ≈ 0.3. Ideally they310

should not show any dependence on momentum, albeit a311

slight momentum dependence is visible in the data. This312

dependence is parameterized and a cut of 3σ is applied as313

shown in the figure. The MIP events are well separated314

from the electrons below the 3σ cut.315

B. Particle Identification: Proton316

The recoiled protons are identified using the measured317

momentum and the timing information obtained from318

the TOF counters. A track is selected as a proton whose319

measured time is closest to that expected of a real proton,320

i.e.,321

∆t = tmeas − tcalc = (tTOF − ttr)−
l

βcalcc
. (17)

In the above equation, tTOF is the time measured from322

the TOF counters, l is the distance from the target cen-323

ter to the TOF paddle, and ttr is the event start time324

calculated from the electron hit time from the TOF325

traced back to the target position. Also, in Eq. (17)326

βcalc = p/
√
M2
pdg + p2, where βcalc is computed using327

the PDG [23] value of the mass of the proton Mpdg and328

the momentum of the track p.329

Figs. 4(a) and (b) show the experimental and simulated330

event distributions, respectively, of ∆t as a function of p331

for one of the CLAS sectors. The protons are centered332

around ∆t = 0 ns and have a slight momentum depen-333

dence for p < 1 GeV. The dashed lines indicate the pa-334

rameterized mean of the distributions and the solid lines335

indicate the ±3.5σ cut applied to select the protons.336

C. Fiducial Cuts and Kinematic Corrections337

For perfect beam alignment, the incident electron338

beam is expected to be centered at (Xbeam, Ybeam) =339

(0, 0) cm at the target. But due to misalignments,340

the electron beam was actually at (Xbeam, Ybeam) =341

(0.090,−0.345) cm. This misalignment of the beam-342

axis is corrected for each sector, which also subsequently343

changes the reconstructed z-vertex positions of the elec-344

tron and proton tracks. The details of this correc-345

tion are described in previous works [24, 25]. A cut of346

z ∈ (−8.0,−0.8) cm is placed on the z-vertex to isolate347

events from within the target cell.348

The measured angles and momenta of the electrons and349

protons are corrected using the same method as used in350

previous analyses [24, 25].351

The electrons start to lose energy as they enter the352

electromagnetic calorimeter. When the electrons shower353

near the edge of the calorimeter, their shower is not fully354

contained and so their energies cannot be properly re-355

constructed. As such, a fiducial cut is applied to remove356

these events.357

Electrons give off Čerenkov light in the CC, which is358

collected in the PMTs on either side of the counters in359

each sector. Inefficient regions in the CC are isolated360

by removing those regions where the average number of361

photo-electrons 〈Nphe〉 < 5. This cut results in keeping362

all events that lie in regions where the CC efficiency is363

about 99% [20].364

To deal with edges and holes in the drift chambers, and365

to remove dead or inefficient wires, a fiducial cut for both366

electrons and protons is applied. Regions of non-uniform367

acceptance in the azimuthal angle φ resulting from these368

attributes are isolated on a sector-by-sector basis as a369

function of the electron’s momentum pe and polar angle370

θe. For the electron, at fixed pe and θe, one expects the371
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FIG. 5. Electron φe distribution for CLAS Sector 4 for
pe = 4.1±0.1 GeV shown for different θe slices. The unshaded
curves show φe distribution after electron selection and the
shaded curves show the φe distribution after applying electron
DC fiducial cuts.
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FIG. 6. (Color online) Proton φp vs. θp distribution for CLAS
Sector 4 for pp = 2.85± 0.15 GeV. Rejected tracks are shown
in black.

angular distribution to be symmetric in φe and relatively372

flat. Empirical cuts are applied to select these regions373

of relatively flat φe as shown in Fig. 5 for electrons with374

p = 4.1 ± 0.1 GeV for different slices of θe and one of375

the CLAS sectors. The same cuts are applied to both376

experimental and simulated events.377

As for electrons, a fiducial cut on the proton’s az-378

imuthal angle φp as a function of its momentum pp and379

polar angle θp is applied. However, the edges of the φp380

distributions are asymmetric for different slices of θp.381

The upper and lower bounds on φp are extracted and382

parameterized as a function of θp and pp. The result of383

this cut for one of the CLAS sectors is shown in Fig. 6.384

FIG. 7. The Bethe-Heitler process ep→ epγ diagrams for (a)
a photon emitted from an incident electron (pre-radiation)
and for (b) a photon emitted from a scattered electron (post-
radiation).

D. Background Subtraction and π0 Identification385

The neutral pion in the final state is reconstructed us-386

ing energy and momentum conservation constraint. To387

do so, we use the conservation of 4-momentum and look388

at the missing mass squared distribution of the detected389

particles (i.e., the electron and the proton):390

M2
X(ep) = (l + P − l′ − P ′)2. (18)

Here, l, P , l′ and P ′ are 4-momenta of the incident and391

scattered particles as described in Section II.392

There are several difficulties in the analysis in the near393

threshold region. In this region, the pion electroproduc-394

tion cross section goes to zero; so, the statistics are very395

low. Also, a major source of contamination to the neutral396

pion signal near threshold is the elastic Bethe-Heitler pro-397

cess ep → epγ. The two dominating Feynman diagrams398

for this process are shown in Fig. 7. Fig. 7(a) shows399

the diagram with a pre-radiated photon (emission from400

an incident electron) and Fig. 7(b) shows the diagram401

with a post-radiated photon (emission from a scattered402

electron). These photons are emitted approximately in403

the direction of the incident and scattered electron, re-404

spectively [26, 27]. When these photons are emitted, the405

incident and scattered electrons lose energy. This fea-406

ture of the Bethe-Heitler process can be exploited to our407

benefit.408

For the elastic process ep → ep, the proton angle can409

be computed independently of the incident or scattered410

electron energies:411

tan θp1 =
1(

1 + E′

mp−E′ cos θ′e

)
tan

θ′e
2

(19)

tan θp2 =
1(

1 + E
mp

)
tan

θ′e
2

. (20)

Here, θp1 and θp2 are the proton angles computed inde-412

pendently of the incident or scattered electron energies,413

respectively. Also, θ′e is the angle of the scattered elec-414

tron in the lab frame, and E and E′ are the energies415

of the incident and scattered electron, respectively. We416
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FIG. 8. (Color online) (a) M2
X vs ∆θp1 for W = 1.09 ± 0.01

GeV. The red dashed line indicates the expected pion peak
position. The left red spot centered around zero degrees cor-
responds to the elastic scattering events in which the inci-
dent electrons have undergone Bethe-Heitler radiation (pre-
radiative) and the one on the right to the elastic post-radiative
events. The events below the linear polynomial and outside
the ellipse are selected as pions. (b) M2

X for events with
W = 1.09±0.01 GeV. The black solid curve shows events prior
to any Bethe-Heitler subtraction cuts, the blue dashed-dot
curve shows events rejected from the cuts, and the red dashed
curve shows those events that survive the Bethe-Heitler sub-
traction cuts.

can calculate these angles for each event and look at its417

deviation (∆θp1,2) from the measured value (θpmeas):418

∆θp1,2 ≡ θp1,2 − θpmeas. (21)

Fig. 8(a) shows the M2
X plotted as a function of this419

deviation ∆θp1 for one of the near threshold regions,420

W = 1.09 ± 0.01 GeV. In the plot, we see two red421

spots along M2
X = 0 GeV2. The one on the left is422

centered along ∆θp1 = 0 deg corresponding to the pre-423

radiated photon events. The other corresponds to the424

post-radiated photon events. Additionally, these radia-425

tive events are also present in the positive M2
X . These are426

the radiative events that we need to isolate from the pion427

signal as indicated by the red dashed line in the plot. An428

ellipse and a linear polynomial are used to reject these429

events. These cuts are parameterized as a function of W .430

The result of these cuts is seen in Fig. 8(b) with the ac-431
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FIG. 9. (Color online) An example of the M2
X(ep) distri-

bution with a double Gaussian fit after applying the ellipti-
cal cuts (black circles) of Fig. 8(a) and after residual Bethe-
Heitler and other contamination subtractions (green trian-
gles) for Q2 = 2.75 ± 0.25 GeV2 and W = 1.09 ± 0.01 GeV
(top) and W = 1.11± 0.01 GeV (bottom) integrated over all
φ∗π and cos θ∗π. The black dashed lines indicate the ±3σ cuts
applied to select the pions. The χ2 is the goodness of fit per
degree of freedom. See Sec. IV D for details.

cepted events after the cut shown in red (dashed curve)432

as our pions and the rejected events in blue (dashed-dot433

curve).434

After the Bethe-Heitler subtraction cuts are applied,435

the pions are selected by making a ±3σ cut on M2
X from436

the mean position of the distribution. An example of the437

distributions and fit are shown in Fig. 9. The M2
X distri-438

butions (black circles) are fit with two Gaussians. The439

blue (dashed-dot) curve is an estimate of the remaining440

Bethe-Heitler background in the M2
X distribution, which441

was not eliminated by the elliptical cuts of Fig. 8(a).442

This was subtracted to yield the green (triangle) points.443

A systematic uncertainty of ±8% is associated with this444

background subtraction procedure, which is detailed in445

Sec. VII.446

V. SIMULATIONS447

To determine the cross section, a Monte Carlo simu-448

lation study is required, including a physics event gen-449

erator and the detector geometry. Events are generated450

using the MAID2007 unitary isobar model (UIM) [28],451

which uses a phenomenological fit to previous photo-452
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Variable Range Number of Bins Width

W (GeV) 1.08 : 1.16 4 0.02

Q2 (GeV2) 2.0 : 4.5 4 variable

cos θ∗π -1 : 1 5 0.4

φ∗π (deg) 0 : 360 6 60

TABLE I. Kinematic bin selection.

and electroproduction data. Nucleon resonances are de-453

scribed using Breit-Wigner forms and the non-resonant454

backgrounds are modeled from Born terms and t-channel455

vector-meson exchange. To describe the threshold behav-456

ior, Born terms were included with mixed pseudovector-457

pseudoscalar πNN coupling [28]. While the pion electro-458

production world-data in the resonance region goes up to459

Q2 ∼ 7 GeV2 [29] for W > 1.11 GeV, there are no data460

near threshold for Q2 > 2 GeV2 and W < 1.11 GeV (the461

kinematics of this work). Thus, cross sections for the462

kinematics of this work are described by extrapolations463

of the fits to the existing data in the MAID2007 model.464

Events are generated to cover the entire kinematic465

range described in Table I. About 73 million events are466

generated for the 2400 kinematic bins and 6.7 million467

events were reconstructed after all analysis cuts. The468

average resolutions of the kinematic quantities, W , Q2,469

cos θ∗π, and φ∗π are 0.014 GeV, 0.008 GeV2, 0.05, and 8470

degrees, respectively. These resolutions are obtained by471

comparing the generated kinematic quantities with those472

after reconstruction.473

After the physics events are generated, their passage474

through the detector is simulated using the GEANT3475

based Monte Carlo (GSIM) program. This program sim-476

ulates the geometry of the CLAS detector during the477

experiment and the interaction of the particles with the478

detector material. GSIM models the effects of multiple479

scattering of particles in the CLAS detector and geomet-480

ric mis-alignments. The information for all interactions481

with the detectors is recorded in raw banks, which is used482

for reconstruction of the tracks.483

The events from GSIM are fed through a program484

called the GSIM Post Processor (GPP) to incorporate485

effects of tracking resolution and dead wires in the drift486

chambers, and timing resolutions of the TOF.487

These events are then processed using the same codes488

as those events from the experiment to reconstruct tracks489

and higher level information such as 4-momentum, tim-490

ing, and so on. The simulated events are analyzed the491

same way as the experimental data and are used to ob-492

tain acceptance corrections and radiative corrections for493

the cross sections calculations.494
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FIG. 10. Acceptance corrections for W = 1.09 GeV and
Q2 = 2.75 GeV2 as a function of φ∗π. Each subplot shows the
correction for a different cos θ∗π bin.

VI. CORRECTIONS495

A. Acceptance Corrections496

Acceptance corrections are applied to the experimen-497

tal data to obtain the cross section for each kinematic498

bin. These corrections describe the geometrical coverage499

of the CLAS detector, inefficiencies in hardware and soft-500

ware, and resolution effects from track reconstruction.501

By comparing the number of events in each kinematic502

bin from the physics generator and the reconstruction503

process, the acceptance can be obtained as:504

Ai =
N i
rec

N i
gen

, (22)

where N i
rec corresponds to those events that have gone505

through the entire analysis process including track re-506

construction and all analysis cuts. N i
gen are those events507

that were generated. Fig. 10 shows the acceptances for a508

few of the near threshold bins as a function of φ∗π.509

B. Radiative Corrections510

The radiative correction is obtained using the software511

package EXCLURAD [30] that takes theoretical models512

as input to compute the corrections. For this experiment513

the MAID2007 model, the same model used to generate514

Monte Carlo events, is used to determine the radiative515

corrections. The radiative corrections are closely related516

to the acceptance corrections. For each kinematic bin the517

differential cross section can be written as:518

σ =
Nmeas
LA

1

δ
, (23)

where Nmeas/L is the number of events from the ex-519

periment normalized by the integrated luminosity (with520

appropriate factors) before acceptance and radiative cor-521

rections. Also, A = NRAD
rec /NRAD

gen is the acceptance cor-522

rection for the bin and δ is the radiative correction. It523
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FIG. 11. The radiative corrections for W = 1.11 GeV and
Q2 = 3.25 GeV2 as a function of cos θ∗π and φ∗π obtained from
EXCLURAD using the MAID2007 model.

should be noted that the events for the acceptance cor-524

rection were generated with a radiated photon in the final525

state using the MAID2007 model.526

EXCLURAD uses the same model to obtain the correc-527

tion δ = NRAD′

gen /NNORAD′

gen , where NNORAD′

gen are events528

generated without a radiated photon in the final state.529

Thus530

σ =
Nmeas
L

(
NRAD
gen

NRAD
rec

)
×
(
NNORAD′

gen

NRAD′
gen

)
. (24)

The details of the radiative correction procedure are de-531

scribed in Ref. [25].532

Fig. 11 shows the radiative corrections calculated for533

one of the kinematic bins as a function of the pion an-534

gles in the c.m. system. One can observe that the cor-535

rections have a φ∗π dependence. This is because the536

bremsstrahlung process only occurs near the leptonic537

plane, i.e., at angles near 0 or 180 degrees with respect538

to the hadronic plane. Also, one can notice that the cor-539

rection increases with cos θ∗π → −1. This is because the540

cross section is expected to approach zero at backwards541

angles and that is the region where the Bethe-Heitler542

events dominate. The average radiative correction over543

all kinematic bins is ∼ 25%.544

C. Other Corrections545

Two other corrections were applied to the cross section.546

One of them involves estimating the fraction of the events547

originating from the target cell walls and the other is an548

empirical overall normalization factor.549

To estimate the level of contamination from the target550

cell walls, events collected during the empty-target run551

period of the experiment are analyzed using the same552

process as those for the production run period. Only553

those events that fall within the target wall region for554

the empty target should be considered for the source of555

contamination. This is because even though there was556

no liquid hydrogen in the target, it was still filled with557

cold hydrogen gas. So, for this estimation only events558

within ±0.5 cm of the target wall region are selected.559

The correction is then calculated by taking the ratio of560

events within this target region from the empty target561

runs to those from the production run normalized to the562

total charge, ρ, collected during the run periods,563

R =
Nempty target

Nproduction

ρproduction
ρempty target

. (25)

The average contamination is approximately 1% − 1.9%564

depending on the W kinematic bin. This ratio is then ap-565

plied as a correction factor to the measured cross section566

σ = σmeas(1−R). Here, σ is the corrected cross section567

and σmeas is the measured cross section for a particular568

bin in W .569

The second correction (the empirical overall normaliza-570

tion factor) comes from comparing the measured ep→ ep571

elastic and the ep → epπ0 cross sections in the ∆(1232)572

resonance region (W = 1.23 GeV) to previously mea-573

sured values [24, 28, 31, 32]. The measured elastic scat-574

tering cross section from this experimental data were575

compared to the known cross section values [31] where576

both the electron and the proton were detected in the577

final state. A deviation of ∼ 11% from the known cross578

section values is observed.579

This deviation of ∼ 11% from the known elastic580

electron-proton scattering cross section includes the inef-581

ficiencies associated with the proton detection in CLAS582

[17, 33].583

To account for this discrepancy, an overall normaliza-584

tion factor of Relastic = 0.89 is applied to the ep→ epπ0
585

differential cross section for every kinematic bin. An as-586

sociated systematic uncertainty of ±5% is applied. Af-587

ter this correction is applied, the measured ep → epπ0
588

cross sections for the ∆(1232) resonance region, W =589

1.23 ± 0.01 GeV, are in agreement with previous mea-590

surements [24, 28, 32] to within 5% on average. Fig. 12591

shows the result of this correction for a few kinematic592

bins in the ∆(1232) resonance region.593

Since the threshold region of interest for this experi-594

ment is sandwiched between the elastic and the ∆(1232)595

resonance region and the results in these two regions596

are consistent with previous measurements after applying597

this overall normalization factor, we believe this proce-598

dure is justified. This correction to the cross section also599

includes any detector inefficiencies and, as such, these600

inefficiencies will not be accounted for separately.601

VII. SYSTEMATIC STUDIES602

To determine the systematic uncertainties in the anal-603

ysis, the parameters of the likely sources of those uncer-604
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FIG. 12. The differential cross section ep → epπ0 for the
∆(1232) resonance region, W = 1.23 ± 0.01 GeV, for typical
kinematic bins. The squares are the measured cross sections
after applying the normalization correction factor (see text for
details). The dashed curves are from Ref. [32] and the dashed-
dot curves are from the MAID2007 model. The corrected
values agree with the two curves to within 5% on average.

tainties are varied within reasonable bounds and the sen-605

sitivity of the final result is checked against this variation.606

A summary of the systematic uncertainties averaged over607

the kinematic bins of interest is shown in Table II.608

The electron and proton identification cuts, the elec-609

tron fiducial cuts, the vertex cuts and the target cell cor-610

rection cuts provide small contributions to the overall611

systematic uncertainties.612

The electron EC sampling fraction cuts were varied613

from 3σ to 3.5σ and the extracted structure functions614

changed by about 0.4% on average. The parameters for615

the electron fiducial cuts were similarly varied by about616

10% and the structure functions changed by about 1%617

on average. As such, a systematic uncertainty of 0.4%618

and 1% was assigned to these sources.619

The ∆t cuts to select the protons were varied from620

3.5σ to 4σ and a variation of about 1.1% on average was621

observed on the extracted structure functions, which was622

assigned as the systematic uncertainty associated with623

this source. The variations in the fiducial cuts for the624

proton had a negligible effect on the structure functions.625

The vertex cuts were reduced by 5% and a variation626

of about 0.1% on average was observed on the extracted627

structure functions. So, a systematic uncertainty of 0.1%628

was assigned to this source. The structure functions are629

compared before and after applying the target cell cor-630

rections. A variation of about 1% is observed and this631

value was assigned as a source of systematic uncertainty.632

The major sources of systematic uncertainty are the633

Bethe-Heitler background subtraction, the missing mass634

squared cut to select the neutral pions, the elastic nor-635

malization corrections and the model dependence of the636

acceptance and radiative corrections.637

There are residual Bethe-Heitler events that escape638

the elliptical Bethe-Heitler cuts. These events peak at639

Source Estimate %

e− EC sampling fraction cuts 0.4

e− fiducial cuts 1

p ∆t cuts 1.1

Vertex cuts 0.1

Background subtraction cuts 8

π0 M2
X cut 3

Target cell correction 1

Elastic normalization correction 5

Acceptance and radiative correction 4

Total 10.8

TABLE II. The average systematic uncertainties for the dif-
ferential cross sections from various sources and the corre-
sponding criteria. The final quoted systematic uncertainty,
obtained by adding the different systematic uncertainties from
each source in quadrature, is about 10.8%.

M2
X = 0, which have to be included in the overall fit.640

A Gaussian distribution was assumed for both the π0
641

and the remaining Bethe-Heitler events. The pions are642

modeled by a Gaussian distribution near the expected643

pion mass and the Bethe-Heitler events are modeled by644

a Gaussian whose peak is at M2
X = 0. This accounts for645

much of the tail in Figs. 8(b) and 9. The resolution for646

M2
X for the Bethe-Heitler and the pion distributions is647

expected to be similar because of the same kinematics648

of the detected electron and the proton. The Gaussian649

fit for the Bethe-Heitler is obtained, which is then sub-650

tracted to yield the pions.651

To see the effect of the background subtraction, the652

structure functions were compared with and without the653

application of the Bethe-Heitler background subtraction654

cuts. The structure functions changed by about 8% on655

average and this was used as a systematic uncertainty for656

this procedure.657

The missing mass squared cut was varied from 3σ to658

4σ and this resulted in a change of about 3% on average659

in the extracted structure functions.660

The systematic uncertainty on the elastic normaliza-661

tion correction of ±5% was obtained by looking at the662

difference between the extracted structure functions be-663

fore and after applying the correction factor to the data.664

The structure functions varied by about 5% on average.665

Additionally, a ±4% systematic uncertainty is assigned666

on the model dependence of the acceptance and radiative667

corrections based on previous analyses [15, 24, 25].668

The total average systematic uncertainty, obtained669

by adding the individual contributions in quadrature is670

10.8%.671
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FIG. 13. The differential cross sections in µb/sr for a few kinematic bins near threshold as a function of φ∗π. Experimental
points (squares) are shown with statistical uncertainties only. The size of the estimated systematic uncertainties is shown in
gray boxes below. The predictions from LCSR, MAID2007 and SAID are shown as dashed, dashed-dotted and dashed-double-
dotted curves, respectively. The horizontal line at zero serves as a visual aid. The fit to the distributions is shown as a solid
curve. See Sec. VIII for details.

VIII. DIFFERENTIAL CROSS SECTIONS AND672

STRUCTURE FUNCTIONS673

The kinematic coverage of the experiment spans over674

W from 1.08 to 1.16 GeV and Q2 from 2 to 4.5 GeV2.675

The reduced differential cross section for the reaction is676

computed for each kinematic bin. The cross sections are677

reported at the center of each kinematic bin. Fig. 13678

shows the differential cross section for some of the kine-679

matic bins near threshold as a function of φ∗π. The pre-680

dictions from LCSR [14], MAID2007 [28] and SAID [34]681

are shown for comparison.682

Using Eq. (16), the differential cross section is fitted to683

extract the structure functions σT + εσL, σTT and σLT .684

The result of the fit is shown as the solid curve in Fig. 13.685

The reduced χ2 for the fit is calculated using χ2 = χ2
0/ν,686

where ν is the number of degrees of freedom calculated687

for each W , Q2, and cos θ∗π bin (i.e., ν = 6 data points −3688

fit parameters = 3), and χ2
0 is the unnormalized goodness689

of fit. The averaged χ2 of the fits is 0.9.690

The extracted structure functions σT + εσL, σTT and691

σLT are shown in Figs. 14, 15 and 16, respectively, as692

a function of cos θ∗π for W = 1.08 − 1.16 GeV and693

Q2 = 2.0−4.5 GeV2. The data points are shown with sta-694

tistical error bars only and the size of the systematic er-695

rors is shown as the gray boxes. Predictions from LCSR,696

MAID2007, and SAID are also included for σT +εσL and697

σLT . Since the LCSR does not include any σTT contri-698

butions in the calculations, they are not shown.699

The structure function σT + εσL (Fig. 14) is generally700

in good agreement with the MAID2007 predictions but701

there is some discrepancy for W = 1.09 GeV at high702

cos θ∗π. This discrepancy is reduced for higher W bins.703

The results disagree with the LCSR predictions, espe-704

cially for those bins away from threshold (W > 1.09705

GeV). This disagreement is also apparent for low Q2
706
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FIG. 14. The structure function σT + εσL as a function of
cos θ∗π in µb/sr for W = 1.08− 1.16 GeV and Q2 = 2.0− 4.5
GeV2. Predictions from LCSR that include only s-wave
contribution (dashed), MAID2007 (dashed-dot), and SAID
(dashed-double-dot) are shown. The error bars represent sta-
tistical uncertainties only and the estimated systematic uncer-
tainties are shown as gray boxes. The solid curve corresponds
to the results obtained from the fit to the cross sections (see
Sec. IX for details). The values of Q2 (on top of the panels)
and W (on the right side of the panels) are the central values
of the bins.

bins. As one moves closer to threshold and at high Q2,707

the agreement is quite good, especially at backward an-708

gles cos θ∗π → −1. The LCSRs have been calculated and709

tuned especially for the threshold region at high Q2 and710

thus, there exists a strong disagreement at higher W and711

low Q2 bins. The predictions from SAID strongly dis-712

agree for the first W bin and low Q2 bins, but converge713

toward the MAID2007 predictions for higher W and Q2.714

The structure function σTT (Fig. 15) results are in715

good agreement with the SAID and MAID2007 predic-716

tions for low W and high Q2 but disagree at high W and717

low Q2 bins. Most of the values are close to zero for all718

W . The LCSR predictions assume only s-wave contri-719
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FIG. 15. The structure function σTT as a function of cos θ∗π
in µb/sr for W = 1.08− 1.16 GeV and Q2 = 2.0− 4.5 GeV2.
Predictions from MAID2007 (dashed-dot) and SAID (dashed-
double-dot) are shown. The LCSR predictions do not include
any σTT contributions, so they are not shown. The error
bars represent statistical uncertainties only and the estimated
systematic uncertainties are shown as gray boxes. The solid
curve corresponds to the results obtained from the fit to the
cross sections (see Sec. IX for details). The values of Q2 (on
top of the panels) and W (on the right side of the panels)
are the central values of the bins. The horizontal line at zero
serves as a visual aid.

butions to the cross section from this structure function.720

The d-wave contribution to the total cross sections in721

SAID range from 0 to 0.001 µb for the near threshold722

bins [34].723

The structure function σLT (Fig. 16) also shows good724

agreement with the MAID2007 and LCSR predictions725

for high Q2 and low W , but there is some discrepancy at726

other kinematics. The SAID prediction has a large dis-727

agreement at low W and Q2, but the level of agreement728

at other kinematics is similar to the MAID2007 model.729
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FIG. 16. The structure function σLT as a function of cos θ∗π
in µb/sr for W = 1.08− 1.16 GeV and Q2 = 2.0− 4.5 GeV2.
Predictions from LCSR that include only s-wave contribu-
tion (dashed), MAID2007 (dashed-dot), and SAID (dashed-
double-dot) are shown. The error bars represent statistical
uncertainties only and the estimated systematic uncertainties
are shown as gray boxes. The solid curve corresponds to the
results obtained from the fit to the cross sections (see Sec. IX
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(on the right side of the panels) are the central values of the
bins. The horizontal line at zero serves as a visual aid.

IX. S-WAVE MULTIPOLES AND730

GENERALIZED FORM FACTORS731

In order to compare with the calculated generalized732

form factors of Ref. [14], one must extract the s-wave733

multipole amplitudes from the measured cross sections.734

First, the structure functions are written in terms of the735

helicity amplitudes Hi. The helicity amplitudes are func-736

tions defined by transitions between eigenstates of the737

helicities of the nucleon and the virtual photon [16]. The738

helicity amplitudes are then expanded in terms of the739

multipole amplitudes.740
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FIG. 17. The s-wave multipoles (a) E0+ and (b) S0+ normal-
ized to the dipole formula GD are plotted as a function of Q2.
The error bars include statistical and systematic uncertainties
added in quadrature. The size of the estimated systematic un-
certainties are shown in the bottom. The LCSR based model
predictions and the LET predictions are also shown as curves.
The horizontal line at zero serves as a visual aid.

The structure functions are related to the helicity am-741

plitudes H1,2,...6(W,Q2, cos θ∗π) by:742

σT =
1

2
(|H1|2 + |H2|2 + |H3|2 + |H4|2), (26)

σL = |H5|2 + |H6|2, (27)

σTT = Re(H3H
∗
2 −H4H

∗
1 ), (28)

σLT = − 1√
2
Re[(H1 −H4)H∗5 + (H2 +H3)H∗6 ]. (29)

The analysis of the data is based on the following ex-743

pansion of the helicity amplitudes over multipole ampli-744

tudes (see, for example, [35]):745

H1 =
1√
2

sin θ∗π cos
θ∗π
2

∑
(Bl+ −B(l+1)−)

[P ′′l (cos θ∗π)− P ′′l+1(cos θ∗π)], (30)

H2 =
√

2 cos
θ∗π
2

∑
(Al+ −A(l+1)−)

[P ′l (cos θ∗π)− P ′l+1(cos θ∗π)], (31)
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FIG. 18. The generalized form factors (a) Gπ
0p

1 and (b) Gπ
0p

2

normalized to the dipole formula GD are plotted as a func-
tion of Q2. The error bars include statistical and systematic
uncertainties added in quadrature. The size of the estimated
systematic uncertainties are shown in the bottom. The LCSR
based model predictions and the LET predictions are also
shown as curves. The horizontal line at zero serves as a vi-
sual aid.

H3 =
1√
2

sin θ∗π sin
θ∗π
2

∑
(Bl+ +B(l+1)−)

[P ′′l (cos θ∗π) + P ′′l+1(cos θ∗π)], (32)

H4 =
√

2 sin
θ∗π
2

∑
(Al+ +A(l+1)−)

[P ′l (cos θ∗π) + P ′l+1(cos θ∗π)], (33)

H5 =
Q

|q∗| cos
θ∗π
2

∑
(l + 1)(Sl+ + S(l+1)−)

[P ′l (cos θ∗π)− P ′l+1(cos θ∗π)], (34)

H6 =
Q

|q∗| sin
θ∗π
2

∑
(l + 1)(Sl+ − S(l+1)−)

[P ′l (cos θ∗π) + P ′l+1(cos θ∗π)]. (35)

Here, P ′l,l+1(cos θ∗π) and P ′′l,l+1(cos θ∗π) are the first and746

second derivatives of the Legendre polynomials, respec-747

tively, and q∗ is the virtual photon 3-momentum in the748

c.m. system. Also,749

Al+ =
1

2
[(l + 2)El+ + lMl+] , (36)

Bl+ = El+ −Ml+, (37)

A(l+1)− =
1

2

[
(l + 2)M(l+1)− − lE(l+1)−

]
, (38)

B(l+1)− = E(l+1)− +M(l+1)−. (39)

The strong cos θ∗π-dependence of the structure function750

σT + εσL and the nonzero values of σLT found in the ex-751

periment (see Figs. 14 and 16) show that higher multipole752

amplitudes should be taken into account in addition to753

the s-wave amplitudes E0+ and S0+ at all W . Our un-754

derstanding of the high-wave multipoles, which should755

be included in this analysis, was based on the results of756

the analysis of CLAS data [24, 25] performed in Ref. [32]757

using the unitary isobar model (UIM) and dispersion re-758

lations (DR). These data are on the γ∗p→ π+n [25] and759

γ∗p→ π0p [24] cross sections in a similar range of Q2 but760

in a significantly wider energy range, which start from761

W = 1.15 and 1.11 GeV, respectively. The precision in762

the present experimental results near threshold is much763

better than the precision in Refs. [24, 25]. However, the764

results of their analysis are useful to study the p- and d-765

wave contributions, which are determined mainly by the766

∆(1232)P33, N(1440)P11, and N(1520)D13 resonances.767

According to the results of the analysis [32] at W =768

1.09 to 1.15 GeV, there are large p-wave contributions769

related to the ∆(1232)P33 and N(1440)P11. The d-wave770

contributions are negligibly small for the following rea-771

sons: (i) near threshold, the d-wave multipole amplitudes772

are suppressed compared to the p-wave amplitudes by773

the additional kinematical factor p∗π; (ii) at the values774

of Q2 investigated in this experiment, the contribution775

of the N(1520)D13 to the corresponding multipole am-776

plitudes is significantly smaller than the contributions777

of the ∆(1232)P33 and N(1440)P11 to the p-wave mul-778

tipole amplitudes; (iii) in contrast with the ∆(1232)P33779

and N(1440)P11, the width of the N(1520)D13 is signif-780

icantly smaller than the difference between the mass of781

the resonance and total energy at the threshold. There-782

fore, in our analysis only multipole amplitudes E0+, S0+,783

M1±, S1±, and E1+ were included.784

The data were fitted simultaneously at W = 1.09, 1.11,785

1.13 and 1.15 GeV with statistical and systematic uncer-786

tainties added in quadrature for each point. The am-787

plitudes were parametrized according to their threshold788

behavior and the results of the analysis in Ref. [32].789

Due to the Watson theorem [36], the imaginary parts790

of the multipole amplitudes below the 2π production791

threshold are related to their real parts as ImM =792

ReM tan(δIπN ), where M denotes EIl±, M I
l± or SIl± am-793

plitudes, and I is the total isotopic spin of the πN sys-794

tem. Near threshold δIπN ∼ p∗2l+1
π , and the imaginary795

parts of the multipole amplitudes are suppressed com-796

pared to their real parts. Therefore, in the analysis, only797

the real parts of the amplitudes were kept. These ampli-798

tudes were parameterized as follows: E0+, S0+ ∼ const,799
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M1±, S1±, and E1+ ∼ p∗π.800

In the fitting procedure, the amplitudes E0+, S0+ and801

M1± were fitted without any restrictions. The relatively802

small amplitudes S1± and E1+ were fitted within ranges803

found from the results of the analysis of the data [24, 25]804

using the UIM and DR in Ref. [32]. It should be men-805

tioned that the results for the M1± contributions ob-806

tained in our fit of the γ∗p → π0p cross sections near807

threshold are consistent with those of Ref. [32] obtained808

in the analysis of significantly larger range over W . The809

overall average χ2 per degree of freedom for the fit is810

approximately one.811

The obtained results for the structure functions are812

plotted in Figs. 14-16 as solid curves. It can be seen that813

the multipole amplitudes E0+, S0+, M1±, S1±, and E1+814

parametrized in the way discussed above represent the815

data very well at all W . The obtained results for E0+ and816

S0+ are presented in Fig. 17. These multipoles have been817

normalized to the dipole formula GD(Q2) =
(

1 + Q2

.71

)−2
.818

Fig. 18 shows the extracted generalized form factors,819

G1 and G2, as a function of Q2. The error bars on820

the points include statistical and systematic uncertain-821

ties added in quadrature. The size of the estimated sys-822

tematic uncertainties is shown separately at the bottom823

of the plots, which assumes all systematic errors for all824

the data points to be entirely uncorrelated (10.8%). The825

LET [7] predictions are shown as dash-dotted curves.826

The plots also show LCSR predictions [14] as solid and827

dashed curves. Braun et al. have tried to minimize the828

uncertainties in their LCSR based model calculations by829

including electromagnetic form factor values known from830

experiment. These calculations are shown as solid curves831

in the figure. The “pure” LCSR based models are cal-832

culations where all the form factors are obtained entirely833

from theoretical calculations and the uncertainties have834

not been minimized. These are shown as dashed curves835

in the figure. The difference between these two curves836

can essentially be treated as the overall uncertainty in837

their predictions.838

X. DISCUSSION839

The results for the E0+ multipole and Gπ
0p

1 are in good840

agreement with the LCSR predictions. The extracted841

E0+ values deviate significantly from the LET predic-842

tions over the entire Q2 range even though the extracted843

Gπ
0p

1 values are not too far off from the LET predictions.844

This is because the LET calculations for E0+ only de-845

pend on Gπ
0p

1 (Eq. (5)), whereas the LCSR calculations846

include contributions from both Gπ
0p

1 and Gπ
0p

2 (Eq. (2)).847

The overall trends of increasing E0+ and decreasing Gπ
0p

1848

are similar to these two predictions, but the deviation of849

the extracted values for Gπ
0p

1 from the LET predictions850

becomes much more apparent at Q2 > 3 GeV2.851

One can observe a discrepancy of our results for the852

S0+ multipole and Gπ
0p

2 from the LCSR predictions. The853

results are closer to the LET predictions but are not en-854

tirely consistent for all Q2.855

The uncertainty in the LCSR predictions for the S0+856

multipole and Gπ
0p

2 is much bigger than for E0+ and857

Gπ
0p

1 . In the chiral limit approximation, mπ → 0, the858

Pauli form factor F2(Q2), which is the primary contribu-859

tor to the calculations of S0+ and Gπ
0p

2 , is not reproduced860

very well. Also, the LCSR calculations exist in lead-861

ing order only and do not include next-to-leading order862

(NLO) corrections. The NLO corrections are expected to863

be large. Additionally, the LCSR predictions contain ap-864

proximations and were not expected to have an accuracy865

of better than 20% [14].866

Furthermore, the LCSR predictions do not include ef-867

fects from terms proportional to the pion mass. In the868

Q2 region of this experiment, the predictions indicate a869

suppression of the S0+ multipole [14] and this multipole870

is very sensitive to corrections of all kinds, including the871

pion mass corrections. In the LET predictions, some pion872

mass corrections have been included [7]. This may also873

explain the discrepancy between the predictions and the874

extracted results for S0+ and Gπ
0p

2 .875

Due to these theoretical uncertainties, the predictions876

of the magnitude of S0+ and Gπ
0p

2 /GD, and where they877

cross zero, differs for the two methods of calculation. The878

experimental results indicate that this sign change for879

Gπ
0p

2 /GD occurs at Q2 > 4 GeV2 rather than at the880

LCSR prediction of around 2.2 GeV2 or 3.5 GeV2.881

The results of the structure functions, Figs. 14-16, indi-882

cate a significant contribution of the p-wave in the near883

threshold region as indicated by the almost linear de-884

pendence of the σT + εσL as a function of cos θ∗π. This885

contribution increases as one moves away from threshold886

to higher W (e.g., see Fig. 16). This is highly under-887

estimated in the overall LCSR predictions for the struc-888

ture functions and cross section calculations. Their pre-889

dictions are tuned to include mostly s-wave and very little890

p-wave contribution very close to threshold at high Q2.891

This also explains the good agreement of the extracted892

E0+ and Gπ
0p

1 to their predictions but the strong dis-893

agreement of the S0+, Gπ
0p

2 , the cross sections and the894

structure functions.895

The extracted generalized form factors, Gπ
0p

1 and896

Gπ
0p

2 , show a faster fall off than the dipole form. This897

suggests a broadening of the spatial distribution of the898

correlated pion-nucleon system. It suggests that the cor-899

related pion-nucleon system is broader than the bare nu-900

cleon itself because the bare nucleon follows the dipole901

form factor.902

The results for Gπ
0p

1 show similar trends to the previ-903

ously extracted Gπ
+n

1 [15]. In comparison, the former is904

about 30% higher in magnitude while the overall behav-905

ior as a function of Q2 is similar. There are no results for906

Gπ
+n

2 for comparison. However, the generalized form fac-907
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tor results for the π0p channel provide strong constraints908

on chiral aspects of the nucleon structure and the validity909

of the LETs at high Q2.910
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