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Compton scattering cross sections from 6Li have been measured at scattering angles of 40◦–160◦

using a nearly monoenergetic 60 MeV photon beam at the High Intensity Gamma-Ray Source
(HI~γS). This represents the first precision measurement of Compton scattering on 6Li. A phe-
nomenological model provides an estimate of the sensitivity of the 6Li(γ,γ)6Li cross section to the
nucleon isoscalar electromagnetic polarizabilities αs and βs.

PACS numbers:

I. INTRODUCTION

During the past thirty years, much effort has been de-
voted to measuring and understanding the electromag-
netic polarizabilities, α and β, of the proton and neu-
tron. These polarizabilities are the first-order responses
of the nucleon’s internal structure to an applied electric
or magnetic field. The efforts have been very successful
in the case of the proton, but less so for the neutron.
The majority of the attempts to measure the nucleon

polarizabilities have utilized nuclear Compton scattering.
In the limit where the photon energy is much less than
the pion production threshold, the Compton scattering
cross section of a nucleon can be written as [1]
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where q and M are the nucleon charge and mass, ω and
ω′ are the energies of the incident and scattered photons,
θ is the photon scattering angle in the laboratory frame,
and (dσ/dΩ)Born is the Born cross section for a nucleon
with an anomalous magnetic moment [2]. Terms ofO(ω3)
and higher have been dropped in this cross-section ex-
pansion. The forward-angle cross section is dominated
by the contribution from α+β while the backward-angle
cross section is most sensitive to α–β. Furthermore, the
sum of the polarizabilities is constrained by the Baldin
Sum Rule [3]:
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1

2π2
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ω2
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where σγ(ω) is the total photoabsorption cross section of
the nucleon and ωth is the energy of the pion photopro-
duction threshold.
Several Compton scattering experiments near and be-

low pion production threshold have been performed on
the proton over the years [4–8], with the most recent

global fit [9] to all the data up to 170 MeV yielding val-
ues of

αp = 10.7± 0.3stat ± 0.2BSR ± 0.8th

βp = 3.1∓ 0.3stat ± 0.2BSR ± 0.8th
(3)

where the statistical errors are shown as well as the errors
due to uncertainties in the Baldin Sum Rule (BSR) and
the theory. The units of α and β are 10−4 fm3. These
results were obtained under the constraint of the cur-
rent evaluation [8] of the Baldin Sum Rule for the proton
which is

αp + βp = 13.8± 0.4. (4)

The current global fit of the neutron polarizabilities is
much less precise. Compton scattering measurements di-
rectly off the neutron are not possible due to the lack of
a free neutron target. As such, experimenters have had
to resort to using light nuclei such as 2H [10–13], 4He
[14], 12C [15–19], and 16O [18–21] to try to measure αn

and βn. The results for the heavier nuclei are ambigu-
ous due to uncertainties in the model parameterizations.
Current models based on Effective Field Theory [9] are
able to extract nucleon polarizabilities from 2H(γ,γ)2H
but the data suffer from relatively large statistical er-
rors. Using the deuteron Compton scattering data, the
polarizabilities have been determined to be [9]

αn = 11.1± 1.8stat ± 0.4BSR ± 0.8th

βn = 4.1∓ 1.8stat ± 0.4BSR ± 0.8th
(5)

under the Baldin Sum Rule constraint for the neutron
[22]:

αn + βn = 15.2± 0.4. (6)

The exact values of α and β are critical for testing
how accurately the theory describes physics accessible
only in the two-photon response (e.g. Compton scatter-
ing) of the nucleon. Their extraction also provides a
non-trivial benchmark of our understanding of charged
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meson-exchange currents in light nuclei [9]. Additionally,
recent work [23] has indicated that the largest source of
uncertainty in the evaluation of the proton-neutron mass
difference is related to the magnetic polarizabilities, βp–
βn. The current values of the proton and neutron po-
larizabilities are equal within the errors listed; however,
better statistical errors are needed in order to determine
αn and βn and to provide a more stringent test of the
theory.
To that end, we have carried out a Compton scattering

measurement on 6Li, the first since Pugh et al. [24] and
the first high-precision measurement ever. 6Li was chosen
because it is expected to have a Compton scattering cross
section almost an order of magnitude larger than 2H. At
sufficiently low energies (below ∼100 MeV), the photon
scattering is coherent and the total scattering amplitude
is simply the sum of the individual Thomson amplitudes
for the Z protons in the target nucleus [9]:

R(E, θ) ∼
Ze2

m
(7)

which implies that the cross section scales as Z2.
Current models are not able to make precise predic-

tions for Compton scattering cross sections for 6Li, but,
as Orlandini notes [26], various theoretical approaches
are now starting to make progress in predicting observ-
ables in higher-mass (i.e. A≥ 3) nuclei. While we will not
extract particular values for the polarizabilities, we will
attempt to demonstrate the sensitivity of the 6Li(γ,γ)6Li
scattering cross section to α and β using a phenomeno-
logical model.

II. EXPERIMENTAL SETUP

In this paper, we report a new measurement of the
16O(γ,γ)16O reaction cross section and the first preci-
sion measurement of 6Li(γ,γ)6Li at 60 MeV. The 16O
cross section is well-known and serves the purpose of
gauging the systematic uncertainty of the absolute cross-
section determination for the 6Li data. The present
measurements were conducted at the HI~γS facility [27]
at Triangle Universities Nuclear Laboratory (TUNL).
The HI~γS facility is capable of producing high-intensity,
nearly monoenergetic, ∼100% polarized γ rays. For this
measurement the beam was circularly polarized. The
quasi-monoenergetic nature of the γ-ray beam signifi-
cantly reduces the background as compared to the ear-
lier Compton measurements which were conducted us-
ing bremsstrahlung-produced beams. The HI~γS beam
results in less background in the detected energy spec-
trum, making the extraction of the photon yield more
reliable.
The HI~γS facility utilizes a free-electron laser to pro-

duce γ rays via Compton backscattering. The γ-ray
beam passes through a collimator which defines the ra-
dius of the beam and determines the intensity and energy
spread of the incident γ rays. For this experiment, the

60 MeV γ-ray beam had an energy spread of ∼4.5% and
an on-target intensity of ∼107 γ/s [28]. The collimated
beam is incident on a five-scintillator-paddle system [29]
which detects recoil electrons and positrons from pho-
toelectric, Compton and pair-production processes and
has been directly calibrated using a 25.4 cm diameter,
35.6 cm long NaI detector. The five-scintillator-paddle
system provides a means of measuring the instantaneous
γ-ray intensity without creating a source of background
radiation in the experiment. After the intensity monitor,
the γ rays are incident on the scattering target (either
6Li or 16O) and some are Compton scattered into one of
eight large-volume NaI(Tl) detectors. The detectors were
placed at roughly equally spaced angles from 40◦–160◦,
as shown in Figure 1.

FIG. 1: (Color online) Schematic diagram of the experimental
layout showing the arrangement of the NaI(Tl) detectors. Not
to scale.

Each NaI(Tl) detector core measures approximately
25.4 cm in diameter and 30.5 cm long. Surrounding the
core detector is a segmented NaI(Tl) annular detector
that is 7.5 cm thick and 30.5 cm long and designed as
an anti-coincidence shield. The detector-response line
shapes from the core detectors had a full-width, half-
maximum of∼6% at 60 MeV (see Figure 2), part of which
(∼ 4.5%) is due to the energy spread of the incident γ-ray
beam. Lead shielding was placed surrounding the front
face of each detector to reduce backgrounds and define
the scattering solid angle. Each detector was placed so
that the solid angle subtended by the aperture in the lead
shield was ∼45 msr. The aperture was filled with borated
wax to eliminate neutron backgrounds in the core with
minimal effect on the photon energy resolution.
The oxygen target consisted of distilled water in a Lu-

cite cylinder 10.0 cm long and 5.0 cm in diameter, yield-
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FIG. 2: (Color online) Energy spectrum from a NaI detector
with the γ-ray beam directed into the detector (θ = 0◦). The
FWHM is 4.0 MeV (6.7%). The solid line is the fit to this
spectrum using a GEANT4 simulation.

ing an oxygen target thickness of 10.0±0.1 g/cm2. The
contribution to the scattering yield due to the target end
caps was determined to be less than 1%. The 6Li target
was produced at the University of Saskatchewan [30]; the
target cell consists of a polyvinyl chloride (PVC) cylinder
with PVC and Al foil end caps. It measures 12.7 cm in
length with a diameter of 4.1 cm for a target thickness
of 5.84±0.06 g/cm2. Since the scattering contribution
from the cell was estimated to be ∼2%, a measurement
of photon scattering from an empty cell was performed.
An identical empty target cell was prepared and placed
in the beam in order to determine the background con-
tribution from the target end caps.

III. DATA ANALYSIS

Data were read out from each detector into a charge-to-
digital converter (QDC) which can be converted into pho-
ton energy and a time-to-digital converter (TDC) which
enables coincident timing. The pulsed nature of the pho-
ton beam at HI~γS provides a very clean TDC prompt
peak in each of the eight NaI(Tl) detectors (Figure 3).
At the time of this run, the anti-coincidence shields were
non-operational which resulted in the flat, uncorrelated
(random) background appearing in the timing spectrum
due to non-beam-related sources such as cosmic rays.
QDC spectra for prompt and random events were filled

by placing cuts on the prompt peak and a suitable ran-
dom window in the TDC spectrum. The prompt window
contains both true scattered photons and some fraction
of the random events. By setting a wide random window,
the net true spectrum can be defined as

Snet = Sprompt −
Wprompt

Wrand

× Srand, (8)

where Snet, Sprompt and Srand are the net, prompt and
random energy spectra, and Wprompt and Wrandom rep-
resent the widths of the prompt and random windows.
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FIG. 3: (Color online) TDC spectrum from a NaI detector.
The prompt and random windows are shown.

For the 6Li data, the empty-target data were analyzed in
the same manner as the full target (see Figure 4). The
empty-target spectrum is then subtracted from the full-
target spectrum after being properly normalized to the
incident photon flux. The yield of the empty target in
the elastic peak region (defined as 55 MeV to 61.5 MeV)
was < 2% of the yield in the full target. Typical final
detector-response line shapes are shown for 6Li (Figure
5) at both forward and backward scattering angles. The
low-energy background in the forward-angle detector is
assumed to be coming from forward-peaked, atomic scat-
tering events in the target. The backward-angle detectors
do not see this background.
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FIG. 4: (Color online) The net true energy spectra for the full
(6Li) and empty targets at θ = 55◦ and 125◦. The spectra
have been normalized to the incident flux.
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FIG. 5: (Color online) The net true energy spectra (with
empty-target subtraction) at forward and backward angles
for 6Li. The region of interest (ROI) has been marked. (Top)
At forward angles, the fit to the data (dashed-dotted) is given
by a sum of a low-energy background (dashed) and a GEANT4

simulation (solid). (Bottom) At backward angles, the only
contribution is from the GEANT4 simulation (solid).

GEANT4 [31] was employed to determine the total line
shape yield and also to make any corrections due to fi-
nite geometry effects. The simulation output was first
determined for the case of the NaI detector positioned
directly in the beam line (θ = 0◦) as seen in Figure
2. The intrinsic simulation was smeared with a Gaus-
sian function to account for the characteristics of each
NaI detector that are difficult to model in GEANT4. The
simulated detector response, with the smearing fixed as
above, is then fit to the scattering data over a region of
interest (ROI) that extended over a range of 6.5 MeV
as indicated in Figure 5. It is critical that the summing
window not extend into the low-energy background in
the forward-angle detectors. This background was taken
into account as an exponential function, as shown in the
top panel of Figure 5. The summing window was cho-
sen so that the background contribution was minimal to
reduce any systematic uncertainties related to the mod-
eling. The background contribution was found to be less
than 1% in the summing window. The fitted GEANT4 line
shape is used to correct for the detection efficiency of the
NaI(Tl) detector in the ROI; this efficiency accounts for
events that deposit some energy outside the ROI in the
detector. Additionally, the correction factor for photons
absorbed by the target and the correction to the solid an-
gles due to the finite geometry of the experimental setup
are obtained from the simulation.

The first excited state of 16O is at 6.05 MeV above the
ground state so, based on the ROI defined above, inelastic
scattering from this state is not expected to contribute
to the elastic yield. However, in the case of 6Li, there
are several excited states within 5.65 MeV of the ground
state. In order to determine if inelastic scattering from
any of these states contributed to the elastic peak, the
data were fit with two GEANT4 simulated lineshapes. The
first lineshape was taken as the elastic peak and the sec-
ond lineshape assumed to result from the first excited
state at 2.19 MeV in 6Li. The relative strength of these
two lineshapes was varied in order to fit the data. The in-
elastic contribution is expected to be largest at the most
backward angle (i.e. highest momentum transfer). The
quality of the fit to the data at θLab=159◦ decreases as
the inelastic strength is increased. When the χ2 value has
increased by 1.0 (68% confidence limit) from the value
obtained by assuming only an elastic peak, a maximum
contribution of inelastic scattering to the ROI yield of 6%
can be set. Since there is no conclusive evidence that the
inelastic contribution must be incorporated, it has been
ignored in the extraction of the cross section.

The cross sections are plotted as a function of lab-
oratory scattering angle in Figure 6 for 16O and Fig-
ure 7 for 6Li. Figure 6 shows the previous 16O data
from Lund [18, 19] and the Saskatchewan Accelerator
Laboratory (SAL) and University of Illinois collabora-
tion [20, 21]. The Lund data were collected at 58 MeV
and the SAL/Illinois at 60 MeV. The agreement is very
good between the current data and these published mea-
surements. This result gives confidence that the abso-
lute cross-section extraction does not suffer from any un-
known systematic effects.
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FIG. 6: (Color online) Comparison of scattering cross section
of 16O obtained by [18, 19] and [20, 21] and current results.
Statistical errors are shown on the data points. Systematic
errors for this measurement are shown under the data by the
red bars. The 90◦ data point from SAL/Illinois is an extrap-
olation based on measurements taken at higher energies [21].
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FIG. 7: (Color online) The scattering cross section of 6Li
from this experiment. Statistical errors are shown on the data
points. Systematic errors for this measurement are shown
under the data by the red bars. The curves are results from
fitting the data to a phenomenological model.

There are no such high-quality data to compare to the
present 6Li cross-section results. Based on the cross sec-
tions of other light nuclei and the Z2 dependence of the
Compton scattering cross section, the estimated average
6Li(γ,γ)6Li cross section should be on the order of 150
nb/sr [35]. The data are certainly consistent with this
estimate as seen in Figure 7.

The extracted cross sections for 16O and 6Li are given
in Table I along with the statistical and systematic errors.
The systematic errors are dominated by the uncertainty
in the integrated flux (2.0%) and the solid angle (2.4%).

IV. PHENOMENOLOGICAL MODEL

A phenomenological model has been used to evalu-
ate the sensitivity of the 6Li data to the magnitude of
the electromagnetic polarizabilities. This model is based
on the work presented in [15] and [21]. The Comp-
ton scattering amplitude can be written in terms of
the one- and two-body seagull (SG) amplitudes which
are explicitly dependent on the isoscalar polarizabilities,
αs = (αp + αn)/2 and βs = (βp + βn)/2, as [21]

R(E, θ) =RGR(E, θ) +RQD(E, θ)

+RSG
1 (E, θ) +RSG

2 (E, θ).
(9)

The first two terms in Eqn. 9 are related to the giant
resonances and the quasideuteron (QD) process, respec-

TABLE I: Compton scattering cross sections of 16O and 6Li
at Eγ = 60 MeV. The first error is statistical and the second
is systematic.

16O 6Li

θLab
dσ
dΩ

(nb/sr) dσ
dΩ

(nb/sr)

40◦ 1427 ± 50 ± 48 196 ± 10 ± 6

55◦ 1143 ± 50 ± 39 176 ± 8 ± 6

75◦ 843 ± 49 ± 29 125 ± 7 ± 4

90◦ 915 ± 44 ± 31 135 ± 7 ± 4

110◦ 854 ± 48 ± 29 139 ± 8 ± 5

125◦ 992 ± 39 ± 34 177 ± 9 ± 6

145◦ 1256 ± 51 ± 43 178 ± 9 ± 6

159◦ 1262 ± 47 ± 43 198 ± 8 ± 6

tively. The amplitudes are given by:

RGR(E, θ) =fE1(E)gE1(θ) + fE2(E)gE2(θ)

+
NZ

A
r0[1 + κGR]gE1(θ),

(10)

and

RQD(E, θ) =

[

fQD(E) +
NZ

A
r0κQD

]

× F2(q)gE1(θ),

(11)

where the complex forward scattering amplitudes fλ(E)
(λ = E1, E2, QD) are taken to have a Lorentzian form
[32] given by

Refλ(E) =
E2

λ − E2

4π~c

1

Γλ

σλE
2Γ2

λ

(E2 − E2
λ)

2 + E2Γ2
λ

(12)

and

Imfλ(E) =
E

4π~c

σλE
2Γ2

λ

(E2 − E2
λ)

2 + E2Γ2
λ

(13)

where Eλ, Γλ and σλ are the resonance energy, width,
and strength, respectively. Also in Eqns. 10 and 11,
the appropriate angular factor is gΛ(θ) (see Table II and
Table III), r0 is the classical nucleon radius and the en-
hancement factors [1+κGR] and κQD are the integrals of
the GR and QD photoabsorption cross sections in units
of the classical dipole sum rule. Since the QD process is
modeled as an interaction with a neutron-proton pair, it
is modulated by a two-body form factor F2(q) where q is
the momentum transfer.

The seagull amplitudes account for subnucleon and
meson-exchange degrees of freedom and are necessary to
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TABLE II: Dipole and quadrupole angular factors.

Λ gΛ(θ)

E1 ~ǫ · ~ǫ′

M1 (~ǫ× k̂) · (~ǫ′ × k̂′)

E2 (~ǫ · ~ǫ′)(k̂ · k̂′) + (~ǫ · k̂′)(~ǫ′ · k̂)

TABLE III: Dipole and quadrupole angular interference fac-
tors.

ΛΛ′ gΛ(θ) gΛ′(θ)

E1E1, M1M1 (1+cos2 θ)/2

E1M1 cos θ

E1E2 cos3 θ

M1E2 (3cos2θ–1)/2

E2E2 (1–3cos2θ+4cos4θ)/2

preserve gauge invariance in the total scattering ampli-
tude. The one-body seagull amplitude is

RSG
1 (E, θ) =− F1(q)

{[

Zr0 −

(

E

~c

)2

Aαs

]

gE1(θ)

−

[

(

E

~c

)2

Aβs

]

gM1(θ)

}

,

(14)

where higher-order terms have been omitted. This pro-
cess is modulated by the one-body form factor F1(q)
which is taken to be [33]:

F1(q) =ρ0
4π

3
R3

p

πcpq

sinh(πcpq)

3

qRp

×

[

sin(qRp)

(qRp)2
πcpq

tanh(πcpq)
−

cos(qRp)

qRp

] (15)

where, under the normalization F1(0)=1,

ρ−1
0 =

4π

3
R3

p

[

1 +

(

πcp
Rp

)2
]

(16)

and Rp=1.77 fm and cp=0.327 fm are given by the two-
parameter Fermi function parameterization of the charge
distribution [34]:

ρ(r) =
ρ0

1 + e
r−Rp

cp

. (17)

The two-body seagull amplitude is

RSG
2 (E, θ) = −F2(q)

NZ

A
(κGR + κQD)r0gE1(θ), (18)

TABLE IV: E1, E2, and QD parameters for 6Li. Values
marked with an asterisk have been determined by fitting.

Contribution Eres Γres σres

(MeV) (MeV) (mb)

E1 25.0 12.0 7.2∗

E2 34.0 16.0 0.14∗

QD 40.0 100 1.1

where higher-order terms have been dropped. The two-
body form factor is chosen by convention as F2(q) =
[F1(q/2)]

2.

V. RESULTS

Due to a lack of detailed knowledge of the giant reso-
nance structures of 6Li to serve as inputs to the model,
it is not possible to extract accurate values of the po-
larizabilities. However, this phenomenological model is
still able to provide insight into the sensitivity of the
6Li(γ,γ)6Li cross section to αs and βs. Initially we fixed
the polarizabilities to αs = 10.9 and βs = 3.6 as listed in
[9] and then allowed the resonance parameters to vary un-
til the fit is optimized. Since this experiment was carried
out at an energy above any presumed resonance energy,
it is sensitive only to the integral of the resonance and
not the details of its shape (i.e. its width and energy).
As such, the resonance locations have been fixed at 25
MeV and 34 MeV for the E1 and E2 resonances, and the
widths were set to 12.0 and 16.0 MeV. The QD param-
eters have been fixed to the values listed in [19]. The
resonance amplitudes obtained from the fit are listed in
Table IV along with the fixed parameters, and the re-
sulting cross section is shown as the solid curve in Figure
7. The energy-weighted sum-rule exhaustions are ∼75%
(E1) and ∼60% (E2).
The sensitivity of the data to the polarizabilities can

be observed by systematically varying αs and βs. The
polarizabilities were each varied by ±2 units under the
constraint that αs+βs = 14.5, consistent with the average
of the sum rules in Eqns. 4 and 6. As seen by the dashed
lines in Figure 7, this variation provides some estimate
of the uncertainty in αs and βs. This relationship can
be determined more rigorously by fitting αs and βs to
the data in order to determine the error bars of that fit.
In this case, we fix all the resonance parameters to the
values in Table IV and then allow αs and βs to vary. This
procedure results in a minor adjustment of αs and βs to
10.5 and 4.0 respectively. The effect of this modification
of the polarizabilities is to slightly raise the back-angle
cross section which is expected because of the larger value
of βs. The resulting uncertainties in αs and βs based on
this fit (δαstat

s = δβstat
s = 0.7) are comparable to the
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global results presented in [9] (δαstat
s = δβstat

s = 0.9)
based on deuterium data. These error bars for 6Li were
obtained with only 50 hours of beam time on target.
Due to the uncertainty in the resonance parameters

and the inherent difficulty in unambiguously extracting
the polarizabilities (as detailed in some previous mea-
surements of light nuclei), it is not possible to make a
quantitative statement about the accuracy or precision
of the extraction of αs and βs using the phenomenologi-
cal model. However, the indications are that, with an ac-
curate theoretical treatment of the 6Li(γ,γ)6Li reaction,
this data set is capable of improving upon the current
statistical errors of the isoscalar polarizabilities.
The results of this measurement are intended to spur

further work on theoretical models of the 6Li(γ,γ)6Li re-
action (e.g. the Lorentz Integral Transform method de-
scribed in [36]) in order to precisely extract the isoscalar
polarizabilities. A precision theoretical model should in-
clude the possible contribution from inelastic scattering
since this experiment is only able to rule out inelastic
contributions at the 6% level. In addition, a subsequent
measurement of this reaction is planned at HI~γS at Eγ ∼

80 MeV where the sensitivity of the cross section to the
polarizabilities is expected to be greater than with the
data presented here. At 80 MeV, the cross section drops
by about 30% at back angles (see Figure 8); however, the
sensitivity is expected to increase by a factor of nearly
two. Given modest improvements in beam intensity, tar-
get size, or beam time on target, the statistics on the
80 MeV data set would be comparable to the data pre-
sented here. This future data set should further enhance
the ability of a theoretical model to accurately extract
the polarizabilities.
The authors would like to acknowledge the contribu-

tions of T. Balint and K. Sykora during the collection of
data, as well as the staff at the HI~γS facility for their help
during the experimental setup and for the production of
the γ-ray beam. This work was supported in part by the
U.S. Department of Energy, Office of Science Grant Nos.
DE-FG02-97ER41033 and DE-FG02-06ER41422.
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FIG. 8: (Color online) Scattering cross sections at 60 MeV
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