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Theoretical description of reactions in general, and the theory for (d, p) reactions, in particular,
needs to advance into the new century. Here deuteron stripping processes off a target nucleus
consisting of A nucleons are treated within the framework of the few-body integral equations theory.
The generalized Faddeev equations in the AGS form, which take into account the target excitations,
with realistic optical potentials provide the most advanced and complete description of the deuteron
stripping. The main problem in practical application of such equations is the screening of the
Coulomb potential, which works only for light nuclei. In this paper we present a new formulation
of the Faddeev equations in the AGS form taking into account the target excitations with explicit
inclusion of the Coulomb interaction. By projecting the (A+ 2)-body operators onto target states,
matrix three-body integral equations are derived which allow for the incorporation of the excited
states of the target nucleons. Using the explicit equations for the partial Coulomb scattering wave
functions in the momentum space we present the AGS equations in the Coulomb distorted wave
representation without screening procedure. We also use the explicit expression for the off-shell
two-body Coulomb scattering T -matrix which is needed to calculate the effective potentials in the
AGS equations. The integrals containing the off-shell Coulomb T-matrix are regularized to make
the obtained equations suitable for calculations. For NN and nucleon-target nuclear interactions
we assume the separable potentials what significantly simplifies solution of the AGS equations.

PACS numbers: 21.45.-v,24.10 Eq, 24.50 +g, 25.45 -z
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I. INTRODUCTION

Scattering of composite projectiles such as the deuteron off a composite target nucleus can in principle be described
by the N-body scattering theories (see, e.g., Ref. [1]), which allow the simultaneous treatment of all reaction channels
(including partial and complete breakup) in an exact, unique, N-particle-unitarity-preserving manner. These N-body
equations can be reduced to two-cluster equations, as proposed for the first time in Ref. [2], the only input necessary
being the elementary two-body transition amplitudes. However, due to the inherent complexity of the resulting
equations it is always desirable to take resort to some kind of simplifying approach. For reactions in which, besides
two-body, also three-body channels are known to be important a promising candidate is the three-body Faddeev
integral equations theory written in the Alt-Grassberger-Sandhas (AGS) form [3, 4]. But even the three-body AGS
equations are so complicated that a more simplified CDCC approach became quite popular in the last 30 years (see
[5–7] and references therein). Of course, this approach does no longer constitute a rigorous theory, the approximative
character becoming the more apparent the more important the internal degrees of freedom are which can be excited
in the energy domain under consideration.
If the internal structure of the target can no longer be neglected, in order to still be able to work with the manageable

three-body theory, the possibility of excitation must - at least approximately - be taken into account. For the first time
it has been done in [8]. Deuteron stripping processes off a target nucleus consisting of A nucleons were treated within
the framework of the generalized few-body Faddeev integral equations theory written in the AGS form. Generalization
of the AGS equations is achieved by taking into account the excitation of the target. To reduce the (A + 2)-particle
problem to the much simpler three-body problem all the operators acting in the (A+2)-particle space were projected
onto the three-particle space. Obtained generalized Faddeev equations couple all rearrangement (reaction), inelastic
and elastic amplitudes. The transition amplitudes for all interesting three-body processes were obtained, whether the
target nucleus is in its ground or in some excited state before and/or after the collision. The practical application
was done for the deuteron stripping reaction 12C(d, p)13C at the deuteron bombarding energies of 4.66, 15 and 56
MeV. The two-body-type T-operators for the nucleon-nucleus subsystem were calculated from multichannel equations
to account for the excitation and de-excitation of the nucleus in nucleon-nucleus scattering. When inserted in the
three-body-type integral equations this feature is automatically introduced also into the three-body dynamics. The
complexity of the AGS equations is significantly reduced by using separable potential approach for NN and NA
interactions. However, the Coulomb p−A interaction was neglected when solving the AGS equations and was taken
into account only approximately by multiplying each calculated purely nuclear, partial wave reaction amplitudes by
the initial- and final-state Coulomb distortion factors before summing up the partial wave series. Definitely, in such an
approach we neglect the Coulomb-modified vertex form factors describing the subsystem p−A and effective potentials
in the AGS approach described by the triangular diagrams containing the Coulomb p−A scattering amplitude as the
four-ray vertex.
After our work [8] a significant advance in the application of the Faddeev three-body approach was achieved in

works [9–11], where AGS equations for stripping reactions on different targets were solved with realistic potentials.
In works [12, 13] the AGS calculations were compared with the adiabatic distorted wave approach (ADWA) for
deuteron stripping reactions to estimate the accuracy of the conventional ADWA, which provides a simplified but
practical version of the CDCC [14]. The advantage of these works compared to our work [8] was usage of the realistic
potentials. Also the Coulomb interaction was included using the screening procedure, which has been applied earlier
in our work for p+d scattering [15]. Inclusion of the screening procedure requires higher screening radii when charge of
the target increases to get the convergence. That is why the application of the Coulomb potential screening procedure
was successful only for targets with charge Z ≤ 20. Besides, the screening procedure cannot be always a reliable
remedy to solve problems with charged particles, because limiting the range of the potential may lead to the loss of
information about the very nature of the field creating the Coulomb potential. Neglect of the internal structure of
the target is another setback in the AGS calculations in [9–13].
In this paper we present a new formulation of the generalized Faddeev equations in the AGS form for the deuteron

stripping, which includes explicitly the Coulomb interactions and target excitations. The Coulomb interaction in
the AGS approach appears in the three-ray vertex form factors in the effective potentials and in the four-ray vertex
in the triangular diagrams. Applying the two-potential equation allows us to remove the non-compact singularity
in the triangular diagram describing the elastic scattering and containing the p − A Coulomb scattering amplitude.
Besides the AGS equations can be rewritten in the Coulomb distorted wave representation [16–18], in which the
reaction amplitudes and the effective potentials are sandwiched by the Coulomb distorted waves in the initial and
final states. Applying the regularization procedure we obtain the expression for the effective potentials in the AGS
equations, which are free of the singularities caused by the Coulomb distortions in the initial and final states. We
also investigate the off-shell Coulomb scattering amplitude and show that the Coulomb-modified form factors in the
transfer amplitudes and in the triangular diagrams don’t contain non-integrable singularities. The target excitation is
taken into account following the formalism developed in [8]. The final generalized matrix AGS equations are written



3

in the form which includes explicitly Coulomb interactions, target excitations and spins of the particles. Because
the solution of the AGS equations is greatly simplified for separable potentials, we use separable potential approach
assuming that the adopted separable potentials will approximate realistic potentials NN and NA potentials. The
calculations of the obtained equations and comparison with the experimental data will be presented in the following
up papers.
It is important to underscore that AGS equations in the Coulomb distorted wave representation have been derived

for the first time. Previously possibility of derivation of these equations in the Coulomb distorted wave representation
was considered in [16, 18], but obtained equations were not genuine integral equations because the amplitudes under
the integral and on the left-hand side were different functions. Here, using a different off-shell continuation we derive
genuine AGS equations in the Coulomb distorted wave representation. Another important topic of our research is
investigation of the singularities of the integrals containing the off-shell Coulomb scattering amplitude. The com-
pactness of the AGS equations for charged particles with repulsive interactions was proved in [17, 18]. However, the
practical application of this result requires regularization of the integrals containing the off-shell Coulomb scatter-
ing amplitudes. Note that in the case under consideration, when only two particles are charged, only one off-shell
Coulomb scattering amplitude of the proton-nucleus scattering is needed. Regularization of the integrals containing
the off-shell Coulomb scattering amplitude is also important because in a standard procedure involving the screen-
ing of the Coulomb potential is tacitly assumed that, in the limit of the screening radius R → ∞, all the integrals
containing Coulomb scattering amplitude have well-defined limits and that the Coulomb screening affects only the
Coulomb distorted waves in the initial and final states. We show how to deal with all the integrals containing the
Coulomb off-shell T-matrix. The obtained equations are suitable for calculations and the results will be presented in
the following up papers.
The advantage of the developed approach is that, owe to the explicit including of the Coulomb interaction, it can

be applied for analysis of the deuteron stripping on heavier nuclei. Such reactions provide a unique tool to study
(n, γ) processes on exotic nuclei, which are important for nuclear astrophysics and applied physics.
The plan of this paper is as follows. In Sect. II we first derive the matrix three-body equations for the (A+2)-

body operators projected onto target states. In Sect. III by choosing (quasi-)separable ansaetze for the multichannel
potentials these three-body equations are converted into effective-two body equations in the usual manner. In Sect.
IV the AGS equations in the Coulomb distorted wave representation are derived. In Sect. V we present the final
expressions for the modified AGS equations after angular momentum decomposition. In Appendices A-D the partial
Coulomb scattering wave functions, regularized matrix elements sandwiched by the Coulomb distorted waves, the
Coulomb off-shell scattering amplitude, the Coulomb modified form factors and the pole singularity of the exchange
Coulomb triangular diagram are considered. Throughout the paper the consideration is done in the center of mass of
the three-body system α+ β + γ, that is the sum of momenta of all three particles is always zero. We use the system
of units in which ~ = c = 1.

II. REDUCTION OF THE (A+2)-PARTICLE TO A THREE-PARTICLE PROBLEM

In this section we consider the reduction of the system consisting of two nucleons (denoted as particles 1 (proton) and
3 (neutron)) and a nucleus consisting of A nucleons (particle 2) to the three-body system. Presentation here extends
the formalism presented in [8] by including the proton-target Coulomb interaction and removing some inconsistencies
in [8].
The Hamiltonian is given as

H = Hint +H0 +V , (1)

H0 = K2
α/2µα +Q2

α/2Mα, (2)

V = V1 +V2 +V3, (3)

whereHint = Tint+Vint is the internal Hamiltonian of nucleus 2; Tint and Vint are the internal kinetic energy operator
and internal potential of nucleus 2. H0 is the Hamiltonian of the relative motion of the non-interacting particles 1, 3
and the center of mass of particle 2. That is, Kα is the momentum operator for the relative motion of particles β and
γ and µα = mβmγ/mβγ the corresponding reduced mass, mβγ = mβ +mγ ; Qα is the relative momentum operator
for the motion of particle α and the center of mass of (β, γ) with Mα = mαmβγ/(mα +mβ +mγ); mν denotes the
mass of particle ν. The potentials V1 and V3 describe the interaction of the nucleons 3 and 1, respectively, with
each of the constituents of nucleus 2, and V2 is the internucleon potential. Potential V3 = V S

3 +V C
3 , where V S

3 and
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V C
3 are the short-range and the Coulomb part of the proton-target interaction, respectively. The Coulomb potential

depends only on the distance between the proton (particle 1) and the center of mass of nucleus 2. For simplicity, in
this section we disregard the Coulomb interaction, which will be explicitly included in the next sections.
Consider the case that nucleus 2 can exist in several internal states ρ (ρ = 1, 2 . . . , N), assumed to be orthogonal,

with wave functions |ϕρ
2 > and energies ǫρ ≥ 0, that is,

Hint|ϕρ
2 >= ǫρ|ϕρ

2 > . (4)

The notation is such that ρ = 1 corresponds to the ground state with ǫ1 = 0. The index ρ is supposed to contain
the complete specification of the internal state, in particular also its spin, isospin etc. In concrete calculations it is
not necessary to limit oneself to genuine bound states; also so-called quasi-states simulating the contribution from the
continuous spectrum of the internal Hamiltonian of the nucleus might be included among the {|ϕρ

2 >}.
To reduce the (A+2)-particle problem to the much simpler three-body problem we project all operators acting in

the (A+2)-particle space onto the three-particle space. In this way they become N ×N matrix operators:

H
¯
= [Hρσ] = [< ϕρ

2|H |ϕσ
2 >], (5)

H
¯ 0 = [Hρσ

0 ] = [< ϕρ
2|H0|ϕσ

2 >] = [δρσ(K
2
α/2µα +Q2

α/2Mα)], (6)

V
¯α = [V ρσ

α ] = [< ϕρ
2|Vα|ϕσ

2 >], (7)

[δρσ Qα] = [< ϕρ
2|Qα|ϕσ

2 >] and [δρσ Kα] = [< ϕρ
2|Kα|ϕσ

2 >]. The resolvent matrices corresponding to the restricted
full and free Hamiltonian matrices are

G(z) = (z −H
¯
)−1, (8)

G0(z) = (z −H
¯ 0)

−1. (9)

All the operators acting in the A + 2 space and projected onto the three-body space are underlined, while their
matrix elements, which have upper indices characterizing the excited states of nucleus A, are not. Note that since the
interaction between the nucleons 1 and 3 does not depend on the internal state of nucleus 2, the potential matrix V2
is diagonal: [V ρσ

2 ] = [δρσ V2], V2 being a scalar function.
Next we introduce the channel Hamiltonian matrix for channel α:

Ĥ
¯α = [Ĥρσ

α ] = [
(
K2

α/(2µα) + Vα
)ρσ

]. (10)

The plane wave |qα > is eigenfunction of the operator Qα to the eigenvalue qα and

Q2
α/(2Mα)|qα >= q2α/(2Mα)|qα > . (11)

Let us introduce the bound state of particles β = 2 and γ with the quantum numbers collectively denoted by nα

with the wave function ϕαnα
, α 6= 2. It satisfies

(
Êαnα

− Ĥα −Hint

)
ϕαnα

= 0, (12)

Ĥα = K2
α/(2µα) + Vα and Êαnα

< 0 is the binding energy of the bound state {α, nα}. Multiplying this equation
from the left by the bound state wave function ϕρ

2 of nucleus 2 in the excited state ρ and inserting
∑
σ
|ϕσ

2 >< ϕσ
2 | we

obtain the coupled equations
∑

σ

Ĥρσ
α |φσαnα

>= Êρ
αnα

|φραnα
> (13)

for the overlap functions of the bound state wave function ϕαnα
and the bound state wave function ϕρ

2 of nucleus 2

|φραnα
>=< ϕρ

2|ϕαnα
>, ρ = 1, . . . , N. (14)

A priori, we have infinite set of the coupled overlap functions, but here we restrict the number of the excited states
of nucleus 2, constraining, correspondingly, the number of the coupled overlap functions by N . Also

E = q2α/(2Mα) + Êρ
αnα

+ ǫρ = q2α/(2Mα) + Êαnα
, α 6= 2,

E = q2α/(2Mα) + Êαnα
+ ǫρ, α = 2. (15)
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is the total energy of the three-body system α+ β + γ with the pair α in the bound state nα and

Êρ
αnα

= Êαnα
− ǫρ < 0. (16)

Assume that β = 2 and γ is a nucleon. Then Êρ
αnα

is the binding energy for the decay of the bound state (βγ)nα
→

βρ + γ, where βρ = 2ρ is the nucleus 2 being in the excited state ρ. Here we denote Êαnα
= Ê1

αnα
, α 6= 2. For α = 2

Êαnα
is the deuteron binding energy.

Note that from normalization < ϕαn′

α
|ϕαnα

>= δn′

αnα
we get

< ϕαn′

α
|ϕαnα

>=

N∑

σ=1

< φσαn′

α
|φσαnα

>= δn′

αnα
. (17)

For the two-nucleon subsystem α = 2, Eq. (13) reduces to the familiar eigenvalue equation since both nucleons are
structureless.
We define a matrix of two-body T-operators t

¯α
(z) in the three-body space for subsystem α 6= 3 via the Lippmann-

Schwinger equation

t
¯α

(z) = V
¯α +V

¯αG0(z)t¯α
(z). (18)

This amplitude is obtained from the standard nucleon-nucleus scattering amplitude

tα(z) = Vα + Vα G0(z) tα(z) (19)

by projecting it onto the target A bound states, where

G0(z) =
1

z −H0 −Hint
(20)

is the free Green function containing the internal Hamiltonian Hint of nucleus 2.
The elements tρσα (z) are related to the corresponding ones of the matrix of two-particle T-operators t̂

¯α
read in the

two-particle space as

tρσα (z) =

∫
dpα

(2 π)3
|pα > t̂ρσα (z − p2α/2Mα) < pα|. (21)

Equation (19) is equivalent to the following coupled system of Lippmann-Schwinger equations for the operators t̂ρσα (z):

t̂ρσα (ẑα) = V ρσ
α +

N∑

τ=1

V ρτ
α

1

ẑα − ǫτ −K2
α/(2µα)

t̂τσα (ẑα), (22)

where the energy shift accounts for the different reaction thresholds due to the excitation of the nucleus. On the
energy shell, pα = qα, z = E and

ẑα = z − q2α/(2Mα). (23)

Also

t̂2(ẑ2) = [δρσ t̂2(ẑ2)] (24)

with

t̂2(ẑ2) = V2 + V2
1

ẑ2 −K2
2/(2µ2)

t̂2(ẑ2) (25)

being the purely elastic nucleon-nucleon T-operator.
After we have defined all the necessary ingredients we can introduce the transition operators satisfying the AGS

equations. In this paper we use the modified transition operators. To explain this modifications we consider the
standard transition operators [2]:

Uβα(z) = − δβα
(
H0 + Tint − z

)
+ V ′ − Vα − Vint − δβα (Vβ + Vint) + V β G V α. (26)
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Here, δ̄βα = 1− δβα is the anti-Kronecker symbol.

V ′ = Vα + Vβ + Vγ + Vint, (27)

where Vint is the interaction potential of nucleons of target A, V α = V ′ − Vα − Vint. Let us first consider the
nondiagonal transition operators (β 6= α):

Uβα(z) = −
(
H0 + Tint − z

)
+ V ′ − Vα − Vint − Vβ − Vint + V β G V α = −

(
H0 +Hint − z

)
+ V − Vα − Vβ + V β G V α,

(28)

where the full resolvent G(z) = (z −H)−1. Similarly for the diagonal transition (β = α)

Uαα = V α + V α G V α. (29)

Note that the on-shell reaction amplitude is given by the matrix element < Φβ nβ
|Uβα(z)|Φαnα

>, where the channel

wave function |Φαnα
>= ϕαnα

|qα >, |qα > is the plane wave in the initial channel α. Because
(
H0 +Hint + Vα −

z
)
Φαnα

= 0, the matrix element < Φβ nβ
|Uβα(z)|Φαnα

>=< Φβ nβ
|U (−)

βα (z)|Φαnα
>, where U

(+)
βα (z) is the standard

transition operator U
(−)
βα (z) = V β + V β GV α.

Thus we can rewrite the standard transition operator in the form, in which Hint can be combined with H0 as a
“modified free motion” Hamiltonian H0+Hint. After that we project the transition operator Uβα onto the eigenfunc-
tions of Hint, what allows us to eliminate from the consideration Hint replacing it by the corresponding excitation
energy of the target ǫρ. The modified transition operators Uβα(z) also satisfy the AGS equations [3] (the Coulomb
interaction between particles 1 and 2 is, for the moment, disregarded) :

Uβα(z) = δ̄βαG−1
0 (z) +

∑

γ

δ̄γαUβγ(z)G0(z)tγ(z). (30)

It is apparent that the general form of (30) coincides with that for three point particles, the only difference being
that in the present case all operators are now N x N matrix operators. The physical amplitude for the transition
from an incoming state in channel α with relative momentum qα, with the bound state of particles β and γ being
characterized by quantum numbers nα, to an outgoing state in channel β characterized by relative momentum qβ and
bound-state quantum numbers nβ , irrespective of the internal excitation state of nucleus 2 and taking into account all
intermediate-state excitations and de-excitations of the nucleus due to scattering with each of the nucleons, is defined
as matrix element of Uαβ between the channel states Φαnα,qα

:

Xβnβ,αnα
(q′

β ,qα;E + i0) =< Φβnβ ,q′

β
|Uβα(E + i0)|Φαnα,qα

> (31)

with E being the total energy of the system. The introduced channel wave functions |Φαnα;qα
> have the form of a

column matrix,

|Φαnα;qα
>= [|ϕρ

αnα
> |qα >] =





|ϕ1
αnα

> |qα >
|ϕ2

αnα
> |qα >
...

|ϕN
αnα

> |qα >




. (32)

Equation (31) represents the sum of all contributions from all excitation states of the nucleus in the incoming and the
outgoing state which are allowed by the on-shell condition

E = q2α/2Mα + Êρ
αnα

+ ǫρ = q2α/2Mα + Êαnα

= q′2β /2Mβ + Êσ
βnβ

+ ǫσ = q′2β /2Mβ + Êβnβ
. (33)

The component

Xσρ
βnβ,αnα

(q′
β ,qα;E + i0) =< q′

β | < φσβnβ
|Uσρ

βα(E + i0)|φραnα
> |qα >, (34)

where [Uσρ
βα] = [< ϕσ

2 |Uβα|ϕρ
2 >], describes the transition from an incoming α-channel configuration {qα, nα}, with

the nucleus being in excitation state ρ and satisfying the on-shell constraint, to an outgoing channel β-channel
configuration characterized by {q′

β , nβ} and internal excitation state σ, taking into account all intermediate-state

excitations and de-excitations of the nucleus due to scattering with each of the nucleons. qα and q′
β are the on-shell

relative momenta of particles in the initial channel α and final channel β.
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III. SEPARABLE MULTICHANNEL POTENTIALS AND EFFECTIVE-TWO BODY EQUATIONS

As is well known, the solution of the AGS equations (30) is greatly simplified if the subsystem transition operators
tα are represented in separable form. For the nucleon-nucleus subsystem α(6= 2) we assume the interaction V ρσ

α

leading from a two-body state with internal excitation state ρ of the nucleus, to a two-body state with internal state
σ of the latter, to be described by a (quasi-separable) multichannel potential of the form

V ρσ
n′

αnα
=

Aα∑

t′αtα

|χρ
αn′

αt′α
> λρσα;n′

αt′αnαtα
< χσ

αnαtα | (35)

for ρ, σ = 1, 2, . . .N . Here, nα (n′
α) denote the quantum numbers of the two-body state in the pair α before (after) the

interaction, tα (t′α) is the number of the separable expansion term before (after) interaction with the total number of
the expansion terms Aα. A priori, Aα ≥ Nα, where Nα is the number of the bound states in the pair α. Terms with
tα > Nα represent auxiliary terms, which don’t correspond to bound states but are needed to improve the accuracy.
The form factor for the state with quantum numbers nα, term number of separable expansion tα and inter-

nal excitation σ is denoted by |χσ
αnαtα >. The coupling matrix [λρσα;n′

αt′αnαtα
] is chosen to be symmetric, that is,

λρσα;n′

αt′αnαtα
= λσρα;nαtαn′

αt′α
in order to ensure the hermiticity of the potential. Since, as mentioned above, the nucleon-

nucleon interaction does not depend on the internal state of the spectator nucleus and is therefore diagonal over the
upper-scripts, we have for the matrix elements of the coupling matrix

λρσ2;n′

αt′αnαtα
= δρσλ2;n′

αt′αnαtα . (36)

The solution of the Lippmann-Schwinger equation (22) for the above potential matrix (35) has the form

t̂ρσα (ẑα) =

Aα∑

t′αtα

|χρ
αn′

αt′α
> ∆ρσ

α;n′

αt′αnαtα
(ẑα) < χσ

αnαtα |, (37)

where the ∆ρσ
α;n′

αt′αnαtα
(ẑα) satisfy the coupled equations

∆ρσ
α;n′

αt′αnαtα
(ẑα) = λρσα;n′

αt′αnαtα
+

N∑

τ=1

∑

n′′

α

Aα∑

t′′α

λρτα;n′

αt′αn′′

αt′′α
< χτ

αn′′

αt′′α
| 1

ẑα − ǫτ −K2
α/2µα

|χτ
αn′′

αt′′α
> ∆τσ

α;n′′

αt′′αnαtα(ẑα)

(38)
for α 6= 2, with a similar equation for α = 2 which is, however, uncoupled with respect to the indices characterizing
the internal state of the nucleus.
Now we will derive the expression for the overlap function |φραnα

> in the separable representation. To this end we
can rewrite Eq. (13) in the more convenient form:

(
Êρ

αnα
− K2

α

2µα

)
|φραnα

>=
∑

σ

V ρσ
α |φσαnα

> . (39)

From this equation taking into account Eq. (35) for the multichannel potential we get for the overlap function with
quantum numbers nα of the pair α 6= 2 and with the nucleus being in excited state ρ

|φραnα
>=

1

Êρ
αnα − K2

α

2µα

Aα∑

tα=1

cρnαtα |χρ
αnαtα >, (40)

where

cρnαtα =

N∑

σ=1

∑

n′

α

Aα∑

t′α=1

λρσα;nαtαn′

αt′α
< χσ

αn′

αt′α
|φσαn′

α
> . (41)

From normalization condition (17) we get

N∑

ρ=1

Aα∑

t′α,tα=1

cρ ∗
nαt′α

cρnαtα < χρ
αnαt′α

|
[ 1

Êρ
αnα − K2

α

2µα

]2
|χρ

αnαtα >= 1. (42)
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The denominator in this equation is nonsingular because Êρ
αnα

< 0. Eq. (40) is extremely important for solution
of the Faddeev equations for deuteron stripping in the separable representation. The overlap function is not an
eigenfunction |φραnα

> of any Hermitian Hamiltonian and, hence, not normalized to unity. Its square of the norm is
the spectroscopic factor of the configuration βρ + γ in the bound state αnα

:

< ϕρ
αnα

|ϕρ
αnα

>= S(βργ)nα
. (43)

In the three-body model, in which the antisymmetrization between the nucleon γ and nucleons of nucleus β = A

is neglected, the sum rule is
N∑
ρ=1

S(βργ)nα
= 1. If we take this antisymmetrization into account, for what we need

to go beyond of the three-body approach, in the isospin formalism the sum rule is
N∑

ρ=1
S(βργ)nα

= A + 1. For

antisymmetrization separately with respect to protons and neutrons the sum rules is
N∑

ρ=1
S(βργ)nα

= NA+1 for γ = 3

and
N∑

ρ=1
S(βργ)nα

= ZA + 1 for γ = 1, where NA (ZA) is the number of neutrons (protons) in nucleus A. To take into

account the antisymmetrization we can include the antisymmetrization factor into the coefficients cρnαtα .
Because we use the three-body approach we suggest the following procedure. For α 6= 3 the overlap function ϕρ

αnα

has a pole at k2α = − 2µα Ê
ρ
αnα

. Its residue in the pole can be expressed in terms of the asymptotic normalization
coefficient (ANC) for the virtual decay αnα

→ βρ + γ. The neutron ANCs can be determined from the analysis of
the experimental data. The overall normalization due to the antisymmetrization can be included into the coefficients
cρnα

. For α = 3 the singularity at k2α = − 2µα Ê
ρ
αnα

is the branching point but it is a pole for the two-body p + A
scattering T-matrix and its residue is expressed in terms of the proton ANC. For α = 2 the overlap function is the
deuteron bound state wave function, which is decoupled from the indices characterizing the excitation of nucleus A.
Now we proceed to the generalized AGS equations. Let ζα = {nα, tα} collectively denotes the quantum numbers of

the state of the pair α and the number of the separable expansion term. Allowance for the Coulomb proton-nucleus
interaction leads for the physical transition amplitudes, which are the matrix elements of the operators Uσρ

αβ :

Xσρ
β ζβ ,α ζα

(q′
β ,qα; z) = cσ∗ζβ c

ρ
ζα
< q′

β | < gσβ ζβ
|Gσσ

0 (z)Uσρ
β α(z)G

ρρ
0 (z)|gρα ζα

> |qα >, tβ ≤ Nβ , tα ≤ Nα, (44)

where for α = 3 gρα ζα
is the Coulomb-modified form factor, see Eq. (84) below. For α 6= 3 gρα ζα

= χρ
α ζα

. The total
physical amplitude for transition from channel α with bound state quantum numbers nα and internal state ρ of the
nucleus A to channel β with a configuration characterized by nβ and σ is determined by

Xσρ
β nβ ,α nα

(q′
β ,qα; z) =

Nβ∑

tβ=1

Nα∑

tα=1

Xσρ
β ζβ ,α ζα

(q′
β ,qα; z). (45)

Note that

Gσσ
0;β ζβ ,α ζα(z) = δβα∆σσ

α; ζ′

αζα(z), (46)

where ζβ = ζ′α. The amplitudes Xσρ
β ζβ ,α ζα

satisfy the off-shell effective-two body equations

Xσρ
β ζβ ,α ζα

(p′
β ,pα; z) = δσρZ

ρρ
β ζβ ,α ζα

(p′
β ,pα; z) +

∑

γ

∑

n′

γnγ

Aγ∑

t′γ ,tγ=1

N∑

τ=1

∫
dpγ

(2 π)3
Zσσ
β ζβ ,γ ζ′

γ
(p′

β ,pγ ; z)

×∆στ
γ; ζ′

γ ζγ (z − p2γ/2Mγ)X
τρ
γ ζγ ,α ζα

(pγ ,pα; z). (47)

Here p′
β and pα are the off-shell momenta. The off-shell amplitudes are needed later on when deriving the AGS

equations in the Coulomb distorted wave representation.
For only two charged particles (with the charges of the same sign), particles 1 and 2 in the case under consideration,

the effective potentials are given by [17]

Zσσ
β ζβ ,α ζα(p

′
β ,pα; z) = δ̄αβc

σ∗
ζβ c

σ
ζα < p′

β | < χσ
β ζβ |(1− δβ α δ3α)GC σσ

3 (z)− δβ α δ3α Gσ σ
0 |χσ

α ζα > |pα > . (48)

Here the Coulomb Green function operator is

GC
3 (z) = (z −H

¯ 0 −V
¯
C
3 )

−1 (49)
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and [GC σσ
3 ] = [< ϕσ

2 |GC
3 |ϕσ

2 >], [V C σρ
3 ] = [δσρ V

C
3 ]. The effective potentials are diagonal in the upper indices since

the internal state of nucleus 2 cannot be changed by the one-step particle transfer process. Equations (47) allow
one to take into account the possibility of the excitation of nucleus through the interaction with the nucleons 1 and
3, respectively, as well as the contribution of the rescattering of the excited nucleus to the three-body dynamics.
Because our Coulomb V C

3 interaction potential depends only the distance between particle 1 (proton) and the center

of mass of nucleus 2, this Coulomb interaction cannot excite nucleus and [V C σρ
3 ] is diagonal matrix in the upper

indices indicating the target excitation.
Further insight is gained on expanding Eq. (47) in a Neumann series. If in that expansion one neglects the con-

tribution from all those terms in which the excited nuclear states appear explicitly, one obtains equations which are
of the same form as the usual AGS equations. The only difference between the latter and the AGS equations for
three point particles is that now the two-particle amplitudes describing the elastic scattering of each of the nucleons
off nucleus 2 take into account the multistep excitation and subsequent de-excitation of the nucleus. Therefore, the
corresponding pair potentials must be expected to be energy-dependent, non-local, and complex. In practical appli-
cations these potentials could be approximated by optical-like potentials but fitted to the nucleon-nucleus scattering
and bound-state data.

IV. THREE-BODY EQUATIONS IN THE COULOMB DISTORTED WAVE REPRESENTATION

In this section we obtain the AGS equations in the Coulomb distorted wave representation. To this end we start
from the matrix AGS equations (47). Xσρ

β ζβ , α ζα
(p′

β ,qα; z) is the reaction amplitude describing the transition from

the initial channel α + (β γ) ζα and nucleus A in the internal state ρ, whichever particle it is in the initial channel,
to the final channel β + (α γ) ζβ with particle A in the internal state σ. If, for example, α = 2, the above transition
is αρ + (β γ) ζα → β + (ασ γ) ζβ . Because we use separable potentials, the effective potentials Zρρ

βζβ ,αζα
(p′

β ,qα; z)

are sandwiched by the separable form factors χρ
α ζα

and χρ
β ζβ

. In the next section the full AGS equations with

explicit indication of spins and angular momenta will be presented. It is worth mentioning that we assume that all
the effective potentials are diagonal over the upper-scripts ρ and σ, that is the effective potential doesn’t change
the internal structure of nucleus A. This change can occur only in the separable potential matrix ∆τρ

γ; ζ′

γ ζγ
. This

assumption is justified because the Coulomb p−A interaction depends only on the distance between the proton and
the center of mass of target A.
Our goal is to obtain the modified Faddeev equations in the AGS form where the Coulomb rescattering of the

particles in the initial and final states is explicitly taken into account by sandwiching the transition amplitudes and
effective potentials by the corresponding Coulomb scattering wave functions. That is what we call the Coulomb
distorted wave representation. To obtain this representation we follow the strategy outlined in [16]. First, we need to
rewrite the matrix AGS equations in a conventional Lippmann-Schwinger form X = Z + Z G0X , where G0 is a two-
body free Green function. After that we add and subtract the Coulomb potential between the particles in the initial
and final channels introducing Z = Z ′ +U c, where Z ′ = Z −UC . After that we will apply the two-potential equation
leading to < pC |X |pC >=< pC |Z ′|pC > + < pC |Z ′GC X |pC >, where GC is the two-body Coulomb Green function
describing the propagation of the particles in the intermediate state and pC is the Coulomb distorted wave. Using
the spectral decomposition of the Coulomb Green function GC we immediately arrive at the desired AGS equations
in the Coulomb distorted wave representation, where the reaction amplitudes and the effective potentials in all the
channels α 6= 3 are sandwiched by the Coulomb distorted waves: < pC |X |pC >=< pC |Z ′|pC > + << pC |Z ′|pC >
G0 < pC |X |pC >>. We have only quite schematically described our strategy. Its practical implementation has many
peculiarities which should be overcome. Now we proceed to the practical implementation of the outlined strategy.
First, to rewrite the AGS equation in the Lippmann-Schwinger form, we introduce new effective two-body amplitudes

and effective potentials [16]:

X̃ = X G0 g
−1
0

(50)

and

Z̃ = Z G0 g
−1
0
, (51)

with

Gσρ
0;β ζβ ,α ζα

(p′
β ,pα; z) = δβ α δ(p

′
α − pα)∆

σρ
α;ζ′

α ζα
(ẑα), (52)

where ζβ = ζ′α, ẑα = z − p2α/(2Mα). For tα ≤ Nα

g
σρ
0, β ζβ α ζα

(p′
α,pα; z) = δβ α δζβ ζαδσ ρ δ(p

′
α − pα) g̃0;α ζα(pα; z − Êαnα

), (53)
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g̃0;αζα(pα; z − Êαnα
) =

1

z − Êαnα
− p2α/2Mα

(54)

is the two-body free Green function, z − Êαnα
− p2α/2Mα = q2α/2Mα − p2α/2Mα + i 0.

Introducing new reaction amplitudes and effective potentials we are able to rewrite half-off-shell Eqs. (47) in the
matrix Lippmann-Schwinger form:

X̃σρ
β ζβ ,α ζα

(p′
β ,qα; z) = Z̃σρ

β ζβ ,α ζα
(p′

β ,qα; z) +
∑

γ

∑

nγ

Nγ∑

tγ=1

N∑

τ=1

∫
dpγ

(2 π)3
Z̃στ
β ζβ ,γ ζγ (p

′
β ,pγ ; z)

1

z − Êγ nγ
− pγ2/(2Mγ)

× X̃τρ
γ ζγ ,α ζα

(pγ ,qα; z) +
∑

γ

∑

n′

γ , n
′′

γ

Aγ∑

t′γ ,t
′′

γ=Nγ+1

N∑

ν=1

∫
dpγ

(2 π)3
Zσσ
β ζβ ,γ ζ′

γ
(p′

β ,pγ ; z)∆
σν
γ, ζ′

γ ζ′′

γ
(z − p2γ/(2Mγ)

×Xνρ
γ ζ′′

γ ,α ζα
(pγ ,qα; z). (55)

Note that the two-body free Green function appears only in the terms describing the physical
bound state → bound state transitions. The new effective potentials Z̃ are not diagonal over the upper indices
because they contain now Gσρ.
The terms with t′γ , t

′′
γ ≥ Nγ + 1 are auxiliary terms included to improve the accuracy. Corresponding auxiliary

amplitudes X̃τρ
γ ζ′′

γ ,α ζα
(pγ ,qα; z) don’t describe any physical transition bound state → bound state. If we include these

auxiliary amplitudes, we need to supplement AGS equations by the equations for these amplitudes.
In [8] the Coulomb p − A interaction was neglected but here we explicitly include it. Allowance for this Coulomb

interaction leads to the appearance of the Coulomb-modified separable form factors for the system (1 2) and the off-
shell 1 + 2 Coulomb scattering amplitude in the four-ray vertex in the triangular diagrams [4, 17, 18]. The triangular
diagrams describing the d + A and p + (nA) elastic scattering with the four-ray vertex, owe to the presence of the
off-shell p+A Coulomb scattering amplitude, contain the Coulomb forward singularity ∆−2 in the transfer momentum
plane at ∆2 = 0. Coincidence of this singularity with the pole singularity of the two-body Green function leads to a
noncompact singularity of the generalized Faddeev equations written in the AGS form [4, 18, 19]. To eliminate it in
[4, 16] the channel Coulomb potential was added to the diagonal effective potentials and subtracted:

Z̃σρ
β ζβ ,α ζα

= δβ α δα 3 δζβ ζα δσ ρU
C
α + Z̃

′ σρ
β ζβ ,α ζα

, tβ or tα ≤ Nα, (56)

and

Z̃σρ
β ζβ ,α ζα

= Zσρ
β ζβ ,α ζα

, tβ ≥ Nβ + 1 or tα ≥ Nα + 1. (57)

Note that the nondiagonal effective potentials are not affected by the Coulomb channel potential, that is nondiagonal

potential Z̃
′σρ
β ζβ ,α ζα

coincides with the original effective potential Z̃σ ρ
β ζβ ,α ζα

, while its diagonal part in the channel

α 6= 3 is Z̃ρρ
α ζα,α ζα

− U C
α for tα ≤ Nα; U

C
α is the channel Coulomb potential describing the interaction of particle α

and the system (β γ) with its charge concentrated in its center of mass :

UC
α (ρα) =

ZαZβ γ e
2

ρα
, (58)

Zα e is the charge of particle α and Zβγ e is the charge of the system (β γ), which is equal to Zβ e or Zγ e depending
on which particle of that system has nonzero charge; ρα is the distance between α and the center of mass of the
system (βγ). The explicit expression for the effective potentials will be given in the next section.
After adding and subtracting the channel Coulomb potentials, according to the outlined strategy, we can apply

the two-potential theorem, which allows us to rewrite Eqs. (55) in the form, in which the reaction amplitudes and
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potentials are sandwiched by the Coulomb scattering wave functions (off- and on-shell):

X̃SC σρ
β ζβ ,α ζα

(p̃
′C(−)
β , qC(+)

α ; z) = Z̃
′ SC σρ
β ζβ ,α ζα

(p̃
′C(−)
β ,qC(+)

α ; z) +
∑

γ

∑

nγ

Nγ∑

tγ=1

N∑

τ=1

∫
dpγ

(2 π)3
Z̃

′ SC στ
β ζβ ,γ ζγ (p̃

′C(−)
β ,pC(−)

γ ; z)

× 1

z − Êγ nγ
− pγ2/(2Mγ)

X̃SC τρ
γ ζγ ,α ζα

(pC(−)
γ ,qC(+)

α ; z)

+
∑

γ

∑

nγ ,n′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∫
dpγ

(2 π)3
ZSC σσ
β ζβ ,γ ζγ (p̃

′C(−)
β ,pγ ; z)∆

σν
γ, ζγ ζ′

γ
(z − p2γ/(2Mγ)) X̃

SC νρ
γζ′

γ ,α ζα
(pγ ,q

C(+)
α ; z),

tβ ≤ Nβ , tα ≤ Nα, (59)

X̃SC σρ
β ζβ ,α ζα

(p′
β , q

C(+)
α ; z) = Z̃

′ SC σρ
β ζβ ,α ζα

(p′
β ,q

C(+)
α ; z)

+
∑

γ

∑

nγ

Nγ∑

tγ=1

N∑

τ=1

∫
dpγ

(2 π)3
Z̃SC στ
β ζβ ,γ ζγ (p

′
β ,p

C(−)
γ ; z)

1

z − Êγ nγ
− pγ2/(2Mγ)

X̃SC τρ
γ ζγ ,α ζα

(pC(−)
γ ,qC(+)

α ; z)

+
∑

γ

∑

nγ ,n′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∫
dpγ

(2 π)3
Zσσ
β ζβ ,γ ζγ (p

′
β ,pγ ; z)∆

σν
γ, ζγ ζ′

γ
(z − p2γ/(2Mγ)) X̃

SC νρ
γ ζ′

γ ,α ζα
(pγ , q

C(+)
α ; z),

tβ ≥ Nβ + 1, tα ≤ Nα. (60)

These equations are the desired Faddeev equations in the AGS form in the Coulomb distorted wave representation.
They generalize Eqs. (5.35) [16] by taking into account the target excitation. Eqs (59) determine the components
of the reaction amplitude matrix corresponding to bound state → bound state transitions. From these components
one can calculate the observable cross sections. However, to determine these physical matrix elements we need to

know also the auxiliary amplitudes X̃SC τρ
γ ζ′

γ ,α ζα
(pγ ,q

C(+)
α ; z) corresponding to transition from the initial bound states

(tα ≤ Nα) to the quasiparticle states (t′γ ≥ Nγ + 1). That is why Eqs (59) are supplemented by Eqs (60), which
determine these auxiliary components. We remind that the auxiliary components appear as the result of the separable
expansion of the nuclear potential not only over the bound states but also over the quasiparticle states not representing
any physical bound states (tβ ≥ Nβ + 1).
In these equations the reaction amplitudes are

X̃SC σρ
β ζβ , α ζα

(yβ ,q
C(+)
α ; z) =< yβ

∣∣X̃σρ
β ζβ ,α ζα

(z)
∣∣ψC(+)

qα
>, (61)

where for tβ ≤ Nβ, tα ≤ Nα yβ = p̃
′C(−)
β = ψ

C(−)
p′

β
;q′

β

denotes the off-shell Coulomb scattering wave function in the

exit channel β and for tβ ≥ Nβ + 1, tα ≤ Nα yβ = p′
β ; q

C(+)
α = ψ

C(+)
qα stands for the on-shell Coulomb scattering

wave functions in the initial channel α. Also for the amplitudes under the integral

X̃SC τρ
γ ζγ ,α ζα

(yγ ,q
C(+)
α ; z) =< yγ

∣∣X̃τρ
γ ζγ ,α ζα

(z)
∣∣ψC(+)

qα
>, (62)

where for tγ ≤ Nγ , tα ≤ Nα yγ = p
C(−)
γ = ψ

C(−)
pγ is the on-shell Coulomb scattering wave function in the interme-

diate channel γ and for tγ ≥ Nγ + 1, tα ≤ Nα yγ = pγ .
The inhomogeneous terms are

Z̃
′ SC σρ
β ζβ ,α ζα

(p̃
′C(−)
β ,qC(+)

α ; z) =< ψ
C(−)
p′

β
; qβ

∣∣Z̃
′ σρ
β ζβ ,α ζα

(z)
∣∣ψC(+)

qα
>, tβ ≤ Nβ, tα ≤ Nα, (63)

Z̃SC σρ
β ζβ ,α ζα

(p′
β ,q

C(+)
α ; z) =< p′

β

∣∣Z̃σρ
β ζβ ,α ζα

(z)
∣∣ψC(+)

qα
>, tβ ≥ Nβ + 1, tα ≤ Nα. (64)

The potentials in the integrand are

Z̃
′ SC στ
β ζβ ,γ ζγ (p̃

′C(−)
β ,pC(−)

γ ; z) =< ψ
C(−)
p′

β
; qβ

∣∣Z̃ ′ στ
β ζβ ,γ ζγ (z)

∣∣ψC(−)
pγ

>, tβ ≤ Nβ, tγ ≤ Nγ , (65)
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ZSC σσ
β ζβ ,γ ζγ (p̃

′C(−)
β ,pγ ; z) =< ψ

C(−)
p′

β
; qβ

∣∣Zσσ
β ζβ ,γ ζγ (z)

∣∣pγ >, tβ ≤ Nβ , tγ ≥ Nγ + 1, (66)

Z̃SC στ
β ζβ ,γ ζγ (p

′
β ,p

C(−)
γ ; z) =< p′

β

∣∣Z̃στ
β ζβ ,γ ζγ (z)

∣∣ψC(−)
pγ

>, tβ ≥ Nβ + 1, tγ ≤ Nγ , (67)

Zσσ
β ζβ ,γ ζγ (p

′
β ,pγ ; z) =< p′

β

∣∣Zσσ
β ζβ ,γ ζγ (z)

∣∣pγ >, tβ ≥ Nβ + 1, tγ ≥ Nγ + 1. (68)

In each channel, for which two-body state is not a bound state, the Coulomb scattering wave function (off-shell or
on-shell) should be replaced by the corresponding plane wave.
The off-shell Coulomb scattering wave function is given by

|ψC(±)
pα;qα >=

[
1 +G0(q

2
α/(2Mα)

]
TC
α (q2α/(2Mα))|pα >, pα 6= qα, (69)

G0(q
2
α/(2Mα)) =

1

q2α/(2Mα)−Q2
α/(2Mα) + i 0

(70)

is the free Green function describing the propagation of the system of the noninteracting particle α and the system
(β γ), Q2

α/(2Mα) is the kinetic energy operator of their relative motion. Also TC
α (p′

α, pα; q
2
α/(2Mα)), p

′
α, pα 6= qα,

is the two-body off-shell Coulomb scattering amplitude of particle α and the center of mass of the system (β γ)
moving with the relative kinetic energy q2α/(2Mα) and interacting via the Coulomb potential UC

α (ρα).
The on-shell Coulomb scattering wave function can be obtained from it by taking the limit pα → qα. In this limit

we get [20]

lim
pα→qα

< ψC(−)
pα; qα |Ω(pα, qα) =< ψC(−)

qα
|, (71)

where

Ω(pα, qα) = eπ ηα/2 [Γ(1− i ηα)]
−1

( pα + qα
pα − qα − i 0

)i ηα

, (72)

ηα = Zα Zβγ e
2Mα/qα is the Coulomb parameter in the channel α, which characterizes the Coulomb interaction

between particle α and the system β + γ moving with the relative momentum qα, Zβγ = Zβ + Zγ .
We return now to Eqs (59). These are not integral equations yet and we will address this point. Let us consider the

physical amplitudes (describing the transition bound state → bound state). On the left-hand side of Eq. (59) we have

the amplitude X̃SC σρ
β ζβ ,α ζα

(p̃
′C(−)
β ,q

C(+)
α ; z) given by Eq. (61), while in the integrand we have different half-off-shell

amplitude X̃SC τρ
γ ζγ ,α ζα

(p
C(−)
γ ,q

C(+)
α ; z) given by Eq. (62). Both amplitudes are half-off-shell but the off-shell effects are

treated differently in both amplitudes. In X̃SC σρ
β ζβ ,α ζα

(p̃
′C(−)
β ,q

C(+)
α ; z) in the bra state we have the off-shell Coulomb

scattering wave function, while in X̃SC τρ
γ ζγ ,α ζα

(p
C(−)
γ ,q

C(+)
α ; z) in the bra state we have the on-shell Coulomb scattering

wave function but with momentum pγ , which is the integration variable and, hence, pγ 6= qγ , where qγ is the on-shell
momentum in the channel γ. Hence the amplitudes in the left-hand side and in the integrand of Eqs. (59) are not
the same functions and these equations cannot be solved as integral equations.
Let us take the on-shell limit p′β → q′β in Eqs (59). Taking into account the on-shell limit of the off-shell scattering

wave function, see Eq. (71), we get for the reaction amplitude and effective potentials:

lim
p′

β
→q′

β

X̃SC σρ
β ζβ ,α ζα

(p̃
′C(−)
β ,qC(+)

α ; z) = [Ω(p′β , q
′
β)]

−1 X̃SC σρ
β ζβ ,α ζα

(q
′C(−)
β ,qC(+)

α ; z), (73)

lim
p′

β
→qβ

Z̃
′SC σρ
β ζβ ,α ζα

(p̃
′C(−)
β ,qC(+)

α ; z) = [Ω(p′β , q
′
β)]

−1 Z̃
′SC σρ
β ζβ ,α ζα

(q
′C(−)
β ,qC(+)

α ; z), (74)

lim
p′

β
→q′

β

Z̃
′SC στ
β ζβ ,γ ζγ (p̃

′C(−)
β ,pC(−)

γ ; z) = [Ω(p′β , q
′
β)]

−1 Z̃
′SC σρ
β ζβ ,γ ζγ

(q
′C(−)
β ,pC(−)

γ ; z) (75)

and

lim
p′

β
→q′

β

Z̃SC στ
β ζβ ,γ ζγ (p̃

′C(−)
β ,pγ ; z) = [Ω(p′β , q

′
β)]

−1 Z̃SC σρ
β ζβ ,γ ζγ

(q
′C(−)
β ,pγ ; z). (76)
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Thus taking limit p′β → q′β in Eqs (59) and multiplying them by [Ω(p′β , q
′
β)] we obtain the on-shell limit

X̃SC σρ
β ζβ ,α ζα

(q
′C(−)
β , qC(+)

α ; z) = Z̃
′SC σρ
β ζβ ,α ζα

(q
′C(−)
β , qC(+)

α ; z)

+
∑

γ

∑

nγ

Nγ∑

tγ

N∑

τ=1

∫
dpγ

(2 π)3
Z̃

′ SC στ
β ζβ ,γ ζγ (q

′C(−)
β , pC(−)

γ ; z)
1

z − Êγ nγ
− pγ2/(2Mγ)

X̃SC τρ
γ ζγ ,α ζα

(pC(−)
γ , qC(+)

α ; z)

+
∑

γ

∑

nγ ,n′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∫
dpγ

(2 π)3
ZSC σσ
β ζβ ,γ ζγ (q

′C(−)
β , pγ ; z)∆

σν
γ, ζγ ζ′

γ
(z − p2γ/(2Mγ)) X̃

SC νρ
γζ′

γ ,α ζα
(pγ ,q

C(+)
α ; z),

tβ ≤ Nβ, tα ≤ Nα. (77)

The on-shell limit of Eqs. (60) is straightforward because the bra state p′
β is the plane wave and we get

X̃SC σρ
β ζβ ,α ζα

(q′
β , q

C(+)
α ; z) = Z̃SC σρ

β ζβ ,α ζα
(q′

β ,q
C(+)
α ; z)

+
∑

γ

∑

nγ

Nγ∑

tγ=1

N∑

τ=1

∫
dpγ

(2 π)3
Z̃SC στ
βnβ,γnγ

(q′
β ,p

C(−)
γ ; z)

1

z − Êγ nγ
− pγ2/(2Mγ)

X̃SC τρ
γ ζγ ,α ζα

(pC(−)
γ ,qC(+)

α ; z)

+
∑

γ

∑

nγ ,n′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∫
dpγ

(2 π)3
Zσσ
β ζβ ,γ ζγ (q

′
β ,pγ ; z)∆

σν
γ, ζγ ζ′

γ
(z − p2γ/(2Mγ)) X̃

SC νρ
γζ′

γ ,α ζα
(pγ , q

C(+)
α ; z),

tβ ≥ Nβ + 1, tα ≤ Nα, (78)

where ζγ = {nγ , tγ}, ζ′γ = {n′
γ , t

′
γ}. Evidently that Eqs (77) are not integral equations because on the left-hand

side we have the on-shell transition amplitudes while in the integrand they are half-off-shell. To obtain an integral
equations from (77) we use its off-shell extension, which differs from the one used in (59):

X̃SC σρ
β ζβ ,α ζα

(p
′C(−)
β , qC(+)

α ; z) = Z̃
′ SC σρ
β ζβ ,α ζα

(p
′C(−)
β ,qC(+)

α ; z)

+
∑

γ

∑

nγ

Nγ∑

tγ=1

N∑

τ=1

∫
dpγ

(2 π)3
Z̃

′ SC στ
β ζβ ,γ ζγ (p

′C(−)
β ,pC(−)

γ ; z)
1

z − Êγnγ
− pγ2/(2Mγ)

X̃SC τρ
γ ζγ ,α ζα

(pC(−)
γ ,qC(+)

α ; z)

+
∑

γ

∑

nγ ,n′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∫
dpγ

(2 π)3
ZSC σσ
β ζβ ,γ ζγ (p

′C(−)
β , pγ ; z)∆

σν
γ, ζγ ζ′

γ
(ẑγ)) X̃

SC νρ
γζ′

γ ,α ζα
(pγ ,q

C(+)
α ; z),

tβ ≤ Nβ , tα ≤ Nα, (79)

X̃SC σρ
β ζβ ,α ζα

(p′
β , q

C(+)
α ; z) = Z̃

′ SC σρ
β ζβ ,α ζα

(p′
β ,q

C(+)
α ; z)

+
∑

γ

∑

nγ

Nγ∑

tγ=1

N∑

τ=1

∫
dpγ

(2 π)3
Z̃

′ SC στ
β ζβ ,γ ζγ (p

′
β ,p

C(−)
γ ; z)

1

z − Êγnγ
− pγ2/(2Mγ)

X̃SC τρ
γ ζγ ,α ζα

(pC(−)
γ ,qC(+)

α ; z)

+
∑

γ

∑

nγ ,n′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∫
dpγ

(2 π)3
Zσσ
β ζβ ,γ ζγ (p

′
β ,pγ ; z)∆

σν
γ, ζγ ζ′

γ
(ẑγ)) X̃

SC νρ
γζ′

γ ,α ζα
(pγ , q

C(+)
α ; z),

tβ ≥ Nβ + 1, tα ≤ Nα, (80)

where ẑγ = z − p2γ/(2Mγ). Eqs (79) are half-off-shell because in the exit channel β the on-shell Coulomb scattering

wave function < p
′ C(−)
β | ≡< ψ

C(−)
p′

β

| is present with momentum p′β 6= q′β . It means that in Eqs (79) the off-shell

behavior in the exit channel differs from the one in Eqs (59), where the off-shell Coulomb scattering wave function is
used rather than the on-shell one but with the off-shell momentum. But the on-shell limit of (79) coincides with the
renormalized on-shell limit of (59). Eqs (79) together with (80) are our final equations in the Coulomb distorted wave
representation, which will be used to calculate the deuteron stripping amplitudes and cross sections. The advantage of
these equations is that one don’t need to use Coulomb screening procedure, application of which becomes problematic
when the charge of the target increases.
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V. ANGULAR MOMENTUM DECOMPOSITION OF GENERALIZED AGS EQUATIONS IN THE
COULOMB DISTORTED WAVE REPRESENTATION

Here we present the final expressions for the modified AGS equations (79) and (80) after the angular momentum
decomposition. We follow the formalism used in [15]. We use the following angular momentum coupling scheme for
a given channel α: sβ + sγ = Sα, Lα + Sα = Jα, sα + Jα = Σα, lα + Σα = J. Here, sα denotes the spin of
particle α, Lα is the relative orbital angular momentum, Sα is the total spin, and Jα is the total angular momentum
of particles β and γ; moreover, lα denotes the relative orbital angular momentum of particle α and the pair (βγ),
and finally J is the total angular momentum of the three-body system. Also Aα ≡ AJαSα is the rank of the separable
expansion in the two-body channel α with fixed Jα and Sα; Nα ≡ NJαSα (NJαSα ≤ AJαSα) is the rank of the
separable expansion corresponding to the bound states in the pair α for given quantum numbers Jα and Sα; as before
tα = 1...AJαSα enumerates the number of the expansion term of the separable potential in channel α with given Jα
and Sα. As in the previous sections, nα = {Lα, Sα, Jα} collectively denotes the quantum numbers of the pair α,
while ζα = {nα, tα} ≡ {Lα, Sα, Jα, tα} denotes the complete set of quantum numbers characterizing the two-body
state α, which, in addition to nα, includes the number of the separable expansion. A new variable uα = {nα, lα,Σα}
collectively denotes all the introduced above spin-angular momentum variables in the channel α except for tα. As in
[8] we don’t use the isospin formalism to treat two nucleons.
From Eqs (79) we get

X̃SC Jπ σρ
uβ tβ , uα tα(p

′C
β lβ , q

C
α lα ; z) = Z̃

′SC Jπ σρ
uβ tβ , uα tα(p

′C
β lβ , q

C
α lα ; z) +

∑

γ

∑

uγ

Nγ∑

tγ=1

N∑

τ=1

∞∫

0

dpγ p
2
γ

2 π2
Z̃

′ SC Jπ στ
uβ tβ , uγ tγ (p

′C
β lβ , p

C
γ lγ ; z)

× 1

z − Êγnγ
− pγ2/(2Mγ)

X̃SC Jπ τρ
uγ tγ , uα tα(p

C
γ lγ , q

C
α lα ; z)

+
∑

γ

∑

uγ , u′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∞∫

0

dpγ p
2
γ

2 π2
ZSC Jπ σσ
uβ tβ , uγ tγ (p

′C
β lβ , pγ lγ ; z),∆

JγSγ σν
Lγ tγ L′

γ t′γ
(ẑγ) X̃

SC Jπ νρ
u′

γ t′γ , uα tα
(pγ lγ , q

C
α lα ; z),

tβ ≤ Nβ , tα ≤ Nα. (81)

Here nγ = {Sγ , Lγ , Jγ} and n′
γ = {Sγ , L

′
γ , Jγ}, uγ = {nγ , lγ ,Σγ} and u′γ = {n′

γ , lγ ,Σγ}. Note that in the scattering

of particles of the pair α the total momentum Jγ is conserved. That is why ∆
JγSγ τν
Lγ tγ L′

γ t′γ
(ẑγ) is diagonal over Jγ .

Also Eq. (80) leads to

X̃SC Jπ σρ
uβ tβ , uα tα(p

′

β , q
C
α lα ; z) = Z̃SC Jπ σρ

uβ tβ , uα tα(p
′

β, q
C
α lα ; z) +

∑

γ

∑

uγ

Nγ∑

tγ=1

N∑

τ=1

∞∫

0

dpγ p
2
γ

2 π2
Z̃SC Jπ στ
uβ tβ , uγ tγ (p

′

β, p
C
γ lγ ; z)

× 1

z − Êγnγ
− pγ2/(2Mγ)

X̃SC Jπ τρ
uγ tγ , uα tα(p

C
γ lγ , q

C
α lα ; z)

+
∑

γ

∑

uγ ,u′

γ

Aγ∑

tγ ,t′γ=Nγ+1

N∑

ν=1

∞∫

0

dpγ p
2
γ

2 π2
ZJπ σσ
uβ tβ , uγ tγ (p

′

β , pγ ; z),∆
JγSγ σν
Lγ tγ L′

γ t′γ
(ẑγ) X̃

SC Jπ νρ
u′

γ t′γ , uα tα
(pγ , q

C
α lα ; z),

tβ ≥ Nβ + 1, tα ≤ Nα. (82)

∆
JγSγ σν
Lγ tγ L′

γ t′γ
(ẑγ) satisfies the system of equations

∆
JγSγ τν
Lγ tγ L′

γ t′γ
(ẑγ) = λ

JγSγ τν
Lγ tγ L′

γ t′γ
+
∑

L′′

γ

NJγSγ∑

t′′γ ,t
′′′

γ =1

N∑

ω=1

λτωLγ tγ L′′

γ t′′γ
< χ

JγSγ ω
L′′

γ t
′′

γ
| 1

ẑγ − ǫω −K2
γ/(2µγ)

|gJγSγ ω
L′′

γ t′′′γ
> ∆

JγSγ ων
L′′

γ t′′′γ L′

γ t′γ
(ẑγ),

(83)

where ẑγ = z − p2γ/(2Mγ).
The Coulomb-modified form factor is given by

g
JγSγ σ
Lγ tγ

(kγ) = χ
JγSγ σ
Lγ tγ

(kγ) + δγ3
1

2 π2

∞∫

0

dk′γ k
′
γ
2 T

C
γ Lγ

(kγ , k
′
γ ; ẑγ)χ

JγSγ σ
Lγ tγ

(k′γ)

ẑγ − k′γ
2/(2µγ)

, (84)
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where

TC
γ Lγ

(k′γ , kγ ; ẑγ) =
1

2

1∫

−1

dxPLγ
(x)TC

γ (k′
γ ,kγ ; ẑγ), (85)

where x = k̂′
γ · k̂γ , k̂ = k/k.

The physical reaction amplitude XSC Jπσρ
lfΣfJf ,liΣi1

, which describes the transition from the initial channel α, where the

particle pair (βγ) is a deuteron with Jα = Ji = 1, the relative orbital angular momentum of particle α and deuteron
is lα = li and the total channel spin Σα = Σi, to the final channel β where the particle pair (αγ) is in a bound state
Jβ = Jf and the channel orbital angular momentum and channel spin lβ = lf and Σβ = Σf , respectively, can be
calculated from the solutions of Eqs (81) and (82) as

XSC Jπ σρ
lfΣfJf ,liΣi1

(p
′C
β lβ , q

C
α lα ;E+) =

∑

uβ tβ uα tα

δJβJf
δlβlf δΣβΣf

δJα1δlαli δΣαΣi
X̃SC Jπ σρ

uβ tβ , uα tα(p
′C
β lβ , q

C
α lα ;E+), (86)

E+ = E + i 0.
Now we proceed to the effective potentials, which are the main input into the AGS equations. Our new defined

potentials, see Eqs. (51), (52) and (53), are not diagonal over upper indices. We start from generalizing Eqs (33)
and (34) obtained in [15], which determine the off-shell effective potentials sandwiched by the plane waves. Here we
replace these potentials by the ones in the Coulomb distorted wave representation:

Z̃
′SC Jπ σρ
uβ tβ , uα tα(p

′C
β lβ , p

C
α lα ; z) =

4∑

i=0

Z̃
′SC Jπ σρ (i)
uβ tβ , uα tα (p

′C
β lβ , p

C
α lα ; z),

tβ ≤ NJβSβ , tα ≤ NJαSα , (87)

Z̃SC Jπ σρ
uβ tβ , uα tα(p

′
β , p

C
α lα ; z) =

4∑

i=0

Z̃
SC Jπ σρ (i)
uβ tβ , uα tα (p′β , p

C
α lα ; z),

tβ ≥ NJβSβ + 1, tα ≤ NJαSα , (88)

and

ZJπ σσ
uβ tβ , uα tα(p

′
β , pα; z) =

4∑

i=0

Z
Jπ σσ (i)
uβ tβ , uα tα(p

′
β , pα; z),

tβ ≥ NJβSβ + 1, tα ≥ NJαSα + 1. (89)

Here

Z̃
′SC Jπ σρ (i)
uβ tβ , uα tα (p

′C
β lβ , p

C
α lα ; z) =

∞∫

0

dp′′β p
′′
β
2

2 π2

∞∫

0

dp′′α p
′′
α
2

2 π2
ψC
p′

β
lβ
(p′′β) Z̃

′Jπ σρ (i)
uβ tβ , uα tα(p

′′
β , p

′′
α; z)ψ

C
pα lα(p

′′
α),

tβ ≤ NJβSβ , tα ≤ NJαSα , (90)

Z̃
SC Jπ σρ (i)
uβ tβ , uα tα (p′β, p

C
α lα ; z) =

∞∫

0

dp′′α p
′′
α
2

2 π2
Z̃

Jπ σρ (i)
uβ tβ , uα tα(p

′
β , p

′′
α; z)ψ

C
pα lα(p

′′
α),

tβ ≥ NJβSβ + 1, tα ≤ NJαSα , (91)

Z̃
′ Jπ σρ (i)
uβ tβ , uα tα(p

′′
β , p

′′
α; z) =

∑

κ

Ai
κ(p

′′
β , p

′′
α) R̃

′ σρ (i) κ
uβ tβ , uα tα(p

′′
β, p

′′
α; z), tβ ≤ NJβSβ , tα ≤ NJαSα , (92)

Z̃
Jπ σρ (i)
uβ tβ , uα tα(p

′
β , p

′′
α; z) =

∑

κ

Ai
κ(p

′
β , p

′′
α) R̃

σρ (i) κ
uβ tβ , uα tα(p

′
β , p

′′
α; z), tβ ≥ NJβSβ + 1, tα ≤ NJαSα , (93)
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FIG. 1: Pole diagram describing the neutron transfer in the reaction 1 + (23) → 2 + (13).
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FIG. 2: Pole diagram describing the neutron transfer in the reaction 2 + (13) → 1 + (23).

and

Z
Jπ σσ (i)
uβ tβ , uα tα(p

′
β , pα; z) =

∑

κ

Ai
κ(p

′
β , pα)R

σσ (i) κ
uβ tβ , uα tα(p

′
β , pα; z), tβ ≥ NJβSβ + 1, tα ≥ NJαSα + 1. (94)

Here

R̃
′ σρ (i)κ
uβ tβ , uα tα(p

′′
β , p

′′
α; z) =

∑

L′

α

NJαSα∑

t′α=1

R
′ σσ (i) κ
uβ tβ , u′

α t′α
(p′′β , p

′′
α; z)∆

JαSα σρ
L′

α t′α Lα tα
(ẑα) (ẑα − Êαnα

),

tβ ≤ NJβSβ , tα ≤ NJαSα , (95)

R̃
σρ (i) κ
uβ tβ , uα tα(p

′
β , p

′′
α; z) =

∑

L′

α

NJαSα∑

t′α=1

R
σσ (i)κ
uβ tβ , u′

α t′α
(p′β , p

′′
α; z)∆

JαSα σρ
L′

α t′α Lα tα
(ẑα) (ẑα − Êαnα

),

tβ ≥ NJβSβ + 1, t′α ≤ Nα, (96)

where ẑα = z − p′′
2
α/(2Mα) . The nondiagonal potential for i = 0 describes the pole diagram corresponding to the

neutron (particle 3) transfer, see Figs 1 and 2, the potential for i = 1(2) describes particle 1(2) transfer diagrams
which contain one Coulomb-modified form factor, see Figs 3 and 4. The pole neutron transfer diagrams describing
the inverse processes are shown in Figs 5 and 6. The effective potential for i = 3 describes the elastic or inelastic
scattering triangle diagram, see Figs 7 and 8, and the effective potential for i = 4 describes the exchange triangular
diagram leading to the rearrangement in the channels α 6= 3, see Figs 9 and 10.
Both triangular diagrams contain the 1 + 2 off-shell Coulomb scattering amplitude in the four-ray vertex. The

amplitude of the elastic scattering triangular diagram contains a strong forward Coulomb singularity generated by
the off-shell Coulomb scattering amplitude, which is compensated by subtracting a corresponding Born Coulomb
scattering term in the channels α 6= 3. For the contributions with i = 0, 1, 2 κ ≡ L is a single index while for

i = 3, 4 it is a multi-index κ ≡ (L1, L2, f). Explicit equations for A
i
κ and R

(i) κ
uβ tβ , uα tα were given in [15]. Equations

for Ai
κ can be taken from this paper with only two minor modifications: q′β should be replaced by p′β and qα by pα.
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FIG. 3: The pole diagram describing the proton transfer in the reaction 3 + (12) → 2 + (13), which contains the Coulomb-
modified form factor (12) → 1+2. Because this form factor consists of two terms, see Eq. (84), the diagram is also represented
by the sum of two diagrams. In the first diagram in the vertex form factor (12) → 1 + 2 no Coulomb interaction is included,
but it is included in the second diagram. Bubble shows the off-shell Coulomb scattering amplitude of proton 1 and nucleus 2.
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FIG. 4: The pole diagram describing the nucleus transfer in the reaction 3 + (12) → 1 + (23), which contains the Coulomb-
modified form factor (12) → 1 + 2. Because this form factor consists of two terms, the diagram is also represented by the sum
of two diagrams. In the first diagram in the vertex form factor (12) → 1 + 2 no Coulomb interaction is included, but it is
included in the second diagram. Bubble shows the off-shell Coulomb scattering amplitude of proton 1 and nucleus 2.

Equations for R(i) κ should be modified by including the target excitation indices. In particular, Eq. (A1) [15] for
i = 0, 1, 2 takes the form

R
σσ (i)L
ζβ ζα

(p′β , pα; z) = R
′ σσ (i)L
ζβ ζα

(p′β , pα; z) = δβα c
σ ∗
ζβ
cσζα

1

2

1∫

−1

dxPL(x)
k−Lα
α k

′−Lβ

β gσ ∗
ζβ

(k′β) g
σ
ζα
(kα)

z − ǫσ − p2α/(2Mα)− k2α/(2µα)
, i = 0, 1, 2,

(97)

where kα = ǫαβ(λβγ pα +p′
β), k

′
β = ǫβγ(λαγ p

′
β +pα), x = p̂′

β · p̂α, λαβ = mα/(mα +mβ) = 1−λβα, α 6= β. Also

ǫαβ = −ǫβα is the antisymmetric symbol with ǫαβ = +1 if (α, β) is a cyclic ordering of the indices (1, 2, 3). Although
in Eq. (97) formally two Coulomb-modified form factors are present, utmost only one Coulomb-modified form factor
is needed. In the diagram with i = 0, which describes the neutron transfer (particle 3), the vertex with α = 3 doesn’t
appear. Specifically, the amplitude of the pole diagram describing the neutron transfer 1 + (23) → 2 + (13), see Fig.

(13)

2
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1
+
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2

3
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1

FIG. 5: The pole diagram describing the proton transfer in the reaction 2+(13) → 3+(12), which contains the Coulomb-modified
form factor 1 + 2 → (12). Notations are the same as in Fig. 3.
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FIG. 6: The pole diagram describing the nucleus transfer in the reaction 1 + (23) → 3 + (12), which contains the Coulomb-
modified form factor 1 + 2 → (12). Notations are the same as in Fig. 3.
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FIG. 7: The triangular diagram describing the elastic and inelastic processes in the reaction 1 + (23) → 1+ (23). The four-ray
vertex is the off-shell 1 + 2 Coulomb scattering amplitude.

1, is given by

R
σσ (0)L
ζβ ζα

(p′β , pα; z) = R
′ σσ (0)L
ζβ ζα

(p′β , pα; z) = δβα c
σ
ζα

1

2

1∫

−1

dxPL(x)
k−Lα
α k

′−Lβ

β χ∗
ζβ
(k′β)χ

σ
ζα
(kα)

z − ǫσ − p2α/(2Mα)− k2α/(2µα)
, i = 0, (98)

where α = 1, β = 2 and γ = 3. Only the vertex β + γ → (βγ), which contains nucleus 2, depends on the nucleus
excitation index σ. Correspondingly, the amplitude of the inverse process 2 + (13) → 1 + (23), see Fig. 2, is given by

R
σσ (0)L
ζβ ζα

(p′β , pα; z) = R
′ σσ (0)L
ζβ ζα

(p′β , pα; z) = δβα c
σ ∗
ζβ

1

2

1∫

−1

dxPL(x)
k−Lα
α k

′−Lβ

β χσ ∗
ζβ

(k′β)χζα(kα)

z − ǫσ − p2α/(2Mα)− k2α/(2µα)
, i = 0. (99)

Here, α = 2, β = 1 and γ = 3. Only the vertex α + γ → (αγ), which contains nucleus 2, depends on the nucleus
excitation index σ.
In the diagrams with i = 1, 2 (proton or nucleus transfer) the vertex with α = 3 appears only once. Also in [15] the

Coulomb interaction in the Coulomb-modified factors and in the four-ray vertex of the triangular diagrams is taken

(13) (13)

2 2

3

11

FIG. 8: The triangular diagram describing the elastic and inelastic processes in the reaction 2 + (13) → 2+ (13). The four-ray
vertex is the off-shell 1 + 2 Coulomb scattering amplitude.
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FIG. 9: The triangular diagram describing the exchange processes in the reaction 1 + (23) → 2 + (13). The four-ray vertex is
the off-shell 1 + 2 Coulomb scattering amplitude.

(13) (23)
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FIG. 10: The triangular diagram describing the exchange processes in the reaction 2 + (13) → 1 + (23). The four-ray vertex is
the off-shell 1 + 2 Coulomb scattering amplitude.

into account in the Born approximation. Here the Coulomb Born amplitude is replaced by the full off-shell Coulomb
scattering amplitude of particles of the pair γ = 3. Expression for the Coulomb-modified form factor with the off-shell
Coulomb scattering amplitude is given above in Eq. (84).
Now we proceed to the amplitude of the triangular diagram, i = 3. The elastic scattering triangular diagram has

singularity at forward scattering generated by the off-shell Coulomb scattering amplitude. To eliminate this singularity
we add and subtract the channel Coulomb scattering potentials in channels α 6= 3, see Eq. (56). The added Coulomb
potentials can be eliminated by the including Coulomb distorted waves in the initial and final channels α 6= 3. In

Eq. (A3) [15] the Fourier transform of the screened Born Coulomb potential V
(R)
γ (∆′

α) should be replaced by the
unscreened TC

γ , γ = 3. Then Eq. (A7) [15] for the triangular diagrams in Figs 7 and 8 takes the form (α 6= 3):

R
(3)L1 L2 f σσ
ζβ ζα

(p′α, pα; z) = δβα δα3δγ3

{
4 π F

JαSα σσ

Lαt′α Lαtα(pα; z)V
C
γ L2

(∆′
α) +

1

8 π2

1∫

−1

dx2 PL2
(x2)V

C
γ (∆′

α)

×
[
F

J′

αSαJαSα σσ
L′

αt′α Lαtα f (p′
α, pα; z)− 16 π3 F

JαSα σσ

Lαt′α Lαtα(pα; z)
]}

+
1

8 π2

1∫

−1

dx2 PL2
(x2)Ftr

J′

αSαJαSα σσ
L′

αt′α Lαtα f (p′
α, pα; z),

t′α ≤ NJ′

αSα , tα ≤ NJαSα , (100)

where, owe to β = α, p′β = p′α and t′β = t′α,

F
JαSα σσ

Lαt′α Lαtα(pα; z) =
1

16 π3
F JαSαJαSα σσ
Lαt′α, Lαtα 0 (pα, pα; z)

=
1

(2π)
3 c

σ ∗
Sα,Lα,Jα,t′α

cσSα,Lα,Jα,tα

∞∫

0

dk k2
χJαSασ ∗
Lαt′α

(k)χJαSασ
Lαtα

(k)

(z − ǫσ − p2α/(2Mα)− k2/(2µα))
2 , α 6= 3, (101)
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F
J′

αSαJαSαL1 σσ
L′

αt′α Lαtα f (p′
α, pα; z) = cσ ∗

ζ′

α
cσζα

∞∫

0

dk k2+L′

α−f
χJαSασ
Lαtα

(k)

z − ǫσ − p2α/(2Mα)− k2/(2µα)

×
1∫

−1

dxPL1
(x)

χ
J′

αSασ ∗
L′

αt′α
(|∆α + k|) |∆α + k|−L′

α

z − ǫσ − p′2α/(2Mα)− (∆α + k)
2
/(2µα)

, (102)

Ftr
J′

αSαJαSαL1 σσ
L′

αt′α Lαtα f (p′
α, pα; z) = cσ ∗

ζ′

α
cσζα

∞∫

0

dk k2+L′

α−f
χJαSασ
Lαtα

(k)

z − ǫσ − p2α/(2Mα)− k2/(2µα)

×
1∫

−1

dxPL1
(x)

χ
J′

αSασ ∗
L′

αt
′

α
(|∆α + k|) |∆α + k|−L′

α

z − ǫσ − p′2α/(2Mα)− (∆α + k)2/(2µα)
T̃C
γ (k′

γ , kγ ; ẑγ). (103)

Here ζα = {Sα, Lα, Jα, tα} and ζ′α = {Sα, L
′
α, J

′
α, t

′
α},

∆′
α = pα − p′

α, ∆α = −λγβ ∆′
α, x2 = p̂α · p̂′

α, x1 = k̂ · ∆̂α, (104)

kγ =
mβ pα −mα pβ

mαβ
, k′

γ =
mβ p

′
α −mα p′

β

mαβ
, pα + pβ = p′

α + p′
β , kγ − k′

γ = ∆′
α. (105)

We use the following notations for the particles in the diagram of Fig. 7 (Fig. 8): α = α′ = 1 (α = α′ = 2),
β = β′ = 2 (β = β′ = 1) and γ = 3 in both diagrams. The primed particles on the diagrams are the ones after the
Coulomb scattering described by the four-ray vertex.
The amplitude T̃C

γ (k′
γ , kγ ; ẑγ) is the off-shell Coulomb scattering amplitude of particles β and γ in the triangular

diagram without the Born term, that is T̃C
γ (k′

γ , kγ ; ẑγ) = TC
γ (k′

γ , kγ ; ẑγ)− V C
γ (kγ − k′

γ), ẑγ = z − p2γ/(2Mγ).
From normalization (42) on the energy shell (pα = qα) we get

4 π
N∑

σ=1

AJαSα∑

t′α,tα=1

F
JαSα σσ

Lαt′α Lαtα(qα; z) = 1. (106)

Then, according to Eq. (56), after applying the two-potential equation the first term 4 π F
JαSα σσ

Lαt′α Lαtα(p
′′
α; z)V

C
γ L2

(∆′
α)

in Eq. (107) will be replaced by the corresponding Coulomb distorted wave. As a result, we obtain

R
′(3)L1 L2 f σσ
ζβ ζα

(p′β , pα; z) = δβα δα3δγ3
1

8 π2

1∫

−1

dx2 PL2
(x2)

{
V C
γ (∆′

α)
[
F

J′

αSαJαSα σσ
L′

αt′α Lαtα f (p′
α, pα; z)− 16 π3 F

JαSα σσ

Lαtα Lαtα(pα; z)
]

+ Ftr
J′

αSαJαSα σσ
L′

αt′α Lαtα f (p′
α, pα; z)

}
, t′β = t′α ≤ NJ′

αSα , tα ≤ NJαSα . (107)

Also

R
(3)L1 L2 f σσ
ζβ ζα

(p′β , pα; z) = δβα δα3δγ3
1

8 π2

1∫

−1

dx2 PLc2(x2)F
J′

αSαJαSα σσ
L′

αt′α Lαtα f (p′
α, pα; z), tβ = t′α ≥ NJ′

αSα + 1, tα ≤ NJαSα .

(108)

The spin-angular part A
(3)
L1L2f

of the effective potential is given by Eq. (A2) [15], in which qα and q′β should be

replaced by pα and p′α.
The last amplitudes are the exchange triangular diagrams shown in Fig. 9 and 10:

R
(4)L1 L2 f σσ
ζβ ζα

(p′β , pα; z) = δβα δγ3
1

8 π3

1∫

−1

dx2 PL2
(x2)

∞∫

0

dkα k
2+Lβ−f
α

χJαSα σ
Lαtα

(kα)

z − ǫσ − p2α/(2Mα)− k2α/(2µα)

×
1∫

−1

dx1 PL1
(x1)T

C
γ (k′

γ ,kγ ; ẑγ)
χ
JβSβ ∗
Lβtβ

(|kα + p|) |kα + p|−Lβ

z − ǫσ − p
′ 2
β /(2Mβ)− (kα + p)2/(2µα)

. (109)
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We use the following notations for the particles on the diagrams of Fig. 9 (Fig. 10): α = α′ = 1 (α = α′ = 2),
β = β′ = 2 (β = β′ = 1), γ = 3, where all primed particles are the ones after Coulomb rescattering. Also

p = λγα p′
β − λγβ pα, p′ = p′

β + λβγ pα, x1 = k̂α · p̂, x2 = p̂′
β · p̂α,

k′
γ =

mβ p
′
α −mα p′

β

mαβ
, kγ =

mβ pα −mα pβ

mαβ
, ∆ = kγ − k′

γ = pα − p′
α = p′

β − pβ = p′
β + pα + pγ , (110)

p̂ = p̂/p. The spin-angular part A
(4)
L1L2f

(p′β , pα) of the effective potential is given by Eq. (A8) [15].
Using the results of Appendix D we can simplify the calculations of the effective potentials by combining the neutron

transfer pole amplitudes with the Coulomb exchange triangular diagram amplitudes taking into account the fact that
near the pole the exchange triangular diagram has also a pole singularity. Summing up the pole neutron transfer
amplitude and the pole contribution to the triangular exchange diagram and neglecting the regular at the pole part
of the triangular exchange diagram, we can replace this two amplitudes by the renormalized neutron transfer pole
amplitude, that is

Z̃
Jπ σρ (0)
uβ tβ , uα tα(p

′′
β , p

′′
α; z) + Z̃

Jπ σρ (4)
uβ tβ , uα tα(p

′′
β , pα; z) ≈ [1 +Dσ

βζα αζα ] Z̃
Jπ σρ (0)
uβ tβ , uα tα(p

′′
β , pα; z), tβ ≤ NJβSβ , tα ≤ NJαSα .

(111)

where Dσ
βζα αζα

is determined in Appendix D. In Eq. (111) we took into account that for the pole and triangular

exchange diagrams Z̃
′

= Z̃. The same renormalization procedure can be applied for any tβ and tα. Approximation
(111) will be used to calculate the angular distributions near the main stripping peak, where the pole neutron transfer
mechanism gives a dominant contribution, and the results will be compared with the exact approach.

VI. SUMMARY

We have derived new generalized Faddeev equations in the AGS form taking into account the target excitations and
explicitly include the Coulomb interactions. Applying two potential formula we convert the AGS equations to the form,
in which the matrix elements are sandwiched by the Coulomb distorted waves in the initial and final states. To obtain
the half-off-shell integral equations we use an off-shell extension. The obtained equations are compact and can be
solved. We present the final expressions for the modified AGS equations after the angular momentum decomposition.
We show how to regularize the matrix elements sandwiched by the Coulomb distorted waves. Besides we investigate
the off-shell Coulomb scattering amplitude in different kinematical regions. We also consider the Coulomb-modified
form factors and show how to regularize them. After that we investigate the exchange triangular diagram and show
that its strongest singularity is the pole of the neutron transfer pole diagram. The strongest singularity of the elastic
scattering triangular diagram with Coulomb four-ray vertex is compensated by the subtracted channel Coulomb
potential. Thus we have shown that the Coulomb interaction can be taken into account explicitly without Coulomb
screening procedure. This will allow us to apply the Faddeev formalism for the analysis of the deuteron stripping on
targets with higher charges, at which the Coulomb screening procedure doesn’t work. For NN and nucleon-target
nuclear interactions we assume the separable potentials what significantly simplifies solution of the AGS equations.

Appendix A: Partial Coulomb scattering wave function in the momentum space and matrix elements in the
Coulomb distorted wave representation

Here we present the expression for the partial Coulomb scattering wave function in the momentum space. This
wave function has singularity and we demonstrate how this singularity can be regularized when calculating the matrix
elements, which are given by the sandwiching the diagrams, describing the reaction mechanisms, with the Coulomb
scattering wave functions in the initial and/or final states.
First we start from the definition of the Fourier transform of the Coulomb scattering wave function [21]:

ψC(+)
p (p′) = lim

ǫ→+0

∫
dr e−ǫ r e−ip′ ·r ψC(+)

p (r)

= −4 π e−π ηp/2 Γ(1 + i ηp) lim
ǫ→+0

d

d ǫ

[p′2 − (p+ i ǫ)2]i ηp

[(p′ − p)2 + ǫ2]1+i η

= 4 π
∑

lml

Y ∗
lml

(p̂)Ylml
(p̂′)ψC

p l(p
′) =

∑

l

(2 l+ 1)Pl(p̂ · p̂′)ψC
p l(p

′). (A1)



22

Here ηp is the Coulomb parameter of the interacting particles moving with the relative momentum p, Ylml
(p̂) is the

spherical harmonic function, Pl(p̂ · p̂′) is the Legendre polynomial. We can see from Eq. (A1) that the Fourier
transform of the Coulomb scattering wave function is a distribution.
The expression for the partial Coulomb scattering wave function in the momentum space was found by one of us

(A.M.M.) [22]:

ψC
p l(p

′) = −2 π

p′
e−π ηp/2 Γ(1 + i ηp) e

i φC
l lim

ǫ→0
2 Im

[
e−i φC

l
(p′ + p+ i ǫ)−1+i ηp

(p′ − p+ i ǫ)1+i ηp
2F1(−l, l+ 1; 1− i ηp;−

(p′ − p)2

4 p p′
)
]
,

(A2)

where φCl = σC
l − σC

0 , σC
l is the Coulomb scattering phase shift in the partial wave l, ηp = Z1 Z2 e

2 µ12/p is the
Coulomb parameter for particles 1 and 2 moving with the relative momentum p =

√
2µ12E12, 2F1(−l, l + 1, ; 1 −

i ηp;− (p′−p)2

4 p p′
) is the hypergeometric function, which reduces to a polynomial of order l in the plane z = − (p′−p)2

4 p p′
. In

particular, for l = 0 2F1(0, 1, ; 1− i ηp;− (p′−p)2

4 p p′
) = 1.

The function ψC
p l(p

′) has singular branching points on the complex plane p′ at p′ = p ± i ǫ and p′ = −p ± i ǫ.
The small imaginary addition ±i ǫ determines the rules for circuiting around the singularities when integrating. If
the integral containing the Coulomb scattering wave functions is calculated in the analytic form, then no difficulties
arise, because the presence of the imaginary addend ±i ǫ shifts the singularities from the integration contour to the
complex plane and lim

ǫ→0
can be easily taken after carrying out all the integrations. Such a procedure, however, would

be highly inconvenient in numerical calculations, for in this case it would be necessary to calculate the integrals for
several continuously decreasing values of ǫ in order to attain a needed accuracy. This procedure, owe to the presence
of the singularity of the integrand, may become very unstable and even not converging when ηp increases.
This difficulty can be readily circumvented if, putting ǫ > 0, we regularize the initial integral. Then the result of

the integration will be stable when integration is performed for lim
ǫ→0

. The regularization method is taken from [23].

To explain the Gel’fand-Shilov method we consider the integral

J(λ) = lim
ǫ→+0

b∫

a

dx f(x) (x + i ǫ)λ, (A3)

where b > 0 and a ≤ 0, Reλ = −1, Imλ 6= 0 and f(0) 6= 0. To regularize this integral we assume that −1 < Reλ
and ǫ > 0. Subtracting f(0) from f(x) and adding it, we can rewrite integral (A3) as

J̃(λ) = lim
ǫ→+0

[
b∫

0

dx [f(x) − f(0)] (x+ i ǫ)λ
]
+ f(0)

(b+ i 0)λ+1 − (a+ i 0)λ+1

λ+ 1
. (A4)

J̃(λ) is analytical function of the parameter λ in the domain −2 < Reλ and λ 6= −1. Because J(λ) and J̃(λ) coincide

in the region −1 < Reλ, J̃(λ) is an analytical continuation of J(λ) into the domain −2 < Reλ. The integrand in
(A4) does not have diverging singularity and the integral can be calculated; the additional term containing f(0) is
also not singular because λ = −1 + i η. Eq. (A4) can be considered as generalization of the famous equation for the

integral containing pole singularity:
b∫
a

dx f(x)/(x− x0 − i 0) = P
b∫
a

dx f(x)/(x− x0) + i π f(x0), where P stands for

the Cauchy principal value of the integral. By subtracting and adding df(x)/dx|x=0 x in the integral (A4) we can
continue analytically (A3) into the region −3 < Reλ. Moreover, in this case the integrand vanishes at x = 0.
Using the explained regularization we show how it works in practice. As example we consider

ZSC
0 (pβ , p

C
α 0) =

∞∫

0

dp p2

2 π2
Z0(pβ , p)ψ

C
pα 0(p). (A5)

Here subscript 0 denotes l = 0 partial wave. Note that ψC
pα l(p) contains 2F1(−l, l + 1; 1 − i ηp;− (p−pα)2

4 p pα
), which is

expressed in terms the polynomial of (p − pα)
2n with 0 ≤ n ≤ l. Hence the terms with n ≥ 1 don’t require the

regularization at the singular point p = pα and the only singular term, which requires regularization, is the one with
n = 0. That is why it is enough to demonstrate how the regularization works for l = 0.
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To demonstrate the regularization we consider the effective potential Z(pβ , p) given by a simple pole propagator:

Z(pβ , p) = − 2µ12 Z1Z2 e
2

(pβ − p)2 + κ2
, (A6)

where µ12 is the reduced mass and Z1 Z2 e
2 is the product of charges of the particles 1 and 2. The partial wave pole

amplitude at l = 0 is given by

Z0(pβ, p) = −µ12 Z1Z2 e
2

1∫

−1

dx
P0(x)

(pβ − p)2 + κ2
. = − µ12 Z1Z2 e

2

2 pβ p
Q0(ξ), (A7)

ξ = (p2β + p2 + κ2)/(2 pβ p). From equation [21]

ZSC(pβ ,pα) =

∫
dp

(2 π)3
Z(pβ , p)ψ

C
pα

(p) = −2µ12Z1 Z2 e
2 e−π ηα/2 Γ(1 + i ηα)

[p2β − (pα + i κ)2]i ηα

[pβ − pα)2 + κ2]1+i ηα
, (A8)

where ηα = Z1 Z2 e
2 µ12/pα is the Coulomb parameter associated with the momentum pα, which is the on-shell

momentum. From Eq. (A8) using the partial wave expansion [22] we get

ZSC(pβ ,pα) =

∞∑

l=0

(2 l+ 1)Pl(p̂β · p̂α)Z
SC
l (pβ , p

C
α l), (A9)

ZSC
l (pβ, p

C
α l) =

∞∫

0

dp p2

2 π2
Zl(pβ , p)ψ

C
pα l

(p)

= − 1

pβ
e−π ηα/2 Γ(1 + i ηα) e

i φC
l Im

[
e−i φC

l

(pβ + pα + i κ

pβ − pα + i κ

)i ηα

2F1

(
− l, l + 1; 1− i ηα;−

(pβ − pα)
2 + κ2

4 pβ pα

)]
(A10)

and for l = 0

ZSC
0 (pβ , p

C
α 0) = − 1

pβ
e−π ηα/2 Γ(1 + i ηα) 2 Im

[(pβ + pα + i κ

pβ − pα + i κ

)i ηα
]
. (A11)

Evidently that analytical expression (A10) for ZSC
l (pβ , p

C
α l), obtained owe to the very simplified approximation for

the effective potential Z, can be easily calculated. However, in general case of folding of the partial Coulomb scattering
wave functions with the effective potentials there are no analytical expressions for ZSC

0 (pβ , p
C
α 0). In this case the

integral must be calculated numerically and regularization of the integrand is required. To show how regularization
works we compare the results of the numerical calculation of ZSC

0 (pβ , p
C
α 0) given by the integral representation (A5)

with the analytical expression (A11).
First we present the regularized integral following the Gel’fand-Shilov method described above:

ZSC
0 (pβ , p

C
α 0) =

p1∫

0

dp p2

2 π2
Z0(pβ , p)ψ

C
pα 0(p) +

ηα pα
π pβ

Im

{ pα+∆∫

pα−∆

dp
FR(p)− FR(pα)− FR′(pα) (p− pα)

(p− pα + i ǫ)1+i ηα

+ i
FR(pα)

ηα

( 1

(∆ + i ǫ)i ηα
− 1

(−∆+ i ǫ)i ηα

)
+
FR′(pα)

1− i ηα

(
(∆ + i ǫ)1−i ηα − (−∆+ i ǫ)1−i ηα

)}

+

∞∫

pα+∆

dp p2

2 π2
Z0(pβ , p)ψ

C
pα 0(p). (A12)

Here we use regularization only in the proximity of the singular point p = pα. To do it we split the integral into
three terms: the integral from 0 to pα −∆, from pα −∆ to pα +∆ and from pα +∆ to infinity. The regularization is
required only in the integral from pα −∆ to pα +∆, where

FR(p) =
Q0(ξ)

(p+ pα)1−i ηα
(A13)
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FIG. 11: (Color online) Comparison of the regularized integrand (dashed red line) in Eq. (A12) with the unregularized one
(solid blue line) as function of the integration momentum p for p ≤ pα, ηα = 12, κ = 0.1 fm−1, pα = 1, 1 fm−1, pβ = 1.2
fm−1 and ∆ = 0.25 pα.

1.2 1.4 1.6 1.8 2.0 2.2

-30

-20

-10

0

10

20

30

p
1

fm

In
te

gr
an

d

FIG. 12: (Color online) The same as in Fig. 11 but for p ≥ pα, .

and FR′(pα) = dFR(p)/dp
∣∣∣
p=pα

. Note that here we use regularization procedure subtracting and adding FR(pα) +

FR′(pα) (p− pα). In this case the integrand in the regularized integral just vanishes at the singular point.
To demonstrate how regularization procedure works we performed calculations of analytical Eq. (A11) and regular-

ized Eq. (A12) for parameters given in the captions to Fig. 11. We have chosen the Coulomb parameter ηα = 12, which
corresponds to the proton collision with charge 92 (uranium) at the relative kinetic energy ≈ 1.5 MeV. No Coulomb
screening procedure would work at such high Coulomb parameter. Results of our calculations are: ZSC

0 (pβ , p
C
α 0)

from Eq. (A11) gives −2.009× 10−12 while the regularized Eq. (A12) results in −2.005× 10−12. In Figs 11 and 12
we demonstrate the behavior of the regularized integrand versus unregularized one. As we can see, the regularization
completely change the behavior of the integrand making it possible to perform calculations with singular partial wave
Coulomb scattering wave functions in the momentum space.
The same procedure can be used to regularize matrix elements with the Coulomb scattering wave functions in the

initial and final states. Succeeding in regularization of the integrals containing the AGS effective potentials sandwiched
by the partial Coulomb scattering wave functions, we may conclude that the effective potentials in the AGS equations
in the Coulomb distorted wave representation can be calculated without using Coulomb screening procedure. It is
the most important result of our regularization procedure.
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Appendix B: Off-shell Coulomb scattering amplitude

In this Appendix using the integral representation of the off-shell Coulomb scattering amplitude we will derive the
expressions for this amplitude, which can be used in practical calculations in different kinematical regions. We start
from the standard expression for the off-shell Coulomb scattering amplitude TC

α (k′
α,kα, Êα) [22, 24, 25]:

TC
α (k′

α,kα, Êα) = 4 π Zβ Zγ e
2
[ 1

(k′
α − kα)2

− i η̂0α I(k
′
α, kα; Êα)

]
, (B1)

I(k′
α, kα; Êα) = lim

ǫ→0

1∫

0

dxxi η̂
0

α
1

x (k′
α − kα)2 − µα

2 Êα

[
Êα + i 0− k′2α/(2µα)

] [
Êα + i 0− k2α/(2µα)

]
(1− x)2

, (B2)

kα and k′
α are the relative off-shell momenta of particles β and γ before and after scattering moving with the relative

kinetic energy Êα, k
0
α =

√
2µα Êα. To distinguish the Coulomb parameter of pair α (between particles β and γ) from

the Coulomb parameter ηα in the channel α (between particle α and the bound state of the pair (βγ)) the former is
denoted by η̂α. To underscore that this Coulomb parameter is calculated at k0α we use notation η̂0α = Zβ Zγ e

2 µα/k
0
α.

In the case under consideration TC
α (k′

α,kα, Êα) 6= 0 only for α = 3.

As we can see TC
α (k′

α,kα, Êα) has the forward singularity at

∆̂α = k′
α − kα = 0 (B3)

generated by the Coulomb Born term 4 π Zβ Zγ e
2/∆̂2

α. This singularity appearing in the triangular elastic scattering
amplitude, see Figs 9 and 10, is dangerous when coinciding with the two-body Green function’s singularity. Just to
remove this singularity, we added and subtracted the Coulomb channel potentials in the initial channel α and the final
channel β. Applying after that the two-potential equation we obtained the AGS equations in the Coulomb distorted
wave representation. At ∆̂α → 0 I(k′

α, kα; Êα) ∼ 1/|∆̂α|, that is less singular than the Born term.
It is worth mentioning that the off-shell Coulomb scattering amplitude doesn’t have a definite on-shell limit reflecting

the fact that, owe to the infinite range of the Coulomb interaction, charged particles are not free even when the distance
between them increases to infinity. Assuming that k2α/(2µα) − Êα → 0 we obtain (the on-shell limit in the entry
channel)

TC
α (k′

α,kα, Êα)
kα→k0

α= rCα (kα, k
0
α)T

C(HSH)
α (k′

α,k
0
α, Êα), (B4)

where the so-called Coulomb renormalization factor

rCα (kα, k
0
α) = eπ η̂0

α/2 Γ(1− i η̂0α)
(k02α − k2α

4 k2α

)i η̂0

α

(B5)

and the half-off-shell Coulomb scattering amplitude

TC(HSH)
α (k′

α,k
0
α, Êα) = 4 π Zβ Zγ e

2 e−π η̂0

α/2 Γ(1 + i η̂0α)
[k′

2
α − (k0α + i ǫ)2]i η̂

0

α

[(k′
α − k0

α)
2 + ǫ2]1+i η̂0

α

, ǫ→ 0. (B6)

Similar equation takes place when k′α → k0α, k′α 6= kα. Taking simultaneous limit kα, k
′
α → k0α we obtain the

on-shell Coulomb scattering amplitude. Infinitesimal addend ǫ is required to correctly bypass singularities and for
regularization of the Coulomb scattering amplitude. In what follows we assume that energy Êα has always positive
imaginary addend i ǫ with ǫ→ 0, that is we replace Êα by Êα ǫ = Êα + i ǫ.
Let us introduce

bǫ =
µα

2 Êα ǫ

[
Êα ǫ − k′

2
α/(2µα)

] [
Êα ǫ − k2α/(2µα)

]
, (B7)

with b = lim
ǫ→0

bǫ, and

∆̂2
α ǫ = (k′

α − kα)
2 + ǫ2. (B8)
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Then

TC
α (k′

α,kα, Êα) = lim
ǫ→0

TC
αǫ(k

′
α,kα, Êα ǫ), (B9)

where the regularized off-shell Coulomb scattering amplitude is

Tα ǫ(k
′
α, kα; Êα ǫ) = 4 π Zβ Zγ e

2
[ 1

∆̂2
α ǫ

− i η̂α Iǫ(k
′
α, kα; Êα ǫ)

]
, (B10)

Iǫ =

1∫

0

dxxi η̂α ǫ
1

x ∆̂2
α ǫ − bǫ (1− x)2

, (B11)

η̂0α ǫ = Zβ Zγ e
2 µα/

√
2µα Êα ǫ.

Usage of the regularized Coulomb scattering amplitude allows us to carry out all the calculations with different
ǫ→ 0 without any problems because the AGS equations are compact at ǫ = 0 [17, 18].
Equation (B10) is not always the most convenient one for practical applications and below we present alternative

equations for TC
αǫ, which can be used in practical applications depending on the value of Êα.

(i) Êα < 0.

In this case always b < 0, that is x ∆̂2
α ǫ− µα

2 Êα
(Êα−k′2α/(2µα))(Êα−k2α/(2µα))(1−x)2 > 0 and TC

αǫ is regular. Note

that at Êα < 0, owe to the positive imaginary addend, arg(Êα+i ǫ) = π and lim
ǫ→0

η̂0α ǫ = Zβ Zγ e
2 µα/

√
2µα |Êα| e−i π/2

and lim
ǫ→0

xi η̂
0

α = xZβ Zγ e2 µα/
√

2µα |Êα| ≥ 0.

(ii) b < 0 but Êα > 0. In this case also no singularities appear in the integrand of the regularized integral over x.
In general it is more convenient for b < 0 to use an alternative expression for TC

αǫ:

Tα ǫ(k
′
α, kα; Êα ǫ) = 4 π Zβ Zγ e

2 µα

2 Êα ǫ

(Êα ǫ −
k′

2
α

2µα
)(Êα ǫ −

k2α
2µα

)

×
1∫

0

dxxi η̂
0

α ǫ
(1 − x2)

[
x ∆̂2

α ǫ +
∣∣∣ µα

2 Êα ǫ
(Êα ǫ − k′2α/(2µα))(Êα ǫ − k2α/(2µα))

∣∣∣(1− x)2
]2 . (B12)

There are no problems in using this explicit equation for Tα ǫ(k
′
α, kα; Êα ǫ) in the Coulomb-modified form factors and

in the exchange triangular diagram. A strong singularity of lim
ǫ→0

Tα ǫ(k
′
α, kα; Êα ǫ) in the elastic scattering triangular

diagram, as has been explained, is compensated by subtracting the channel Coulomb potential.

(iii) b > 0 (it can be only at Êα > 0). In this case the integrand in Eq. (B11) has a singularity (zero of the
denominator):

x ∆̂2
α − µα

2 Êα

(Êα − k′
2
α

2µα
)(Êα − k2α

2µα
) (1− x)2 = 0. (B13)

The roots of this equation are:

x1,2 = 1 +
∆̂2

α

2 b
± ∆̂2

α

2 b

√
1 +

4 b

∆̂2
α

. (B14)

The first root x1 > 1 lies outside of the integration contour over x in (B11) at ∆̂α > 0, while the second one x2 < 1 lies

on the integration contour at ∆̂α > 0. The integrand in (B11) has a cut connecting the branching point singularities

at x = 0 and x = ∞ of the function xi η̂
0

α . Hence we can rewrite Iǫ(k
′
α, kα; Êα ǫ) as

Iǫ(k
′
α, kα; Êα ǫ) =

1

1− e−2πη̂0
α ǫ

∮

C1

dxxi η̂
0

α ǫ
1

x∆̂2
α ǫ − µα

2 Êα ǫ
(Êα ǫ − k′2

α

2µα
)(Êα ǫ − k2

α

2µα
)(1− x)

2
, (B15)
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0
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1

x2
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FIG. 13: Integration contour C = C1 + C2 + C3.

where the integral is taken along the contour C1, which starts at x = 1, encircles the branching singularity at x = 0 and
ends at x = 1. We assume that the root x2 has a positive infinitesimal imaginary addend, which shifts the root from
the integration contour to the first quadrant. Now we consider the integral along the closed contour C = C1+C2+C3

shown in Fig. 13.
Because there are no singularities of the integrand inside and on the integration contour C, according to Caushy’s

theorem the integral taken along C vanishes. Hence,

Iǫ(k
′
α, kα; Êα ǫ) = − 1

1− e−2πη̂0
α ǫ

[ ∮

C2

dxxi η̂
0

α ǫ
1

x ∆̂2
α ǫ − µα

2 Êα ǫ
(Êα ǫ − k′2

α

2µα
)(Êα ǫ − k2

α

2µα
)(1− x)2

+

∮

C3

dxxi η̂
0

α ǫ
1

x ∆̂2
α ǫ − µα

2 Êα ǫ
(Êα ǫ − k′2

α

2µα
)(Êα ǫ − k2

α

2µα
)(1− x)2

]
. (B16)

The integral over C2 encircles the pole at x = x2 and can be easily taken using Caushy’s theorem. The integral over
contour C3 is taken along the circumference with the radius |x| = 1. Using substitution x = ei θ we can simplify the

integral over the contour C3. Then the expression for Tα ǫ(k
′
α, kα; Êα ǫ) reduces to

Tα ǫ(k
′
α, kα; Êα ǫ) = 4 π Zβ Zγ e

2
[ 1

∆̂2
α ǫ

+
2 πη̂0α ǫ

1− e−2πη̂0
α ǫ

( 4 bǫ√
∆̂2

α ǫ + 4 bǫ + ∆̂α ǫ)2

)i η̂0

α ǫ

− η̂0α ǫ

1− e−2πη̂0
α ǫ

2 π∫

0

d θ
e−η̂0

α ǫ θ

∆̂2
α ǫ + 2 bǫ(1− cos θ)

]
. (B17)

The integrand in the integral is free of singularities and Eq. (B17) can be used to calculate Tα ǫ(k
′
α, kα; Êα ǫ) at b ≥ 0 .

Note that from this equation we can easily find the on-shell limit for Tα ǫ(k
′
α, kα; Êα ǫ) at b→ 0

Tα ǫ(k
′
α, kα; Êα ǫ)

b→0
= 4 π Zβ Zγ e

2 2 π η̂0α ǫ

1− e−2πη̂0
α ǫ

( bǫ

∆̂2
α ǫ

)i η̂0

α ǫ

, (B18)

which coincides with Eq. (B4).
We have considered different representations of the off-shell Coulomb scattering amplitude and its on-shell limit.

In the next Appendices we consider how to calculate the coulomb-modified form factors and the triangular diagrams
using the obtained representations of the off-shell Coulomb scattering amplitudes.
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Appendix C: Coulomb-modified form factor

The Coulomb-modified form factor given by Eq. (84) consists of two terms. To calculate the integral part we need
to regularize it. We see immediately that there is a pole in the integrand at

k′γ = k̂γ =
√

2µγ ẑγ , k̂γ ≥ 0. (C1)

This pole would lead to the logarithmic singularity of the integral when k̂γ = 0 (end-point singularity). However, we

recall that, according to Appendix B, k′γ → k̂γ corresponds to the on-shell limit of the Coulomb scattering amplitude
TC
γ Lγ

(kγ , k
′
γ ; ẑγ), where it has its own singularity- a branching point. According to Eqs. (B4) and (B5), the on-shell

limit of the partial Coulomb scattering amplitude, see Eq. (85), is

TC
γ Lγ

(k′γ , kγ ; ẑγ)
k′

γ→k̂γ

= (k̂2γ − k′
2
γ)

i η̂γ T̃C
γ Lγ

(k̂γ , kγ ; ẑγ), (C2)

where η̂γ = Zα Zβ e
2 µγ/

√
2µγ ẑγ . At ẑγ = Êγǫ = Êγ+ i ǫ, where ǫ→ 0, η̂γ = η̂0γǫ. Note that in practical calculations

ẑγ = E+ − p2γ/(2Mγ), E+ = E + i0. Then the integrand in the integral part of Eq. (84) has a singular behavior

TC
γ Lγ

(k′γ , kγ ; ẑγ)

ẑγ − k′γ
2/(2µγ)

k′

γ→k̂γ

=
T̃C
γ Lγ

(k̂γ , kγ ; ẑγ)

[ẑγ − k′2γ/(2µγ)]1−i η̂γ

. (C3)

Thus the integrand in the Coulomb-modified form factor (84) has a branching point singularity rather then a simple
pole. As it has been demonstrated in Appendix A, this type of singularity can be easily regularized using Gel’fand-
Shilov method [23]. We apply here this technique to regularize the integral in the Coulomb-modified form factor.

First off all such regularization is required only at Re ẑγ > 0 because at Re ẑγ < 0 and Im ẑγ = 0 ẑγ − k′
2
γ < 0,

that is the integrand is regular function. To regularize the integral at Re ẑγ > 0 and Im ẑγ → +0 we rewrite the
Coulomb-modified form factor (84) in the form

g
JγSγ σ
Lγ tγ

(kγ) = χ
JγSγ σ
Lγ tγ

(kγ) + δγ3
1

2 π2

[ k̂γ∫

0

dk′γ k
′
γ
2 T̃

C
γ Lγ

(kγ , k
′
γ ; ẑγ)χ

JγSγ σ
Lγ tγ

(k′γ)

[ẑγ − k′2γ/(2µγ)]1−i η̂γ

+

∞∫

k̂γ

dk′γ k
′
γ
2 T̃

C
γ Lγ

(kγ , k
′
γ ; ẑγ)χ

JγSγ σ
Lγ tγ

(k′γ)

[ẑγ − k′2γ/(2µγ)]1−i η̂γ

]
. (C4)

In the first integral arg(ẑγ−k′2γ/(2µγ)) → 0 if Im ẑγ → 0. In the second integral ẑγ−k′2γ/(2µγ) = ei π [k′
2
γ/(2µγ)−ẑγ ].

Then we can rewrite Eq. (C4) as

g
JγSγ σ
Lγ tγ

(kγ) = χ
JγSγ σ
Lγ tγ

(kγ) + δγ3
1

2 π2

[ k̂γ∫

0

dk′γ k
′
γ
2 T̃

C
γ Lγ

(kγ , k
′
γ ; ẑγ)χ

JγSγ σ
Lγ tγ

(k′γ)

[ẑγ − k′2γ/(2µγ)]1−i η̂γ

− e−π η̂γ

2 k̂γ∫

k̂γ

dk′γ k
′
γ
2 T̃

C
γ Lγ

(kγ , k
′
γ ; ẑγ)χ

JγSγ σ
Lγ tγ

(k′γ)

[k′2γ/(2µγ)− ẑγ ]1−i η̂γ

− e−π η̂γ

∞∫

2 k̂γ

dk′γ k
′
γ
2 T̃

C
γ Lγ

(kγ , k
′
γ ; ẑγ)χ

JγSγ σ
Lγ tγ

(k′γ)

[k′2γ/(2µγ)− ẑγ ]1−i η̂γ

]
. (C5)

Assuming that Re i η̂γ > 0 we can rewrite Eq. (C5) in the form, in which the singularity is weakened enough to
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make it integrable at Rei η̂γ → 0:

g
JγSγ σ
Lγ tγ

(kγ) = χ
JγSγ σ
Lγ tγ

(kγ) + δγ3
1

2 π2

[ k̂γ∫

0

dk′γ k
′
γ

k′γ T̃
C
γ Lγ

(k′γ , kγ ; ẑγ)χ
JγSγ σ
Lγ tγ

(k′γ)− k̂γ T̃
C
γ Lγ

(k̂γ , kγ ; ẑγ)χ
JγSγ σ
Lγ tγ

(k̂γ)

[ẑγ − k′2γ/(2µγ)]1−i η̂γ

+
µγ

i η̂γ
ẑi η̂γ
γ k̂γ T̃

C
γ Lγ

(k̂γ , kγ ; ẑγ)χ
JγSγ σ
Lγ tγ

(k̂γ)

− e−π η̂γ

2 k̂γ∫

k̂γ

dk′γ k
′
γ

k′γ T̃
C
γ Lγ

(k′γ , kγ ; ẑγ)χ
JγSγ σ
Lγ tγ

(k′γ)− k̂γ T̃
C
γ Lγ

(k̂γ , kγ ; ẑγ)χ
JγSγ σ
Lγ tγ

(k̂γ)

[k′2γ/(2µγ)− ẑγ ]1−i η̂γ

+
µγ

i η̂γ
e−π η̂γ (3 ẑγ)

i η̂γ k̂γ T̃
C
γ Lγ

(k̂γ , kγ ; ẑγ)χ
JγSγ σ
Lγ tγ

(k̂γ)− e−π η̂γ

∞∫

2 k̂γ

dk′γ k
′
γ
2 T̃

C
γ Lγ

(k′γ , kγ ; ẑγ)χ
JγSγ σ
Lγ tγ

(k′γ)

[k′2γ/(2µγ)− ẑγ ]1−i η̂γ

]
. (C6)

Eq. (C6) can be used to calculate the Coulomb-modified form factor. We have shown how to regularize the Coulomb-

modified form factor in the proximity of the singularity k′γ = k̂γ . This regularization allows one to calculate the
Coulomb-modified form factor.
Now we consider a special case of a simple separable form factor

χ
JγSγ σ
Lγ tγ

(kγ) =
k
Lγ
γ

[k2γ + (β
JγSγ σ
Lγ tγ

)2]Lγ+1
, (C7)

for which we will derive analytical expression for the on-shell limit of the Coulomb-modified form factor. The Coulomb-
modified form factor in this case can be written in the integral form [26]:

g
JγSγ σ
Lγ tγ

(kγ) = χ
JγSγ σ
Lγ tγ

(kγ)− i η̂γ k
Lγ
γ

[ −4 k̂2γ

([β
JγSγ σ
Lγ tγ

]2 + k̂2γ)(k
2
γ − k̂2γ)

]Lγ+1
1∫

0

dx
xi η̂γ−1

[xB + 1
xB − a− a−1]Lγ+1

. (C8)

Here,

a =
kγ − k̂γ

kγ + k̂γ
, B =

β
JγSγ σ
Lγ tγ

+ i kγ

β
JγSγ σ
Lγ tγ

− i kγ
. (C9)

From Eq. (C8) clear that the Coulomb-modified form factor has singularity in the on-shell limit kγ → k̂γ corre-
sponding to a → 0. For the separable form factor (C7) at Lγ = 0 the on-shell limit of the Coulomb-modified form
factor was found in [18] (see Appendix C):

g
SγSγ σ
0 tγ

(kγ)
kγ→k̂γ

=
2 π η̂γ

1− e−2π η̂γ
e
2 η̂γ arctan k̂γ/β

SγSγ σ

0 tγ

(kγ − k̂γ

2 k̂γ

)i η̂γ

χ
SγSγ σ
0 tγ

(k̂γ). (C10)

Here, we extend this expression for arbitrary Lγ . To do it we note that Eq. (C8) can be rewritten as

g
JγSγ σ
Lγ tγ

(kγ) = χ
JγSγ σ
Lγ tγ

(kγ)− i η̂γ k
Lγ
γ

[ −4 k̂2γ

([β
JγSγ σ
Lγ tγ

]2 + k̂2γ)(k
2
γ − k̂2γ)

]Lγ+1 1

BLγ+1

1∫

0

dx
xi η̂γ+Lγ

[(x− x1)(x − x2)]Lγ+1
, (C11)

where x1,2 are the roots of equation xB + 1
xB − a− a−1 = 0 what is equivalent to x2 − 1

B (a+ a−1)x+ 1
B2 = 0:

x1,2 =
a+ a−1

2B
±

√
(a+ a−1)2 − 4

2B
. (C12)

Evidently that at kγ → k̂γ , that is a→ 0,

x1
a→0
=

1

aB
→ ∞, x2

a→0
=

a

B
→ 0. (C13)
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Also xi η̂γ−1 in the integrand of Eq. (C11) has a branching point singularity at x=0 and ∞, which are connected
by a cut. Then we can apply the method described in Appendix B. First we transform the integral in (C11) to the
integral over contour C1, in which the integration contour is taken along the contour starting at x = 1, encircling the
branching singularity at x = 0 and ending at x = 1, see Fig. 13. After that we consider the integral along the closed
contour C = C1 +C2 + C3. Because there are no singularities of the integrand inside and on the integration contour
C, according to Caushy’s theorem, the integral taken along C vanishes. Hence

1∫

0

dx
xi η̂γ+Lγ

[(x− x1)(x− x2)]Lγ+1
= − 1

1− e−2πη̂γ

[ ∮

C2

dx
xi η̂γ+Lγ

[(x− x1)(x− x2)]Lγ+1
+

∮

C3

dx
xi η̂γ+Lγ

[(x − x1)(x − x2)]Lγ+1

]
.

(C14)

We assume that the root x2 has a positive infinitesimal imaginary addend, which shifts the root from the integration
contour to the first quadrant. In the integral over contour C2 we rewrite

lim
ǫ→0

1

[(x− x1)(x− x2 − ǫ)]Lγ+1
=

1

Lγ !

1

(x− x1)Lγ+1
lim
ǫ→0

dLγ

d ǫLγ

1

x− x2 − ǫ
. (C15)

We take into account that at a→ 0 x2 → 0 while x1 → ∞, that is at a→ 0 contour C2 encircles the pole at x = x2+ǫ
and can be reduced to the residue in the pole:

− 1

1− e−2πη̂γ

∮

C2

dx
xi η̂γ+Lγ

[(x − x1)(x − x2)]Lγ+1
= − 1

1− e−2πη̂γ

1

Lγ !
lim
ǫ→0

dLγ

d ǫLγ

∮

C2

dx
xi η̂γ+Lγ

[(x − x1)]Lγ+1 (x − x2 − ǫ)

=
2 π i

1− e−2πη̂γ

1

Lγ !
lim
ǫ→0

dLγ

d ǫLγ

(x2 + ǫ)i η̂γ+Lγ

(x2 − x1 + ǫ)Lγ+1

a→0
=

2 π i

1− e−2πη̂γ

1

Lγ !
(−1)Lγ+1 ai η̂γ+Lγ+1B−i η̂γ+Lγ+1 1

iη̂λ

Lγ∏

n=0

(iη̂γ + n),

(C16)

where
Lγ=0∏
n=0

(iη̂γ + n) = i η̂γ . Also at a→ 0 a = (kγ − k̂γ)/(2 k̂γ) and B = (β
JγSγ σ
Lγ tγ

+ i k̂γ)/(β
JγSγ σ
Lγ tγ

− i k̂γ).

Taking into account all the factors in front of the integral in Eq. (C11)

− i η̂γ k
Lγ
γ

[ −4 k̂2γ

([β
JγSγ σ
Lγ tγ

]2 + k̂2γ)(k
2
γ − k̂2γ)

]Lγ+1 1

BLγ+1

1

1− e−2πη̂γ

∮

C2

dx
xi η̂γ+Lγ

[(x− x1)(x − x2)]Lγ+1

=
2 π η̂γ

1− e−2πη̂γ
e
2 η̂γ arctan k̂γ/β

JγSγ σ

Lγ tγ

(kγ − k̂γ

2 k̂γ

)i η̂γ 1

Lγ !

1

iη̂λ

Lγ∏

n=0

(iη̂γ + n)χ
JγSγ σ
Lγ tγ

(k̂γ). (C17)

Let us consider the integral over C3. In this integral the contour goes along the circumference with |x| = 1. Hence,
along C3 x = ei ϕ and dx = i dϕei ϕ.

− 1

1− e−2πη̂γ

∮

C3

dx
xi η̂γ+Lγ

[(x− x1)(x− x2)]Lγ+1

a→0
= −i 1

1− e−2πη̂γ
(−aB)Lγ+1

2π∫

0

dϕe−ηγ ϕ

= i (−1)Lγ (aB)Lγ+1 1

η̂γ
. (C18)

Taking into account the factors in front of the integral in Eq. (C11) we get

− i η̂γ k
Lγ
γ

[ −4 k̂2γ

([β
JγSγ σ
Lγ tγ

]2 + k̂2γ)(k
2
γ − k̂2γ)

]Lγ+1 1

1− e−2πη̂γ

∮

C3

dx
xi η̂γ+Lγ

[(x− x1)(x− x2)]Lγ+1

a→0
= −χJγSγ σ

Lγ tγ
(k̂γ). (C19)
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Then we arrive at the final equation of this Appendix defining the on-shell limit of the Coulomb-modified form
factor for the separable form factor (C7):

g
JγSγ σ
Lγ tγ

(kγ) = χ
JγSγ σ
Lγ tγ

(kγ)− i η̂γ k
Lγ
γ

[ −4 k̂2γ

([β
JγSγ σ
Lγ tγ

]2 + k̂2γ)(k
2
γ − k̂2γ)

]Lγ+1 1

BLγ+1

1∫

0

dx
xi η̂γ+Lγ

[(x − x1)(x − x2)]Lγ+1

kγ→k̂γ

=
2 π η̂γ

1− e−2πη̂γ
e
2 η̂γ arctan k̂γ/β

JγSγ σ

Lγ tγ

(kγ − k̂γ

2 k̂γ

)i η̂γ 1

Lγ !

1

iη̂λ

Lγ∏

n=0

(iη̂γ + n)χ
JγSγ σ
Lγ tγ

(k̂γ), k̂γ > 0. (C20)

Thus we have shown that the Coulomb-modified form factor has a branching point singularity at kγ = k̂γ . This
Coulomb-modified form factor is needed to calculate the amplitudes of the diagrams describing the proton and
nucleus transfer, see Eq. (97). Assume that the Coulomb-modifed form factor is gσζα(kα), which has the on-shell

singularity at kα = k̂σα, where k̂
σ
α =

√
2µα (ẑα − ǫρ), ẑα = z − p2α/(2Mα). Then we can rewrite Eq. (97) as

R
σσ (i)L
ζβ ζα

(p′β, pα; z) = R
′ σσ (i)L
ζβ ζα

(p′β , pα; z) = δβα c
σ ∗
ζβ c

σ
ζα

1

2

1∫

−1

dxPL(x)
k−Lα
α k

′−Lβ

β χσ ∗
ζβ

(k′β) g̃
σ
ζα
(kα)

[
ẑα − ǫρ − k2α/(2µα)

]1−iη̂α
, i = 0, 1, 2,

(C21)

where g̃σζα(kα) is regular at kα → k̂σα. Thus the integrand, owe to the presence of the Coulomb-modified form factor,
has a branching point singularity rather than a pole and the integral can be easily regularized using the Gel’fand-
Shilov method [23] applied earlier. Note that, although derivation of Eq. (C20) has relied on the explicit form (C7)

of the separable form factor χ
JγSγ σ
Lγ tγ

(kγ), the result is nevertheless valid for arbitrary nonsingular at the origin form

factor since any such form factor can be represented as linear combination of functions of type (C7). Thus we have
demonstrated that the Coulomb-modified form factor does not create any problems in practical calculations.

Finally, it is worth mentioning that the on-shell limit of the Coulomb-modified form factor at k̂γ = 0 for Lγ = 0 was

found in [17]: g
SγSγ

0 tγ
(kγ)

kγ→0∼ k2γ , that is the Coulomb-modified form factor vanishes at the on-shell limit at k̂γ = 0.

Similar consideration can be done for Lγ > 0.

Appendix D: Pole singularity of the triangular exchange diagram and Coulomb renormalization of its
strength

In the previous section we considered the Coulomb-modified form factor and how the presence of the off-shell
Coulomb scattering amplitude affects it. The off-shell Coulomb scattering amplitude also is needed to calculate the
direct and exchange triangular diagrams. The discussion of the direct triangular diagram has been done in Section
V. Here we consider the exchange triangular diagrams shown in Figs 9 and 10.
In this section we show that there is a pole singularity of the exchange triangular diagram, which allows us to

rewrite the amplitude of this diagram as the renormalized pole neutron transfer diagram plus the nonsingular at the
pole term. To show it let us consider, for example, the amplitude of the exchange triangular diagram shown in Fig.
9. For simplicity, we neglect the orbital momenta in the three-ray vertices and the spins, although the final result,
which we present below, is valid for the general case. The amplitude of the exchange triangular diagram is given by

Z(4)(p′
β ,pα) =

∫
dpγ

(2 π)3

χ∗
β(pγ +

mγ

mαγ
p′
β)

k̂2β − (pγ +
mγ

mαγ
p′
β)

2
TC
γ (k′

γ ,kγ ; ẑγ)
χα(pγ +

mγ

mβγ
pα)

k̂2α − (pγ +
mγ

mβγ
pα)2

, (D1)

where α = 1, β = 2 and γ = 3; k̂2α = 2µα ẑα and ẑα = z − p2α/(2Mα); k̂2β = 2µβ ẑβ and ẑβ = z − p′
2
β/(2Mβ);

pγ +
mγ

mβγ
pα and pγ +

mγ

mαγ
p′
β are the relative momenta of particles in the three-ray vertices (βγ) → β + γ and

(αγ) → α+ γ in the triangular diagram. Also kγ = pα + (mα/mαβ)pγ

(
k′
γ = −p′

β − (mβ/mαβ)pγ

)
is the relative

momentum of particles α and β on the diagram before (after) the Coulomb scattering with the transfer momentum
in the four-ray vertex ∆′

α = kγ − k′
γ = pα + p′

β + pγ (see also Eq. (110)).
The closest to the physical region and the strongest singularity of the triangular diagram is the one generated by

the coincidence of the singularities of the propagators k̂2α − (pγ +
mγ

mβγ
pα)

2 = 0 and k̂2β − (pγ +
mγ

mαγ
p′
β)

2 = 0 and the

forward singularity of the off-shell Coulomb singularity ∆′
α = 0 of the Coulomb scattering amplitude. To show how
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these singularity of the exchange triangular diagram appears and to simplify consideration we replace the off-shell
Coulomb scattering amplitude TC

γ (k′
γ ,kγ ; ẑγ) of particles α and β by the Born Coulomb amplitude, which is the

Fourier transform of the Coulomb potential 4 π/∆′2
α. Then the amplitude of triangular exchange diagram simplifies

to

Z(4)(p′
β ,pα) = 4 π Zβ Zα e

2

∫
dpγ

(2 π)3

χ∗
β(pγ +

mγ

mαγ
p′
β)

k̂2β − (pγ +
mγ

mαγ
p′
β)

2

1

∆′2
α

χα(pγ +
mγ

mβγ
pα)

k̂2α − (pγ +
mγ

mβγ
pα)2

= 4 π Zβ Zα e
2

∫
d∆′

α

(2 π)3
χ∗
β

(
∆′

α − k′
β

)

k̂2β − (∆′
α − k′

β)
2

1

∆′2
α

χα

(
∆′

α − kα

)

k̂2α − (∆′
α − kα)2

, (D2)

where we used the substitution pγ = ∆′
α − pα − p′

β . Also kα = p′
β + (mβ/mβγ)pα is the relative momentum of

particles β and γ in the three-ray vertex (βγ) → β + γ in the diagram of Fig. 1, with α = 1, β = 2 and γ = 3.
Similarly k′

β = pα+(mα/mαγ)p
′
β is the relative momentum of particles α and γ in the three-ray vertex (αγ) → α+γ

of the same diagram. Now we rewrite

k̂2α − (∆′
α − kα)

2 = σα + 2∆′
α · kα −∆′2

α = σα
[
1 + 2 t · kα − σα t

2
]
, (D3)

where we introduced σα = k̂2α − k2
α and used the substitution

∆′
α = σα t. (D4)

Similarly

k̂2β − (∆′
α − k′

β)
2 = σα

[µβ

µα
+ 2 t · k′

β − σα t
2
]
. (D5)

Here we took into account that from the energy-momentum conservation in both three-ray vertices of the diagram in
Fig. 1 follows

σβ =
µβ

µα
σα. (D6)

Because we consider the singularity of the exchange triangular diagram generated by the coincidence of zeroes of
three denominators (pinch-point singularity) in Eq. (D2), we use the substitution (D4) obtaining in the leading order

Z(4)(p′
β ,pα)

σα→0
= = 4 π Zβ Zα e

2
[χ∗

β

(
− k′

β

)
χα

(
− kα

)

σα

] ∫
dt

(2 π)3
1

µβ

µα
+ 2 t · k′

β

1

t2
1

1 + 2 t · kα
. (D7)

Thus we have shown that the strongest singularity of the amplitude of the exchange triangular diagram is a pole
singularity at

σα = 0. (D8)

The same singularity has the pole diagram in Fig. 1. Moreover

Z(0)(p′
β ,pα) ∼

[χ∗
β

(
− k′

β

)
χα

(
− kα

)

σα

]
(D9)

in Eq. (D7) is the amplitude of the pole diagram (we neglect the spins and angular momenta). We can conclude
from the simple consideration presented here that near the singularity (D8) the amplitude of the exchange triangular
diagram behaves as renormalized amplitude of the pole diagram in Fig. 1:

Z(4)(p′
β ,pα)

σα→0
= DZ(0)(p′

β ,pα) + Z(4)
reg(p

′
β ,pα), (D10)

where D is the renormalization factor determining the strength of the pole singularity. The additional term

Z
(4)
reg(p′

β ,pα) is regular at σα = 0.

A general expression for the renormalization factor for the exchange triangular diagram containing the full TC
γ

Coulomb scattering amplitude rather than the Born Coulomb amplitude was obtained in [27–29]. Summing up the
neutron transfer pole diagram and the corresponding exchange triangular diagram we obtain the renormalized pole
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diagram plus the additional term from the exchange triangular diagram, which is regular at σα = 0. For the diagram
in Fig. 9 the renormalization factor, which determines the strength of the pole singularity of the triangular exchange
diagram, is

Dσ
βζβ αζα = −1 +

[√−mβγmα(ẑα − ǫσ) +
√
−mαγmβ(ẑβ − ǫσ) + i

√
mγmβαẼσ

βζβαζαα

√
−mβγmα(ẑα − ǫσ) +

√
−mαγmβ(ẑβ − ǫσ)− i

√
mγmβαẼσ

βζβαζα

]iηβα

, (D11)

Ẽσ
βζβ αζα = Eσ

βζβ αζα +
M
mβα

[p′2β − q′
2
β

2mβ
+
p2α − q2α
2mα

]
, (D12)

Eσ
βζβ αζα =

M
mβα

(E + i 0)− mαγ

mβα
Êβnβ

− mβγ

mβα
Êσ

αnα
, (D13)

ηβα =
Zβ Zα e

2 µβα√
2µβα Ẽσ

βζβ αζα

. (D14)

ẑα = z − p2

α

2Mα
, ẑ = z − p′2

β

2Mβ
, and M = mα +mβ +mγ . For the diagram in Fig. 10

Eσ
βζβ αζα =

M
mβα

(E + i 0)− mαγ

mβα
Êσ

βnβ
− mβγ

mβα
Êαnα

. (D15)

Thus we have shown that the off-shell Coulomb scattering amplitude doesn’t cause any problem in calculation of
the exchange triangular diagram.
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