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Neutron reactions that produce alpha-particles have been investigated experimentally and ana-
lyzed by reaction model calculations for incident neutron energies from threshold to 150 MeV on
elemental chromium and iron. The cross sections were measured at the Los Alamos Neutron Sci-
ence Center by direct observation of alpha-particles. Previous data on isotopes °Co and %%%°Nij
were also included in the analysis. The model calculations are made for both statistical decay and
pre-equilibrium processes. This study particularly focuses on the pre-equilibrium cluster emission,
which is described by the clustering exciton model of Iwamoto and Harada. We calculate the alpha-
particle formation factors numerically without any approximations that appeared in the original
model. The model parameter AR, the nuclear surface area where the pickup reaction may occur, is
determined by fitting the calculated alpha-particle energy spectra to experimental data. The calcu-
lated alpha-particle production cross sections agree well with the measured data, except for the Cr
case. With a simple sensitivity study for the level density parameters, it is reported that relatively
small changes in the level density parameters improve reproduction of experimental data signifi-
cantly. Our realistic model calculations for the pre-equilibrium process shed light on uncertainties
in the nuclear level densities in the statistical decay calculation.

PACS numbers:

I. INTRODUCTION

sion is limited. The phenomenological models proposed

A long-standing problem exists in the model predic-
tion of composite-particle production cross sections in
nucleon induced nuclear reactions. We can partially as-
cribe this problem to the pre-equilibrium model calcula-
tion where our knowledge of the composite particle emis-
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by Kalbach [1, 2] describe a nucleon-transfer reaction
process accounting for phase-space, in which many ad-
justable parameters are involved to fit experimental par-
ticle energy spectra. Although a global parameterization
is reported [1, 3], extrapolation of the global parameters
beyond the experimental range requires caution. The
alpha-particle exhibits a typical clustering nature where
four nucleons are tightly bound. The clustering exci-
ton model proposed by Iwamoto and Harada [4] simu-
lates the pickup process by nucleons, where both bound
and unbound nucleons are involved in the reaction. The



Iwamoto-Harada model calculates the overlap integral of
wave functions for the alpha-particle and four nucleons
near the nuclear surface in the phase-space, and conse-
quently it yields the alpha-particle formation factor that
is used for calculating the alpha-particle emission proba-
bilities in the exciton model [2]. The original calculation
made by Iwamoto and Harada employed a root-mean-
square (rms) approximation [4] where no correlations ex-
isted between the coordinates in the phase-space, which
consequently leads to a systematically larger nuclear sur-
face region [4, 5] as will be shown in this paper. Zhang et
al. first performed the exact calculation of the forma-
tion factors [6]. They reported an explicit and useful
computational approach for the multiple phase-space in-
tegration of the wave functions. However, they did not
impose the radial condition that defines the surface re-
gion where the pickup process occurs. In addition, there
were no discussions on the difference between the ap-
proximated and exact calculations. The difference might
be compensated by modifications of the adopted model
parameters, a possibility which will be discussed in this
paper.

The purpose of this study is to advance the cluster-
ing exciton model calculation for the alpha-particle emis-
sion. The applicability of the pre-equilibrium model is
investigated through comparisons with our experimental
(n,xa) cross sections for chromium, iron and isotopes
% Co and °%%9Ni. Alpha-particle emission takes place
in both the compound reaction and the pre-equilibrium
processes, which are clearly separated by the reaction
time-scale. The fraction of the pre-equilibrium emission,
as we discuss in this paper, is important for determining
the energy spectra of the emitted alpha-particles, and
also constrains the prediction of the total alpha-particle
production cross sections. This study is also motivated
by an application in nuclear technology. It is known that
the radiation damage of materials is strongly related to
the accumulation of helium gas produced by the (n,za)
reaction. There are (will be) nuclear applications that in-
volve high neutron (or proton) fluences such as in nuclear
fission reactors and, in the future, fusion reactors and also
at accelerator-based facilities. Therefore, it is important
to evaluate alpha-particle production cross sections in or-
der to understand mechanical properties of material un-
der irradiation conditions. The target nuclei we chose are
important as structural elements in those nuclear appli-
cations.

The calculation is based on the Hauser-Feshbach code
GNASH [7]. The exciton model [2] is incorporated
into the code to calculate the pre-equilibrium process.
When an incident nucleon energy is so high that more
than one exciton is in the continuum, multi-particle pre-
equilibrium emissions [8] occur. These models tend to
predict the energy spectra of secondary nucleons and
total nucleon production cross sections fairly well, as
they are frequently used in the nuclear data evalua-
tions [9]. For the pre-equilibrium composite-particle
emissions, GNASH employs the model of Kalbach [2].

In this work, instead the clustering model of Iwamoto-
Harada is incorporated into GNASH to calculate pre-
equilibrium alpha-particle emission. We perform the
clustering calculations without the rms approximation,
where we impose the surface condition to the phase-space
integration. We optimize the pre-equilibrium and the
clustering model parameters simultaneously by compar-
ing with experimental proton and alpha-particle energy
spectra, and obtain a local but unique parameter set in
the mass region we are interested in.

Experimental (n,za) data exist for several reactions
on the target nuclei of this report. Because we are con-
centrating on incident neutron energies above 14 MeV,
we will show comparisons of calculations with data in
this region that come from three laboratories. The com-
plete alpha-particle production cross sections, including
the evaporation alphas at low energy, were measured for
a wide range of incident neutron energies with the spal-
lation neutron source at Los Alamos Neutron Science
Center (LANSCE). These data cover the energy range
from the threshold to 50 MeV for *°Co and °®%°Ni, and
to 100 MeV for elemental Cr and Fe, where the pickup
mechanism is dominant. The data for **Co have been
published with experimental details previously [10] and a
preliminary was made for the nickel isotopes [11, 12]. The
cross sections for Cr and Fe were newly measured by fol-
lowing the same experimental technique (though prelim-
inary data have reported elsewhere [13]). There is good
agreement of these data with the many measurements
made with a variety of techniques and reported in the
literature at 14 MeV, and with a smaller number of mea-
surements at lower energies. In this paper, we first give
a summary of those our LANSCE experiment. At other
laboratories, partial alpha-particle spectra that concen-
trate on the pre-equilibrium part of the spectra were mea-
sured in detail at principally at 62.7 MeV, and with larger
statistical errors, at energies from 25 to 53 MeV on iron
and cobalt [14]. Also a detailed monoenergetic measure-
ment on iron was made at 96 MeV [15].

The present work is part of a research study conducted
by numerous groups over the years to better understand
higher energy neutron-induced charged particle produc-
tion, with the goal of advancing our knowledge of the nu-
clear reaction mechanisms and the nuclear level densities
involved, and providing evaluated data for applications.
In addition to the aforementioned applications in gas pro-
duction and material damage, other applications include
neutron heating (kerma) for radiation therapy [16, 17]
and single-event upsets [18, 19].

II. EXPERIMENTAL SUMMARY

The experimental approach for the new data reported
here has been described previously for measurements on
®Co [10]. The experiments were carried out at the
Weapons Neutron Research (WNR) facility of LANSCE
where neutrons are produced by spallation reactions of



the bunched 800-MeV proton beam on a tungsten tar-
get. The neutrons produced at 90-degrees were colli-
mated and then were incident on samples of elemental
chromium, iron and isotopically enriched samples 5®Ni
and %°Ni. For Fe, the detection apparatus was moved to
a 15-degree flight path to enhance the flux of high energy
neutrons.

The targets used were self-supporting metal foils ap-
proximately 10 cm in diameter with thicknesses as fol-
lows: "%Cr( 18.8 and 36.5 mg/cm?), "*Fe (6 thicknesses
from 2.36 to 39.5 mg/cm?, 99%), 58Ni (3.38 mg/cm?,
99.66%) and %°Ni (2.98 mg/cm?, 99.79%). The thinner
chromium sample was thick enough to stop the lowest
energy alpha-particles that would have transited the full
thickness, and so a correction was made for these unob-
served alpha-particles. Alpha-particles produced on pos-
sible contaminants such as oxygen and carbon were not
observed on any of the samples.

Charged particles resulting from neutron-induced re-
actions were detected by 4 counter telescopes each con-
sisting of a proportional counter, a 500-micron silicon
surface barrier detector, and a CsI(T1) scintillator. With
conventional AE-FE data acquisition, the alpha-particles
were identified. The telescopes were placed at 30, 60,
90 and 135 degrees relative to the direction of the inci-
dent neutron beam. For measurements of alpha-particle
production in this energy range, nearly all of the alpha-
particles stopped in the silicon detectors, which were
thick enough to stop 33 MeV alphas. Alpha-particles
with greater energy penetrated the silicon, but had low
energy afterwards and therefore were not detected reli-
ably in the CsI(T1) detectors. These penetrating alpha-
particles could be identified by their signals in the pro-
portional counter and the silicon detector. Therefore,
although the alpha-particle spectra were not measured
well for alphas over 33 MeV, the number of alphas could
be measured reliably for the full spectrum, even if it ex-
tended beyond 33 MeV. Low energy alpha-particles were
measured well with the thin samples and the good per-
formance of the low-pressure gas proportional counters.
This latter capability differentiates these measurements
from those of other laboratories as reported in the lit-
erature [14, 15, 20] for the measurement of the total
alpha-particle production. As this report focuses on pre-
equilibrium reactions, the spectra measured below 15-
MeV incident neutron energy will be discussed in terms
of the statistical nuclear reaction model in a subsequent
publication [21].

Alpha-particle emission spectra were measured and
then integrated over both emission energy and angle to
produce the total alpha-particle production cross sec-
tions. Because the detectors obtained data at only 4
angles, and because the angular distribution of the alpha-
particles, a systematic uncertainty of 15% was included
in the angle-integrated cross sections.

III. THEORETICAL APPROACH
A. Computational Framework
1. Alpha-particle Formation Factors

The idea of a clustering model for pre-equilibrium
emission was originally proposed by Iwamoto and
Harada [4]. In this model, alpha-particle formation fac-
tors are calculated from the overlap integral between the
wave functions of alpha-particle and four nucleons. It is
symbolically expressed as (oo x () (R)|¢1p2¢3¢4) where
¢q and x(¢@)(R) denote the intrinsic and the center-of-
mass wave functions of alpha-particle, and ¢, . 4 the
wave functions of the single-particles. Numerically, the
formation factor is calculated by the multiple integrations
over the phase-space,

1 3
E,m(ea) = W/Sll_lldgldp&’ (1)

where the coordinates (Ezypgi)i:l,g,g are introduced to
describe relative motions of two N-N and one 2N-2N
systems. The integration ranges are determined by the
ground-state Hamiltonian of the alpha-particle under
the conditions p;—x1,...;) = Pfs Pj(=i+1,..,4) < Py and
Ti(=1,...,4) < Rres+ AR, where py is the strength of Fermi
momentum, R,..s the radius of the residual nuclei. The
symbol AR defines the nuclear surface where a pickup
reaction may occur. This is a major parameter of this
model, and determines the overall behavior of the forma-
tion factors that meet the condition

> Fim(ea) < 1. (2)

l+m=4

In this study, the formation factors are calculated ex-
actly by a numerical multiple integration. We follow the
computational approach of Zhang et al. [6] but impose
the condition of ry—y, . 4) < Rpes + AR. The original
calculation [4] had been performed under the rms ap-
proximation where no correlations existed between the
coordinates in the phase-space. The differences between
those two calculations (with/without the approximation)
are illustrated for F1’3, FQ’Q, Fg)l and F4)0 in Flg 1 as
a function of the emitted alpha-particle energy. Those
calculations were made for ®**Co under the condition of
AR = 1.0 fm, which was assumed in the original work.
The approximation and exact calculations exhibit the
same behavior, but the absolute values are apparently
different. One may also notice that the high-energy tail
lingers in the exact calculation, while it suddenly drops
to zero at rather lower energies in the approximate calcu-
lation. In our data analysis, we consistently use the ex-
act calculations of Eq. (1), which avoids any deficiencies
coming from the rms approximation as shown in Fig. 1.
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FIG. 1: The formation factors of alpha-particle Fj,,. The
solid and dashed curves correspond to the calculations ob-
tained by the exact integration and the rms approximation,
respectively. Those calculations are for °°Co under the condi-
tion of AR = 1.0 fm, keeping the other parameters the same.

2. Pre-equilibrium Model with Clustering

In the exciton model, the angle-integrated particle
emission cross sections are calculated by summing up the

J

Z Flm 6(1

W (p,hyea) = tmt

contributions from n(= p 4+ h) exciton states as

do
E = Ocn zn: W, (n7 €)P n (3)

where the total reaction cross sections o., is given by
the optical model. The symbol P(n) stands for the time-
integrated occupation probability for the exciton stages.
In GNASH, P(n) is calculated with the closed form ap-
proximation [2]. The (p, h) pair creation rate A" (p, h, E)
is given by

SE—Ey(p+1,h+1)}°

g
M2
2(n+1) ’

X, ) = T

(4)

where, E,(p, h) = [max(p, h)]?/g is Pauli energy, the pa-
rameters M2 and g denote the average matrix element
for two-body interaction and the inverse of the single-
particle level spacing, respectively. The nucleon emis-
sion rates are calculated allowing those from the auxiliary
(p— h # 1) configurations [2]. Similarly, we compute the
emission rate of alpha-particle by introducing the forma-
tion factor Fj ,,(eq) as
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where the symbol o, denotes the inverse reaction cross
sections which is calculated from the optical model, and
1o stands for the reduced mass. The single-particle state
density w(p, h, E) is given with the finite well depth cor-
rection [22, 23] as w(p, h, E,0) f(p, h, E, V). The infinite
expression is in Williams’ form [24], and the finite cor-
rection factor is given by

— Zzh;(ni <ZL) (E

f(p,h,E,V)

n—1
;V) O(E —iV).

max

2/

ZTFV

do
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The potential well depth V is set to 38 MeV, except for
the initial stage where it is treated as a parameter due
to the surface localization effect [25]. The code allows
multiple particle emission in the pre-equilibrium stage
with a simplified method [8]. In the present work, we
also made it possible to calculate alpha-particle emission
from the excited residual nuclei that were produced by
the primary nucleon emission. It is given by introducing
the formation factor as

“LhU — ey —
w(p, h,U)

B)
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The excitation energy spectrum do/dU is defined for the
residual nuclei, which are produced by the primary neu-
tron (7) or proton (v) emission. The s-wave transmission
coefficient T, (€,) is calculated by using the Gamow fac-
tor [26].

B. Model Parameters
1. Optical Model Potential

The choice of optical model potential (OMP) is impor-
tant in order to obtain reliable calculations. We employed
a consistent coupled-channels local/global OMP [27] for
both incoming and outgoing nucleons. The OMP cov-
ers the range of the present analysis as it is optimized in
medium-to-heavy nuclei for induced nucleon energies up
to 200 MeV. The optical model calculation is performed
with the OPTMAN code [28] for nucleons, as in Ref. [27].

For outgoing alpha-particles, we adopted the recent
version of the global OMP of Avrigeanu et al [29, 30].
Calculations are done using the ECIS code [31] assuming
the spherical model. In general, the OMP of charged-
particles are obtained above several tens of MeV where
the experimental data of elastic-scattering cross sections
are available. Avrigeanu et al. also validated their OMP
in the low energy region by comparing the calculated
(a,n), (a,p) and (a,7) cross sections with available ex-
perimental data.

2. Level Density Parameters

It is important to assume physically reasonable level
densities for all compound and residual nuclei in the
Hauser-Feshbach calculation. The level density is calcu-
lated with the Gilbert and Cameron form [32], where the
constant temperature model is used in the low excitation
energy region, and the Fermi-gas model is used in the
higher region. These two models are connected smoothly
at a matching energy that is determined by the Fermi-
gas parameter a and the experimental low-lying levels.
The Fermi-gas parameter is calculated in the expression
of Ignatyuk et al. [33],

a(U) = a*{l + {1 - exp(vU)} ‘S;V} (8)

where the shell effect is considered by §W, which is
washed out as the excitation energy U increases. The
value of §W is obtained by subtracting the liquid-drop
mass calculated by Myers and Swiatecki formula [34]
from the experimental one. We keep the damping fac-
tor as the original work of Ignatyuk et al., v = —0.054,
while the asymptotic level density parameter a* is set to
Arthur’s systematics [7], a* = 0.1375A — 8.36 x 107> A2
with a spin cutoff function o(U)? = 0.0888A4%/3V/al.
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FIG. 2: Arthur’s systematics for the asymptotic level density
parameter a* which is compared with the same values deduced
from the experimental Dy in the mass range A =40 — 65. The
dashed lines represent our rough estimate of the uncertainty
band.

Figure 2 shows a* with the systematics and those de-
duced from the experimental Dy values (the average res-
onance spacing for s-wave neutrons) that were taken from
the latest compilation by Mughabghab [35] in the mass
range A = 40 — 65. This systematics is reasonable as it
reproduces average behavior of the experimental Dy val-
ues. However, the experimental Dy values scatter in the
range +1.3 / —0.8 MeV !, which is shown by the dashed
lines in the figure.

3. Pre-equilibrium Model Parameters

The average matrix element M? of Kalbach [36], which
is defined as a function of the exciton energy and the
composite mass, has a normalization constant K treated
as an adjustable parameter. The effective potential well
depth V' is taken from the global pre-equilibrium anal-
ysis of Koning and Duijvestijn [3]. Although Kalbach’s
formulations [25, 37], include the V' parameter, Koning
and Duijvestijn obtained V for wider nuclear mass and
energy ranges. The effective potential well depth gives a
better reproduction of the high-energy end of experimen-
tal spectra. For the single-particle state density parame-
ter, we adopted g = 6a(U) /w2, where the symbol a(U) is
the energy dependent Fermi-gas level density parameter
defined in Eq. (8).

The experimental (n, zp) pre-equilibrium spectra were
reported by Nica et al. [38] for 59Co at various inci-
dent energies from 25.5 to 62.7 MeV. Similar measure-
ments were reported by Slypen et al. [20] for elemen-
tal Fe. The parameter K, the normalization constant
for M2, is determined so as to reproduce average behav-
ior of those experimental data. It should be noted that
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FIG. 3: Angle-integrated (n,zp) spectra for a) *?Co and
b) elemental Fe at incident energies of 31.5, 41.0, 53.5 and
62.7 MeV. The present calculations are compared with the
experimental data of Nica et al. [38] for *Co and Slypen et
al. [20] for Fe.

this parameter is totally independent of the clustering
model parameters. According to this analysis, the value
of K = 180 MeV? gives reasonable fits to the experi-
mental data without any incident energy or target mass
dependencies.

Figure 3 shows the calculated (n, zp) spectra for 59Co
and elemental Fe at the incident energies of 31.5, 41.0,
53.5 and 62.7 MeV. The calculated results reproduce
measured data fairly well once M? is well determined.
Taking the same pre-equilibrium parameters, similar
agreements are achieved at all the incident energies. This
is also confirmed by comparing with the experimental
spectra of Fe(n,zp) at 96 MeV reported by Blideanu et
al. [15]. One can see an underestimation at the high-end
of spectra in Fig. 3. The reason is not so clear yet, but
this is partly due to unknown experimental energy reso-
lutions, as the data points sometimes exceed the reaction
Q-value.

4. Clustering Model Parameters

We described the ground-state Hamiltonian of the
alpha-particle by the harmonic-oscillator model in accor-
dance with the original work of Iwamoto and Harada.
The harmonic-oscillator parameter is chosen to give the
rms of 1.6 fm, which is consistent with the experimental
value. For the Fermi energy, we take 38 MeV irrespec-
tive of the nucleus. The radius of residual nuclei is set to
Ryes = 1.5AY/3 fm as assumed in the original work.

The pickup radius AR is treated as an adjustable
parameter since it substantially determines the abso-
lute magnitude of spectra. This value is determined to
give an overall description of experimental (n,z«a) pre-
equilibrium spectra, while keeping the other parameters
untouched. We use the measured (n,za) spectrum data
of Nica et al. [38] for ®**Co and Slypen et al. [20] for ele-
mental Fe. Although they were not able to discriminate
helium-3 from the alpha-particle events in some cases,
this is not a serious problem since (n,2*He) cross sec-
tions are very small in general. According to the present
analysis, the value of AR is found to be 0.75 fm for both
%9Co and Fe, and no significant energy dependence is ob-
served. We confirmed this by comparing our calculation
with the experimental data of Fe(n,za) at 96 MeV re-
ported by Blideanu et al. [15]. In general, the pickup
mechanism takes place in the vicinity of the nuclear sur-
face, and the AR value obtained implies that the reac-
tion likely occurs at a distance roughly half the size of
an alpha-particle from the surface. Also, the value is
similar to the nuclear diffuseness range where nucleons
are loosely bound. Those findings support the physical
picture of the reaction process as originally described by
Iwamoto and Harada.

As examples, the calculated (n,xz«a) spectra are shown
at 41.0 and 62.7 MeV in Fig. 4, together with the experi-
mental data. In those calculated spectra, the largest con-
tribution from the different configurations is of (I,m) =
(1,3) at the (p,h) = (2,1) state. This situation is also
illustrated in the original paper. The calculated spec-
trum reproduces measured data fairly well once AR is
optimized. The use of AR = 1.0 fm could be reasonable
in the rms approximation. However, it overestimates the
alpha-particle emission when the integration is performed
exactly as shown in Fig. 4 (a). Therefore, the deficiency
in the rms approximation is compensated by artificially
increased AR values.

IV. COMPARISON BETWEEN MEASURED
DATA AND CALCULATIONS

Our model calculations extend all the way up to
150 MeV, which is beyond the energy range of experi-
mental data, to see the behavior of the calculations. The
model parameters adopted are described in Sec. IIIB.
Because we did not perform an individual optimization
for each cross section, the calculations presented in this
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FIG. 4: Angle-integrated (n,za) spectra for a) *°Co and b)
elemental Fe at incident energies of 41.0 and 62.7 MeV. The

present calculations are compared with the experimental data
of Nica et al. [38] for **Co and Slypen et al. [20] for Fe.

section are rather global predictions with a common set
of model parameters.

A. %Co

The model calculation is compared with the experi-
mental data for ®*Co in Fig. 5. The alpha-particle pro-
duction cross sections were measured at LANSCE up to
50 MeV, and the details of the experiment are reported
elsewhere [10]. In this figure, the dotted curve plots only
the primary pre-equilibrium cross section (Eq. (3) and
(5)), while the dot-dashed curve shows the cross section
which includes the multiple process (Eq. (3), (5) and
Eq. (7)). Our calculated total alpha-production cross
sections reproduce the experimental data very well. As
the incident energy increases, the statistical decay cross
section becomes much larger than the pre-equilibrium
process as plotted by the dot-dot-dashed curve, because
more channels that produce alpha-particles open up.
Nevertheless, the pre-equilibrium process is still impor-
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200? Total
S 150
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o 100k L
100~
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FIG. 5: Calculated (n,za) cross sections for *°Co which are
compared with the experimental data of Grimes et al. [10].
The total production cross sections are the sum of those from
the multiple pre-equilibrium and the statistical decay pro-
cesses.

tant above 10 MeV to give the total alpha-particle pro-
duction cross sections that are consistent with the exper-
imental data. It should be noted that the pre-equilibrium
component reaches about 35% of the total amount in the
energy range from 15 to 30 MeV. The pre-equilibrium
emission reaches a maximum at about 30 MeV, and
it then decreases gradually. The decreasing tendency
mainly comes from the total reaction cross section de-
creases with neutron energy, as given in Eq. (3), although
the other model parameters may give similar energy de-
pendencies.

The calculated total alpha-particle production cross
section increases rapidly near the threshold energy, and
the slope becomes rather gentle above 50 MeV where
no experimental data are available. The extrapolated
cross sections above 50 MeV were validated against the
experimental data of Fe and Cr, which will be shown
later. In the high energy region, the nuclear structure
effect becomes less important, hence we expect that the
alpha-particle production cross sections for all structural
materials may exhibit a similar tendency.

At higher energies, the largest contribution to the to-
tal alpha-particle production is from the statistical de-
cay stage, which does not imply that the pre-equilibrium
process is just a correction. The alpha-particles emitted
during the pre-equilibrium stage remove some amount
of the total excitation energy, results in changes in the
statistical emission of all particles.

Our calculation reproduces not only the total alpha-
particle production cross sections but also the available
experimental data for the other reaction channels simul-
taneously, without any individual tuning to these cross
sections. Figure 6 shows the calculated cross sections
for the (n,n’), (n,2n), (n,a) and (n,na) reactions from
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FIG. 6: Present calculations of a) (n,n’), (n,2n) and b)
(n,q), (n,na) cross sections for **Co from threshold ener-
gies to 25 MeV which are compared with the experimental
data taken from the other works [39-41]

their threshold energies to 25 MeV, compared with the
experimental data [39-41]. Some of the experimental
data shown in Fig. 6 were obtained with the activation
method, which we often believe to be reliable. In gen-
eral, the neutron emission channel, such as the (n,n’)
and (n,2n) reactions, has the largest fraction in the to-
tal reaction cross section oy, while the charged particle
emission channels are suppressed by the Coulomb bar-
rier. Our calculated cross sections reproduce these ex-
perimental data at the same time, as well as the total
alpha-particle production cross sections, which suggests
that our nuclear reaction modeling and all the model pa-
rameters involved are reasonable for neutron reactions on
%Co and on neighboring nuclei.

B. 58,60Ni

Figure 7 shows the alpha-particle production cross sec-
tions for °®Ni and %°Ni. The dashed curves show the
evaluated cross sections in ENDF/B-VIL.0 [9]. The frac-

tion of the pre-equilibrium emission is similar to the case
of 9Co — it is smaller than the statistical decay cross
sections, but it still has an important contribution to the
total alpha-particle emission. Generally, agreement be-
tween the calculated excitation functions and the exper-
imental data is reasonable in both isotope cases. An ap-
parent underestimation can be seen in Fig. 7-a) where the
calculation tends to be out of the range of experimental
uncertainties around 15 MeV for ®8Ni. It is not difficult
to adjust our calculations to the experimental data by
modifying the level density parameters in the statistical
decay process, as they have relatively large uncertainties
that are shown in Fig. 2. Nevertheless, the comparisons
in Fig. 7 provide important information on our predic-
tion capabilities including uncertainties in the calculated
cross sections.

To understand the reason of the underestimation in
%Ni(n, ra) — a bump near 15 MeV — we looked into
different reaction channels that produce alpha-particles,
i.e., (n,a), (n,na) and (n,pa). The calculated cross
sections are compared with the available experimental
data [42, 43] from the threshold energies up to 25 MeV
in Fig. 8. The (n,«) cross section starts decreasing at
10 MeV where the (n,na) channel opens. However, the
(n, na) cross section does not rise so steeply that our cal-
culated total alpha-particle production cross section gives
the bump shape near 15 MeV. Below 15 MeV, the to-
tal alpha-particle production is equivalent to (n,«), but
our calculation is already lower than the experimental
data of Fessler and Qaim [42], and data from LANSCE.
This underestimation in (n,«) can be partly resolved by
increasing the asymptotic level density parameter a* of
%Fe by only 3%, which is shown by the dotted lines in
Fig. 8. It also increases the (n, na) and (n, pa) cross sec-
tions, which gives more reasonable (n,xa) cross sections
above ~ 15 MeV. The same adjustment might be pos-
sible if we decrease the level density parameter of ®Ni.
A comprehensive data fitting, which is not a scope of
this paper though, can be achieved by adjusting all level
density parameters simultaneously.

C. Elemental Cr and Fe

Figure 9 illustrates the cross sections for elemental Cr
and Fe. The dashed curves show the evaluated cross
sections in ENDF/B-VILO [9]. For the Fe case, the ear-
lier VII.0 evaluation was made by an eye-guide fitting to
our experimental data above 20 MeV. Our experimen-
tal data are in good agreement with those measured by
Matsuyama et al. [44] below ~15 MeV, and consistent
with 96 MeV data of Blideanu et al. [15] for Fe. We per-
formed the model calculations for all natural isotopes,
and summed them up by weighting the natural abun-
dances.

Both the experimental and theoretical excitation func-
tions for these nuclei exhibit a rather flat shape above
~ 50 MeV, and we expect similar shapes in the alpha-
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al. [12]. The total production cross sections are the sum of
those from the multiple pre-equilibrium and the statistical
decay processes.

particle production cross section for °?Co and °%:60Nj.
This gives us some confidence in using our model calcu-
lations to extrapolate the alpha-particle production cross
sections outside the experimental energy range in Figs. 5
and 7.

For the case of Fe, the calculated cross section agrees
fairly well with the experimental data. However, the
present calculation largely underestimates the experi-
mental cross sections above 10 MeV for Cr. Note that the
pre-equilibrium cross sections are included in this calcula-
tion, and give very similar contribution as shown in **Co
and %®%0Ni. If we increase the pre-equilibrium contribu-
tion to fit the experimental data, the model parameters
will be physically unacceptable. This problem is mainly
due to insufficient alpha-particle production in the sta-
tistical decay process from °2Cr (83.8% of the natural
abundance), as is discussed below.

In Fig. 10, the solid curves show the calculated cross
sections for the 52Cr(n,a) and (n,na) reactions up
to 25 MeV. Since there are no other major channels
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FIG. 8: Present calculations of (n,a), (n,na), (n,pa) and
(n,za) cross sections for “*Ni from threshold energies to
25 MeV, compared with the experimental data taken from
the other works [42, 43]. The dotted curves represent the
calculations with 3%-increased asymptotic level density pa-
rameter a* for **Fe.

that produce alpha-particles, the underestimation of
Cr(n,za) comes from those reactions. As we carried
out a simple sensitivity study of the level density for
58Ni, this underestimation is substantially improved by
increasing the asymptotic level density parameter a* for
4974 which is the residual nucleus of 52Cr(n, o) reaction.
As an example, we calculated reaction cross sections for
92Cr with 10%-increased a* for 4°Ti, and they are shown
by the dotted curves in Fig. 10.

Note that the change in the level density parame-
ter, +0.654 MeV !, is within the estimated uncertainty
shown in Fig. 2. In addition, this change in the level
density does not affect the other channels, because the
(n,a) cross sections are much smaller than the others
in general. This modification to the level density im-
proves Cr(n, za) cross sections significantly as illustrated
in Fig. 9 by the dotted curve. Although other parameters
involved in the decay sequence may change our calcula-
tions, the level density parameter of °Ti has the largest
sensitivity to the total alpha-particle production cross
sections in this case.

Once the alpha-particle production in the pre-
equilibrium process is calculated with the Iwamoto and
Harada model, the experimental total alpha-particle pro-
duction cross sections can be reproduced by relatively
small changes in the level density parameters. The
Iwamoto and Harada model has one adjustable parame-
ter AR, to which we assigned a constant value of 0.75 fm.
Through our analysis, it seems we can adopt the same
AR for different targets in this mass region. Certainly,
much attention must be paid to the level density param-
eters.
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10
V. SUMMARY AND CONCLUSION

We calculated alpha-particle production cross sections
with the statistical decay and pre-equilibrium models,
with an emphasis on pre-equilibrium cluster emission.
The overlap integral in the Iwamoto and Harada clus-
tering model was calculated numerically without the rms
approximation. The overall strength of pre-equilibrium
emission was determined independently by optimizing
the M? parameter to fit the experimental (n,zp) pre-
equilibrium spectra. Under this condition, we found that
a constant AR parameter of 0.75 fm, which determines
the strength of the alpha-particle emission, gives good
agreement with experimental alpha-particle energy spec-
tra over a wide range of incident neutron energy.

Finally, we compared our model calculations with the
LANSCE experimental data for ®**Co, ®8%°Ni, Cr and Fe.
The pre-equilibrium contribution to the alpha-particle
production is about 30% at about 30 MeV and it de-
creases monotonically. Our calculated (n,za) cross sec-
tions agree well with the experimental data, except for
the Cr case. The statistical decay process exhibits the
main contribution to the total alpha-particle production
over the whole energy range, and the calculated cross
sections are still suffered by uncertainties in the level
density parameters. We performed a simple sensitivity
study for the level density parameters in combination
with a Iwamoto and Harada clustering emission model,
and found that relatively small changes in the level den-
sity parameters improve the reproduction of experimen-
tal data significantly. In reality, there are many options
of the level density model and parameters. Some of the
useful models and latest parameters are found in Refer-
ence Input Parameter Library (RIPL-3) [45], and they
may improve the situation.
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