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Precise half-life measurement of the superallowed β+ emitter 38Ca

H.I. Park,∗ J.C. Hardy,† V.E. Iacob,‡ A. Banu,§ L. Chen, V.V. Golovko,¶

J. Goodwin, V. Horvat, N. Nica,‡ E. Simmons, L. Trache, and R.E. Tribble
Cyclotron Institute, Texas A&M University, College Station, Texas 77845-3366, USA

(Dated: November 15, 2011)

The half-life of 38Ca, a TZ=−1 superallowed 0+→ 0+β+ emitter, has been measured to be
443.77(36) ms. In our experiment, pure sources of 38Ca were produced and the decay positrons
detected in a high-efficiency 4π proportional gas counter. Since the β+ decay of 38Ca feeds 38Km,
which is itself a superallowed β+ emitter, the data were analyzed as a linked parent-daughter decay.
Our result, with a precision of 0.08%, is a factor of five improvement on the best previous result.

PACS numbers: 21.10.Tg, 23.40.-s, 27.30.+t

I. INTRODUCTION

At present, measurements of superallowed 0+→ 0+ nu-
clear Fermi β+ decay lead to the most precise value for
Vud, the up-down quark-mixing element of the Cabibbo-
Kobayashi-Maskawa (CKM) matrix. The unitarity of
this matrix is a fundamental requirement of the elec-
troweak Standard Model and currently the sum of
squares of the experimentally determined top-row ele-
ments of the CKMmatrix satisfies the unitarity condition
within an uncertainty of ±0.06% [1], which correspond-
ingly limits the scope of possible new physics. Since Vud

is the dominant contributor to this sum, its precision
is of crucial importance to the unitarity test, and its im-
pact on searches for new physics motivates continued im-
provements to the experimental input data. To date, the
ft values for ten different superallowed transitions have
been measured to ∼0.1% precision and three more are
known to ≤0.3% [2]. The work reported here is part of
our program to increase the number of precisely mea-
sured transitions, particularly focusing on the decays of
TZ=−1 nuclei.
The ft value for a T=1 superallowed 0+→ 0+ tran-

sition is directly related to the vector coupling constant
GV via the relation [2]:

Ft ≡ ft(1 + δ′R)(1 + δNS − δC) =
K

2G2
V (1 + ∆V

R)
, (1)

where Ft is defined to be the “corrected” ft value
and K/(~c)6 = 2π3

~ln2/(mec
2)5 = 8120.2787(11)

×10−10 GeV −4s. Four small theoretical corrections
terms are included in the equation to take account of
isospin-symmetry breaking and unobserved radiative ef-
fects: δC is the correction for isospin-symmetry breaking;
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∆V
R is the transition-independent part of the radiative

correction; and δ′R and δNS are the transition-dependent
parts of the radiative correction, the former being a func-
tion only of the maximum positron energy and the atomic
number, Z, of the daughter nucleus, while the latter, like
δC , depends in its evaluation on the details of nuclear
structure. Although these calculated corrections are only
of order ∼1% [3], they are significant when compared
to the present level of experimental precision. Conse-
quently, it is important to establish the reliability of the
calculations.
Fortunately there is a powerful method for testing the

reliability of the nuclear-structure-dependent correction
terms, δC and δNS : Do they lead to consistent Ft values
for all measured transitions? The uncorrected ft values
for the 13 most precisely measured transitions scatter
over a range of nearly 2%, yet the corrected Ft values
must be statistically consistent with one another if the
conserved vector current (CVC) hypothesis is to be sat-
isfied. The requirement that CVC must be satisfied has
been shown to be a sensitive test of the validity of the cal-
culated structure-dependent correction terms, a test that
so far has only been successfully passed by the set of cal-
culations that is based on the effective-interaction shell
model combined with Saxon-Woods radial wave functions
(SM-SW) [4].
The case of 38Ca—a nucleus whose superallowed de-

cay is not yet fully characterized—is particularly in-
teresting as an extension of this test, since its total
nuclear-structure-dependent correction is calculated with
the SM-SW model to be δC−δNS = 0.94(7)%, one of the
largest in the sd shell [3]. If, with such a large correction,
the measured ft value for 38Ca were also to yield a cor-
rected Ft value consistent with the average established
from the 13 currently best-known cases, then it would
become a further powerful experimental validation of the
calculated corrections. Essential to this test and to plac-
ing 38Ca on the same footing as the other well-known
cases is a measurement of the ft value for its superal-
lowed 0+→ 0+ beta transition with ∼ 0.1% precision or
better.
The ft value that characterizes the strength of any

β transition depends on three measured quantities: the
total transition energy, QEC ; the half-life, t1/2, of the
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FIG. 1. Decay schemes of 38Ca and 38Km showing only those
features relevant to their superallowed β decays. All energies
are in keV, and theQEC values shown are for the superallowed
branches. The data are adopted from Ref. [9], in which the
measured relative β-branching ratios for 38Ca were normal-
ized to a calculated value for the superallowed branch. Three
weak β branches from 38Ca to higher excited states have been
omitted: their branching ratios total <0.2%. Note that there
is a 0.03% γ-decay branch from the isomeric state 38Km to
the 38K ground state [10].

parent state; and the branching ratio, R, for the partic-
ular transition of interest. The value of QEC is used to
determine the statistical rate function, f , while t1/2 and
R are combined to obtain the partial half-life, t. Before
our half-life measurement of 38Ca, which is reported here,
only its QEC value was known to the desired precision: it
had been measured with Penning-traps to ±0.006% [5–
7], which corresponds to an f -value precision of ±0.03%
[2]. The most precise half-life result was only known to
±0.4% [8] and the superallowed branching ratio has not
yet been measured at all.
As seen in Fig. 1, the decay of 38Ca feeds 38Km, which

is also a superallowed emitter with a half-life that is 2.1
times longer than that of 38Ca. To achieve high preci-
sion under these circumstances we need to produce high-
purity 38Ca samples, with no initial contribution from
38Km; and we must use the specialized analysis tech-
niques that we developed previously for our studies of
other linked parent-daughter decays, those of 34Ar [11]
and 26Si [12]. Our approach will be described briefly in
the following sections, but for further detail the reader is
referred to those two earlier publications.

II. EXPERIMENT

A. Production of 38Ca

We obtained 38Ca via the inverse-kinematics reaction,
p(39K, 2n)38Ca. A 39K beam, produced with 30 MeV
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FIG. 2. (Color online) Deposited energy versus position as
recorded in the PSSD at the MARS focal plane. This result
was obtained after the spectrometer had been tuned for 38Ca.
The dashed lines show the position of the extraction slits, 8.4
mm apart, which we used during these measurements. Note
that the tail to the left of the main 38Ca peak is an artifact
caused by incomplete charge collection in strip detector. From
such spectra recorded periodically during our experiment, we
determined that the extracted 38Ca beam included a 0.6%
contribution from 35Ar.

per nucleon by the K500 superconducting cyclotron at
Texas A&MUniversity, bombarded a 2-atm hydrogen gas
target cooled to liquid nitrogen temperature. The fully
stripped 38Ca ejectiles were separated by their charge-
to-mass ratio, q/m, with the Momentum Achromat Re-
coil Spectrometer (MARS) [13]. Initially working with
a low-current primary beam, we inserted a 1-mm-thick
16-strip position-sensitive silicon detector (PSSD) at the
focal plane of MARS. This detector was used first for
the identification of secondary reaction products, then
for the control of the selection and focus of 38Ca in the
center of the beam line. Fig. 2 shows the energy deposited
in the detector versus position in the focal plane. This
gives a clear indication of any nearby reaction products
that could potentially contribute as impurities to our ex-
tracted beam. In this case, only 38Ca and a very weak
contribution from 35Ar appear; 38Km is far off scale to
the left and can be completely excluded. With the focal-
plane acceptance slits set to a width of 8.4 mm (dashed
lines in Fig. 2), the 35Ar contribution to the total ex-
tracted beam was determined to be 0.6%.

After the tune-up procedures had been completed, we
removed the PSSD and increased the primary beam in-
tensity. The 38Ca beam from the acceptance slits then
exited the vacuum system through a 51-µm-thick Kapton
window, passed through a 0.3-mm-thick BC404 scintilla-
tor, used to count the ions, and then through a stack of
aluminum degraders, finally stopping in the 76-µm-thick
aluminized Mylar tape of a fast tape-transport system.
The combination of q/m selectivity in MARS and range
separation in the degraders provided implanted samples
that we determined to be better than 99.6% pure.
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After we had collected 38Ca for 1 s, the cyclotron beam
was interrupted and the collected sample moved in 198
ms to the center of a 4π proportional gas counter lo-
cated in a well-shielded area about 90 cm away. The
decay positrons detected from the gas counter were mul-
tiscaled for 15 s into two separate 500-channel time spec-
tra, each corresponding to a different pre-set dominant
dead-time. Note that the 15-s count period is equivalent
to 34 half-lives of 38Ca or 16 half-lives of its daughter
38Km. These collect/move/count cycles were controlled
by the tape-transport system, and their timing was con-
tinuously monitored on-line by the data-acquisition com-
puter. The cycles were repeated until the desired overall
statistics had been achieved.

B. Gas counter and electronics

The 4π proportional gas counter is the same one we
have used in previous precise half-life measurements (e.g.
Refs. [11, 12]). It consists of two separate gas cells
machined from copper, which, when assembled, have
a 0.25-mm slot between them, through which the My-
lar transport-tape passes. Each cell contains a 13-µm-
diameter gold-plated tungsten wire along the central axis,
which was connected through insulators to positive high
voltage. On the side facing the tape, each cell has a
3.7-cm-diameter entrance window sealed with 1.5-µm-
thick Havar foil. Methane at ∼1 atm flowed continuously
through each gas cell. Methane offers adequate gas gain
for detecting positrons and is quite insensitive to γ rays.
Signals from the gas counter were fed into a pream-

plifier and fast timing-filter amplifier set to high gain
(×500). After the first stage of amplification in the am-
plifier, we have inserted a Schottky diode to clip large
pulses that would otherwise have saturated the ampli-
fier and delayed its recovery. The clipped and amplified
signals were then input to a discriminator with very low
threshold (150-250 mV). The discriminator output was
then split and passed to two fixed-width, nonextending
gate generators, which imposed different dominant dead
times in two parallel multiscaled data streams. The time
increment per channel for the multichannel scalars was
externally controlled by a function generator accurate to
0.01 ppm. We continuously monitored the two differ-
ent dead times (gate widths) to an accuracy of ±5 ns
by scaling signals from a constant-frequency pulse gen-
erator recorded in coincidence with the gating signals in
each data stream. Having these two data streams allowed
us to test that our dead-time corrected results were in-
dependent of the actual dead time of the circuit. A more
detailed description of our electronic arrangement can be
found in Ref. [11].
Before our measurement, the safe operating range for

the detector bias voltage was determined with a 90Sr/90Y
β source, which had been prepared on a sample length
of transport tape. Positioning this β source in the slot
between the two halves of the detector—exactly where

the 38Ca sample is delivered on-line—we measured the
counting rate as a function of the applied detector volt-
age at the three different thresholds used in our half-life
measurements (150, 200 and 250 mV). Initially, as the
applied voltage is raised the count-rate also rises since
the increasing gas gain leads to more primary ionizing
β events triggering the discriminator. However, at ap-
proximately 2600 volts—the exact value depends on the
threshold setting—a “plateau” is reached, and the count
rate remains nearly unchanged for the next 200-300 volts
increase in the bias voltage. At higher voltages still,
there is a second rapid rise in the count rate as spuri-
ous pulses increasingly trigger the discriminator. During
our 38Ca measurement the detector was always operated
in the plateau region as determined in advance with the
90Sr/90Y source. Under these conditions, the detector
efficiency was close to 100% and was essentially indepen-
dent of count rate. Also, the background rate at our
shielded counting location was ∼1 count/s, which is 3-4
orders of magnitude lower than the initial count rate for
each collected sample.

C. Special precautions

As the experiment was aimed at 0.1% precision, many
tests for systematic effects were made and special pre-
cautions taken during the measurements themselves:

(i) Every experiment was subdivided into many sep-
arate runs, differing only in their particular com-
bination of detection parameters: dominant dead-
time, detector bias, and discrimination threshold.
We used combinations of four different dead times
(3, 4, 6, and 8 µs), three discriminator thresholds
(150, 200, and 250 mV) and three detector biases
(2600, 2700, and 2800 V). The separate analysis of
each individual run allowed us to test for systematic
effects that could contribute to the uncertainty in
the final result.

(ii) Since each 38Ca decay produces a 38Km daughter
that also decays, the ratio of the parent to daugh-
ter activities depends on the time-dependence of the
rate at which 38Ca accumulates in the tape during
the collection period. The number of ions regis-
tered in the scintillator located just in front of the
aluminum degraders (see Sec. II A) was recorded as
a function of time with each cycle, and the results
were used in our analysis.

(iii) The tape-transport system is quite consistent in
placing the collected source within ±3 mm of the
center of the detector, but it is a mechanical device,
and occasionally larger deviations occur. We sepa-
rately recorded the number of nuclei detected in the
scintillator during the collection period of each cy-
cle, and the number of positrons detected in the gas
counter during the subsequent count period. The
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ratio of the latter to the former is a sensitive mea-
sure of whether the source was seriously misplaced
in the proportional counter.

(iv) We checked the composition of the beam exiting
MARS on a daily basis by reinserting the PSSD at
the MARS focal plane. No appreciable changes were
observed.

(v) A background measurement was made in which all
conditions were identical to those of a normal run
except that the tape motion was disabled.

(vi) In one run, we collected activity for 4 s and counted
for 40 s in repeated cycles in order to search for
long-lived impurities. Apart from 38Ca, only the
decay of 35Ar (t1/2 =1775.4 ms) was evident (see
Sec. III C).

III. ANALYSIS AND RESULTS

For this measurement, over 125 million β events were
obtained from 11,271 cycles divided into 32 separate runs.
Before analyzing the data, we first removed any cycles
that had fewer than 500 β-particles detected by the gas
counter, which indicated little—or no—primary beam
from the cyclotron during the collection period. We then
excluded cycles that had an anomalously low ratio of
recorded β-particles to implanted 38Ca ions as observed
in the scintillator. A low ratio is indicative of faulty tape
motion leading to a misplaced sample in the gas detector.
As a result of these pre-selections, approximately 11% of
the cycles were rejected from all 32 runs, 7% for low or
no beam and 4% for a misplaced sample. The remaining
data were corrected cycle-by-cycle for dead-time losses
based on the method described in Ref. [14]. The final
decay spectrum for each run was then obtained from the
sum of the dead-time corrected decay spectra from all
accepted cycles in that run.
The total time-decay spectrum obtained from the com-

bined runs is presented in Fig. 3, where we also show the
separate contributions from the 38Ca parent and 38Km

daughter. This breakdown into components is based
upon our final analysis and is presented here simply to
illustrate how the parent-daughter decay curve, which
combines two rather similar half-lives, tends to mask the
parent half-life even though the parent activity dominates
at the start of the counting period.

A. Parent-daughter connection

The total positron activity from the combined decays
of 38Ca and its daughter 38Km can be described by the
coupled decay equations:

Λtotal = C1e
−λ1t + C2e

−λ2t, (2)
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FIG. 3. Measured time-decay spectrum (solid line) for the
total of all data obtained from the β+ decay of 38Ca and
its daughter 38Km. The dotted/dashed lines represent the
derived 38Ca/38Km contributions.

with

C1 = N1ǫ2λ1

(

ǫ1
ǫ2

−
λ2

λ1 − λ2

)

C2 = N1ǫ2λ2

(

N2

N1

+
λ1

λ1 − λ2

)

(3)

where t is the time elapsed after the end of the collection
period; N1,2 are the numbers of 38Ca and 38Km nuclei
present in the sample at t = 0; ǫ1,2 are the experimental
efficiencies for detecting the positrons from the respective
decays; and λ1,2 are the corresponding decay constants.
When λ1 = 2λ2 (and ǫ1 = ǫ2) the coefficient C1 van-

ishes, leaving a single exponential term having the decay
constant of the daughter. This is very nearly the case for
the decays of 38Ca and 38Km, which have decay constants
that are related by a factor of 2.1. Consequently, for our
measurements, the coefficient C1 is more than a factor
of 10 smaller than C2. The impact is clearly evident in
Fig. 3 where the growth and decay of the daughter ac-
tivity almost completely masks the decay of the parent.
This imposes a serious limitation on the precision that
can be obtained from a free fit to the data. Even with λ2

fixed at its known value, C1, C2, and λ1 (as well as the
constant background) must all be determined indepen-
dently, which leads to a λ1 with very large uncertainty.
This deficiency can be overcome by application of

the technique we developed based on the maximum-
likelihood method and used in our previous measure-
ments of the half-lives of 34Ar [11] and 26Si [12], which
have similar coupled decays. The key element is to fix the
ratio of C2/C1 so that the number of adjustable parame-
ters in the fit is reduced to three (including background).
To achieve this we must determine the two ratios, N2/N1

and ǫ1/ǫ2, from our experimental parameters.
If the 38Ca-sample collection rate were exactly con-

stant, it would be a simple matter to calculate the N2/N1

ratio from the production of 38Km (via 38Ca decay) over
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FIG. 4. Typical time-profile of the collected 38Ca beam mea-
sured over the course of one run. The initial drop in intensity
is generated by the decrease in local density of the hydrogen
in the target cell as the primary beam heats the gas around
its path. A fan located inside the gas-target mitigates the
effect and ensures a rapid transition to stable conditions.

the collection period. Instead of relying on approximate
constancy, though, we recorded as a function of time the
number of 38Ca ions detected by the scintillator at the
exit of MARS for each individual cycle. As shown in
Fig. 4, there is an appreciable variation in the collection
rate over the first third of each collection period, caused
by local heating and a concomitant drop in gas density
along the path of the primary beam. Although the fan-
assisted recovery to steady-state conditions is relatively
fast, the initial variation is enough to make a change
in the ratio N2/N1. We also found that the size of the
variation depended on the primary beam intensity, thus
potentially changing the beam time-profile from one cy-
cle to another. However, with the collection-rate profile
recorded, we could accurately calculate the N2/N1 ratio
for each run by obtaining the decay-production of 38Km

from a numerical integration that incorporated the mea-
sured 38Ca collection rate. This calculation of course
depends on λ1 (also on λ2) so, in practice, when we fit-
ted our decay data, this calculation was incorporated into
the fitting function, with λ1 being common to the ratio
determination and the calculated decay curve.

B. Parent-daughter relative efficiencies

For the coupled decays of 38Ca and 38Km, it might
easily be assumed that the efficiency ratio, ǫ1/ǫ2, equals
unity since both activities were observed with identi-
cal geometry, a very low electronic threshold and nearly
100% overall efficiency. As described in Sec. II B, we
operate our gas counter at ×500 gain and with clipped
pulses so, at ≤ 250 mV, the electronic threshold is low
enough to be considered negligible. However, there is
also a threshold energy arising from the fact that low-
energy positrons are stopped in the aluminized Mylar
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FIG. 5. (a) Calculated β+ energy spectra for 38Ca (solid
curve) and 38Km (dashed curve), each normalized to unity.
The former includes the Gamow-Teller branches to 1+ states
as well as the superallowed branch to the 0+ isomer; the lat-
ter is a pure superallowed decay (see Fig. 1 for both decay
schemes). (b) System efficiency for detecting positrons due
to the effects of the aluminized Mylar tape and the Havar
windows of the detector gas cells. The curve is the result of
a Monte Carlo calculation with the EGSnrc code.

transport-tape (half-thickness, 38µm) and in the Havar
windows of the gas counter (1.5µm thick), never reach-
ing the active volume of the detector. The impact of this
effective threshold on the efficiency ratio becomes signif-
icant when the end-points and/or shapes of the parent
and daughter β spectra are significantly different from
one another [12].

Fig. 5(a) presents calculated β spectra for 38Ca and
38Km, with end-point energies of 5590 keV and 5022 keV
respectively. The Gamow-Teller branches are included
along with the superallowed branch for the 38Ca spec-
trum; only the superallowed branch contributes to the
decay of 38Km. In principle, for two such decays with
different end-points, a low-energy cutoff removes a dif-
ferent fraction from each decay, leading to different effec-
tive efficiencies for detecting them. In practice, for the
38Ca and 38Km decays, the lower energy Gamow Teller
branches contributing to the former alter its spectrum
shape enough that a small low-energy cutoff has nearly
the same effect on both decays.

To evaluate the exact effect of the cutoff we mod-
eled our exact tape/window/detector geometry within
the Monte Carlo code EGSnrc (version V4-r2-3-0) [15]
and calculated the overall system efficiency as a function
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of positron energy. The result is shown in Fig. 5(b).
Because the decay positrons are emitted isotropically,
their paths through the tape and window cover a range
of lengths, resulting in a low-energy cut-off that is not
sharp, as is evident in the figure. We convoluted the
Monte Carlo result with each of the two β+ spectra in
Fig. 5(a) to obtain our overall efficiencies for detecting
the parent and the daughter activities. The deduced
efficiency ratio was ǫ1/ǫ2 = 1.00042(5), where we have
also incorporated the fact that 38Km has a 0.033(4)% γ-
decay branch that competes with the superallowed decay
branch [10]. The uncertainty we quote on our efficiency
ratio arises mostly from the uncertainty on the 38Km γ-
decay branch but also from our assigning a ±10% relative
uncertainty on the calculated ranges. This result for the
efficiency ratio was used in the analysis of all runs.

C. Sample impurity

Based on the spectrum of reaction products identified
at the MARS focal plane (see Fig. 2), we determined that
35Ar (t1/2 = 1775.4 ms) was present in our extracted

beam with an intensity of 0.6% relative to that of 38Ca.
However, the amount of 35Ar actually collected in the
Mylar transport tape could be reduced further because
35Ar loses slightly less energy than 38Ca in traversing the
aluminum degraders. With careful adjustment, we could
retain virtually all the 38Ca nuclei in the transport tape
while letting at least some of the 35Ar nuclei pass all the
way through the tape. Note that the ranges of the 35Ar
and 38Ca nuclei are unaffected by temporal changes in
the target-gas density (see Fig. 4) since one of the series
components of the MARS spectrometer is a velocity fil-
ter. Furthermore, the energy loss of the primary beam
in the 10-cm-long gas target is ∼2.5 MeV per nucleon,
and the observed temporal density changes would briefly
alter the average energy of the beam in the gas by less
than 150 keV per nucleon. This would have no appre-
ciable effect on the relative production cross sections of
35Ar and 38Ca.
To optimize conditions, at the beginning of the experi-

ment we measured the amount of 38Ca activity collected
in the tape as a function of degrader thickness. This
allowed us to determine the depth distribution of 38Ca
in the tape and to verify that its spread in depth corre-
sponded to the momentum spread as set by the momen-
tum slits in MARS. Based on our measurement we could
also determine the thickness of aluminum degraders re-
quired to place the collected 38Ca activity exactly mid-
way through the tape. The experimentally determined
degrader thickness to achieve this was very close to the
thickness we had calculated with the SRIM code [16].
This result verified the reliability of the code and gave
us confidence to use it to determine the depth distribu-
tion of 35Ar relative to that of 38Ca. Unfortunately the
code indicated that, with the stopped 38Ca nuclei located
mid-way through the Mylar tape, the 35Ar would still be
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FIG. 6. The calculated implantation profiles of 38Ca (solid
line) and 35Ar (dashed line) in and beyond the Mylar tape,
under the conditions applying to our half-life measurements.
The beams enter from the left. The shaded region corresponds
to the actual thickness of our collection tape: all ions within
the shaded region are collected in our sample; all others are
not.

entirely in the tape as well, albeit nearer the back of it.

Accordingly, for our half-life measurements we reduced
the thickness of aluminum degraders so as to deposit the
38Ca at the back of the tape. A representation of the sit-
uation is given in Fig. 6. The depth distribution shown
for 38Ca was derived from our measurement of activity
versus degrader thickness, and the implantation depth
of 35Ar relative to 38Ca was the result of the SRIM cal-
culation. Even with the 38Ca nuclei implanted as deep
as possible in the tape, the figure shows that approx-
imately 75% of the 35Ar nuclei in the beam extracted
from MARS remained in the collection tape. Based on
the relative intensities measured in the MARS focal plane
(see Sec. II A), this corresponds to an 35Ar/38Ca ratio of
0.45% in the collected samples. Unfortunately this can-
not be considered a very precise result: an increase of
only 3µm in the depth of the implanted ions relative to
the edge of the tape in Fig. 6 would change the ratio to
0.35%. We therefore sought a more precise method to
determine the 35Ar contribution.

To this end, we turned to the decay spectrum obtained
with longer collect and count times (see item (vi) in
Sec. II C). Because the half-life of 35Ar is four times that
of 38Ca, a longer collect time ensured that the contribu-
tion of 35Ar to our collected samples would be enhanced,
and a longer count time made us more sensitive to its de-
cay. As expected, in addition to 38Ca, the decay of 35Ar
was clearly identifiable in the measured decay spectrum.
No other impurities were found. We then fit the spectrum
with four components: 38Ca, 38Km, 35Ar, and a constant
background. The half-lives of 35Ar and 38Km were fixed
at 1775.4 ms [11] and 924.33 ms [2] respectively. The half-
life of 38Ca was also fixed for each fit, but we performed
a number of fits with its half-life fixed to different values
between 442 and 445 ms. This range was greater than the
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FIG. 7. Test for possible systematic bias in the 38Ca half-
life measurement due to discriminator threshold or detector
voltage. Black/open/grey symbols represent the three dis-
criminator settings, 150mV/200mV/250mV; the three de-
tector biases, 2600V, 2700 V and 2800V are represented by
the symbol shapes ◦, � and △, respectively. The average
value for the half-life is 443.77(16) ms (statistical uncertainty
only) with χ2/ndf = 40/31. The average value appears as the
solid line, with dashed lines as uncertainty limits.

range of half-life values we obtained from an analysis of
the short collect-and-count-time data (see following sec-
tion), in which we considered 35Ar impurity levels from
0.2% to 0.6%, the maximum possible. The impurity level
obtained from the fits to the long collect-and-count-time
data turned out to be very insensitive to the half-life as-
sumed for 38Ca, allowing us to determine the 35Ar/38Ca
ratio to be 0.36(5)% at the beginning of the collection
period. This is the value we subsequently used for our
final analysis of the short collect-and-count-time data.

D. Time decay analysis

Data from 32 separate runs were fitted with the linked
parent-daughter decay equations presented in Sec. III A,
to which were added terms incorporating the 35Ar impu-
rity and a constant background. The half-life of 38Km

was fixed at its known value of 924.33 ms [2] and the
ratio of its initial activity to that of 38Ca was obtained
for each run from numerical integration of the measured
38Ca beam profile as a function of time in that run (see
Sec. III A and Fig. 4). The efficiency ratio ǫ1/ǫ2 was fixed
at 1.00042, the value established in Sec. III B. Finally,
the 35Ar half-life was also set to its known value of 1775.4
ms [11] and its initial relative activity was set to 0.36%,
the value determined in Sec. III C.
Since we operate our proportional gas counter safely

in the proportional region, we have no reason to expect
our results to depend on detection parameters. However,
because each run was obtained under a different com-
bination of detecting conditions, we could actually test
for such systematic effects by comparing the individually

Time [s]
0.0 0.2 0.4 0.6 0.8

C
a)

 [m
s]

38 (
1/

2
t

443.5

444.0

444.5

FIG. 8. Test for possible systematic bias in the 38Ca half-
life measurement caused by short-lived impurities or by rate-
dependent counting losses that we have not accounted for.
Each point is the result of a separate fit to the data; the
abscissa for each point represents the time period at the be-
ginning of the counting cycle for which the data were omitted
from that particular fit. The solid and dashed lines corre-
spond to the average half-life value and uncertainties given in
Fig. 7.

fitted half-lives of 38Ca obtained from each run. As dis-
played in Fig. 7 the half-life results confirm that there
was no dependence on either the applied bias voltages
or the discriminator threshold settings. Although not il-
lustrated, the results were also independent of the four
different dominant dead times that were imposed in dif-
ferent runs. A further test, sensitive to the possible pres-
ence of undetected short-lived impurities or counting-rate
dependent effects, is illustrated in Fig. 8. We removed
data from the first 150 ms of the counting period and
refitted the remaining data; then we removed an addi-
tional 150 ms of data and refitted again. We continued
this procedure until 900 ms of data had been removed.
The figure demonstrates that the half-lives extracted un-
der these conditions were consistent with one another
within statistical uncertainties.
With these possible systematic effects eliminated as

significant factors, our result for the 38Ca half-life is de-
termined to be t1/2(

38Ca) = 443.77 ms, with a statistical

uncertainty of ±0.16 ms. The normalized χ2 of this av-
erage is 1.29, and the statistical uncertainty just quoted
already includes multiplication by the square root of the
normalized χ2.

E. Uncertainty budget

Naturally, other factors beyond counting statistics con-
tribute to the overall uncertainty. We itemize the ones we
are aware of in Table I. The largest contribution comes
from the uncertainty in the intensity of the 35Ar impu-
rity in the sample (see Sec. III C). The second largest is
due to the uncertainty in the 38Km half-life. Because we
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TABLE I. Error budget for the 38Ca half-life measurement.

Source Uncertainty (ms)
statistics 0.16
sample impurity (35Ar) 0.23
t1/2(

38Km) 0.22
efficiency ratio, ǫ1/ǫ2 0.01
Total 0.36

38Ca half-life result (ms) 443.77(36)

are dealing with a coupled parent-daughter decay, the
fitted half-life obtained for the parent (38Ca) depends
strongly on the half-life used for the daughter (38Km) in
the fitting process. The value we used, 924.33(27) ms,
was taken from the most recent review of superallowed
β decays [2] and is the average of the six previous mea-
surements quoted with better than ∼0.1% precision. The
final contribution to our error budget is the one associ-
ated with the different efficiencies for detecting parent
and daughter activities; it is very small because the ratio
itself is so close to unity that it plays only a very minor
role for this particular pair of decays. Our final result for
the half-life of 38Ca is 443.77(36) ms.

F. Comparison with previous results

Four out of the five previous measurements of the 38Ca
half-life were made before 1980 and with quoted uncer-
tainties more than thirty times larger than ours: 470(20)
ms [17], 439(12) ms [18], 450(70) ms [19] and 430(12)
ms [20]. These were each obtained by observation and
analysis of the decay of β-delayed γ-rays from the daugh-
ter, 38K. The first result lies about one-and-a-half of
its error bar away from our quoted half-life; the other
three agree well within their error bars. There is a much
more recent measured value, 443.8(19) ms [8], which was
obtained in a similar manner to ours, from a measure-
ment of the decay positrons in a gas counter; in their
case, though, sample purity was achieved by collecting
the 38Ca first in a Penning trap. Our half-life result
agrees well with theirs but with an uncertainty five times
smaller.

IV. CONCLUSIONS

We report here the half-life of the superallowed β+

emitter 38Ca to be 443.77(36) ms, the first time it has
been measured with a precision of better than 0.1%.
Since 38Ca and its daughter 38Km are both positron emit-
ters and have comparable half-lives, we analyzed their de-
cay using a technique we developed previously [11, 12], in
which the parent and daughter decays can be linked by
means of a precise measurement of the deposition rate of
each 99.6%-pure 38Ca sample. The major contributions

to our overall uncertainty came from the uncertainties
in the known half-life of 38Km and in our experimental
determination of the relative intensity of the small 35Ar
contaminant in our collected 38Ca sources.
We remarked in the Introduction that the f -value for

the 38Ca superallowed transition is already known to
±0.03% [2]. Now that we have measured the 38Ca half-
life to ±0.08%, only the branching ratio remains to be
measured to comparable precision before this transition
can take its place with the best-known superallowed tran-
sitions. With its relatively large calculated structure-
dependent corrections, it will then contribute signifi-
cantly to a comparative evaluation of the various sets of
calculated correction terms [4], the ultimate goal being
to reduce the uncertainties on these correction terms and
consequently improve the precision of the CKM-matrix
unitarity test. The branching-ratio measurement is cur-
rently in progress at our laboratory.
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