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Background: The generator coordinate method (GCM) is an important tool of choice for modeling large-amplitude collective
motion in atomic nuclei. Recently, it has attracted increasing interest as it can be exploited to extend ab initio methods to the
collective excitations of medium-mass and heavy deformed nuclei, as well as the nuclear matrix elements (NME) of candidates
for neutrinoless double-beta (0v53) decay.

Purpose: The computational complexity of the GCM increases rapidly with the number of collective coordinates. It imposes
a strong restriction on the applicability of the method. We aim to exploit statistical machine-learning (ML) algorithms to speed
up GCM calculations and ultimately provide a more efficient description of nuclear energy spectra and other observables such
as the NME of 0vg decay without loss of accuracy.

Method: In this work, we propose a subspace-reduction algorithm that employs optimal statistical ML models as surrogates
for exact quantum-number projection calculations for norm and Hamiltonian kernels. The model space of the original GCM is
reduced to a subspace relevant for nuclear low energy spectra and the NME of ground state to ground state Ov33 decay based on
the orthogonality condition (OC) and the energy-transition-orthogonality procedure (ENTROP), respectively. Nuclear energy
spectra are determined by the GCM through the configuration mixing within this subspace. For simplicity, the polynomial
ridge regression (RR) algorithm is used to learn the norm and Hamiltonian kernels of axially deformed configurations. The
efficiency and accuracy of this algorithm are illustrated for °Ge and ®Se by comparing results obtained using the optimal
RR models to direct GCM calculations. The non-relativistic Gogny force D1S and relativistic energy density functional PC-
PK1, a valence-space shell-model Hamiltonian, and a modern nuclear interaction derived from chiral effective field theory are
employed.

Results: The low-lying energy spectra of 7°Ge and 7®Se, as well as the OvS5-decay NME between their ground states, are com-
puted. The results show that the performance of the GCM+OC/ENTROP+RR is more robust than that of the GCM+RR alone,
and the former can reproduce the results of the original GCM calculation accurately with a significantly reduced computational
cost.

Conclusions: Statistical ML algorithms, when implemented properly, can accelerate GCM calculations without loss of ac-
curacy. In applications with axially deformed states, the computation time can be reduced by a factor of three to nine for
energy spectra and NME:s, respectively. This factor is expected to increase significantly with the number of employed generator
coordinates.

I. INTRODUCTION with respect to the expansion coefficients in the chosen ba-

sis, and sometimes the basis configurations themselves [3, 4],

The core idea of the generator coordinate method (GCM)
is that the wave functions of nuclear states can be represented
as a superposition of a set of nonorthogonal basis functions,
such as Slater determinants, that are generated by some con-
tinuously changing parameters called generator coordinates
[1, 2]. In practical applications, one often chooses macro-
scopic quantities that define global nuclear properties such
as deformation, and discretizes the associated coordinates on
meshes. The dynamics are then described by the Ritz vari-
ational principle, where the variation is usually performed
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resulting in a generalized eigenvalue equation (GEE). In this
way, the GCM provides a general approach for solving many-
body problems in both nuclear physics [3] and quantum chem-
istry [5-7] due to the great flexibility of choosing basis func-
tions or generator coordinates. In nuclear physics, the GCM
combined with quantum number projections has been exten-
sively employed in studies of the energies and transition rates
of low-lying states (see, for instance, Refs. [8—12]). State-
of-the-art GCM applications range from the structure of nu-
clei with triaxial deformation [13—16], to quadrupole-octupole
deformed even-even nuclei [17-19], certain odd-mass nu-
clei [14, 20] to the the computation of nuclear matrix ele-
ments (NMEs) of Ov8 decay [17, 21-27]. The latter are vital
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for interpreting and planning the current- and next-generation
tonne-scale experiments for OvBg3 decays (see the recent re-
views [28-30]). GCM calculations most frequently use mod-
ern energy density functionals (EDFs) and effective Hamilto-
nians as inputs, but there have been several works that employ
nuclear forces from chiral Effective Field Theory (EFT) in re-
cent years, as the GCM has attracted interest as an pathway
for extending nuclear ab initio calculations to deformed nu-
clei [26, 27, 31-35].

The exact wave functions of nuclear states can in princi-
ple be well represented with the GCM ansatz if one chooses
a sufficient number of generator coordinates, but this comes
at the price of increasing both complexity and computational
time. It makes the problem hard to handle exactly because the
kernels in the GEE usually require multidimensional integrals
of overlap functions over the collective coordinates. For this
reason, it is a challenge to extend multi-dimensional GCM to
atomic nuclei throughout the nuclear chart. Practical applica-
tions are usually limited to only one or two generator coor-
dinates [36, 37]. Therefore, a good choice of generator co-
ordinates or a subset defined by the basis functions becomes
important, and this choice is usually based on an educated
guess, unfortunately.

In applications, one often observes that many of the ba-
sis functions connected by the generator coordinates have
little contribution to the wave functions of low-lying states
and can therefore be safely omitted — see, for instance,
Refs. [31, 38, 39]. In other words, a careful selection of
the basis functions can reduce the dimensions of the GEE,
and therefore the computational cost. It is worth noting that
similar considerations apply to the eigenvector continuation
(EC) method [40, 41], which finds the eigenvalues and eigen-
vectors of a Hamiltonian with one or more control parame-
ters, usually the coupling constants of chiral Hamiltonians. In
this context, the EC method has been extensively applied to
emulate few- and many-body calculations for nuclear struc-
ture and scattering [42—46] in recent years. These param-
eters of EC are analogous to the generator coordinates in
GCM, hence finding an efficient way for sampling the ba-
sis functions that define a subspace to represent the states
of interest is important for both EC and GCM [38]. Sev-
eral algorithms have been proposed, including the variation-
after-projection algorithm [47-49], the stochastic sampling
with Monte-Carlo techniques [50-52], the choice of low-
lying quasiparticle Tamm-Dancoff modes [53], the energy-
transition-orthogonality procedure (ENTROP) [31], and the
discrete nonorthogonal shell model (DNO-SM) [54]. We note
that many of these algorithms still require a substantial com-
putational effort for the subspace determination.

In the past decade, machine learning (ML) techniques com-
bined with statistical methods have been applied to a variety
of nuclear physics problems, ranging from the smallest con-
stituents of matter to the physics of dense astronomical objects
— see, for instance, the recent review [55] and the references
therein. In some of these applications, a specific statistical
ML model is trained to predict nuclear observables directly,
including nuclear masses [56—60], charge radii [61-63], -
decay half-lives [64, 65], fission yields [66] and many oth-

ers. In other approaches, statistical ML can be used to en-
hance nuclear many-body calculations as a surrogate model
for expensive computational steps. Examples are the use of a
deep neural network committee to optimize collective Hamil-
tonians for low-lying nuclear states [67], or back-propagation
neural networks [68] and kernel Ridge regression [69] to de-
termine density profiles as inputs for nuclear radii and binding
energies in the framework of density functional theory.

In the present work, we present the first application of sta-
tistical ML techniques to optimize GCM calculations for the
low-lying states and the NMEs of 0y decay of realistic can-
didate nuclei. The norm and Hamiltonian kernels will be
learned by a statistical model. Here, we are confronted with
several challenges originating from the norm kernels, which
are nonlocal in the collective coordinate space and vary by
several orders of magnitude. The solutions of GCM are sen-
sitive to any noise in the norm kernels, which may affect the
linear dependence among basis functions and their nontrivial
coherence with Hamiltonian kernels, and potentially spoil the
GCM description entirely. To tackle these challenges, we pro-
pose a subspace reduction algorithm, that uses statistical ML
models together with an orthogonality condition (OC) method
as an eflicient tool to determine the subspace in which the
wave functions of nuclear low-lying states can be well repre-
sented. Its efficiency and accuracy are illustrated for nuclear
energy spectra and Ov3B decay NME:s starting from two differ-
ent EDFs, a valence-space shell-model interaction, and a real-
istic two- plus three-nucleon Hamiltonian from chiral EFT.

The article is organized as follows. In Sect. I A, the formal-
ism for the GCM, the NME of 0v38 decay, and the statistical
ML model are introduced. In Sect. III, the performance of
the subspace reduction algorithm is illustrated with two dif-
ferent EDFs, and two different Hamiltonians. A summary of
our findings and an outlook are given in Sect. IV.

II. FORMALISM
A. The generator coordinate method

In a GCM calculation with quantum-number projections,
the nuclear wave function is constructed as follows:

N,

J
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where @ = 1,2,... distinguishes the states with the same an-
gular momentum J and the numbers of nucleons. The ba-
sis functions |J(MK)NZ, q) are quantum-number projected
Hartree-Fock-Bogoliubov (HFB) states labeled by the gener-
ator coordinate ¢

lJ(MK)NZ, q) = Py, PV P* 10 (¢)) . )

The operator 131{41{ extracts from the HFB wave function
|® (q)) the component whose angular momentum along the in-
trinsic z axis is given by K. The PMZ are the particle number
projection (PNP) operators that extract the component with



the appropriate neutron number N and proton number Z, re-
spectively. The weight function flg”(q) in the GCM states
given by Eq. (1) is determined by the variational principle,
which leads to the discretized Hill-Wheeler-Griffin (HWG)
equation [1, 2],

D [Hik (9.9) - EINYy (9.9)] () = 0. (3)

7K
The Hamiltonian and norm kernels H and N are defined as

Hi (¢.4) = (JIMKNZ, gl HIUMK)INZ, ¢y, (4a)
Nix (4.4') = (JIMKNZ, gl 1lJ(MK')NZ, ¢y, (4b)

where H and 1 are the Hamiltonian and identity operators,
respectively. We note that in the subsequent EDF-based cal-
culations, the Hamiltonian kernels are evaluated based on
the mixed density prescription: the Hamiltonian overlaps be-
tween two different configurations are replaced with the en-
ergy which is a functional of mixed densities and currents de-
fined by the two configurations [11].

The HWG equation (3) is solved as follows. We first di-
agonalize the norm kernel matrix N’ IJ(K, (q,q’) and use its
eigenvalues and eigenvectors to construct a set of orthonor-
mal bases {|k)}, called ’natural states’. To remove the over-
completeness of the original basis functions |[J(MK)NZ, q)
that stems from the use of continuous quantum numbers,
only eigenvectors whose corresponding eigenvalue is larger
than a chosen cutoff are included. Then we evaluate the el-
ements of the Hamiltonian matrix in this new subspace Hyy,

J

whose eigenvalues then define the energies E/V? of the GCM
states. The corresponding eigenvectors are used to determine
the weight function fé”(q). More details can be found in
Refs. [3, 29], for instance.

B. The nuclear matrix element of 0v35 decay

Here, we only consider the NME of OvBS decay corre-
sponding to the transition from the ground state of an even-
even nucleus to that of a neighboring even-even nucleus. The
spin-parity of both ground states is 0*. Their wave functions
are given by Eq. (1) with / = K = 0. For convenience, we

simply use the symbol f(q) to replace f,?zg’azl(q) and N for

N IJ;% x—o- Therefore, one finds the following expression for
the NME:
M” = " £ @) f@)@@n)l0” PN P Pl(g))
qrqr
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qr.qr
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where the kernel M® (g, q;) for the NME can be computed
with the help of two-body transition matrix elements ng,nn,
in a spherical harmonic oscillator basis,

1
M(qr.a) = 7 D Opborr @ an- (6)
pp’'nn’
The two-body transition density 0, (qF, q;) is determined

by
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where the rotation operator reads ﬁ(Q) = e"“’jie"ej"e""’ja of this specialization, we have K = 0 and the norm kernel

(¢,0,y) are the three Euler angles, and ¢y/z are the gauge
angles that define the projection operators PV/%. The sym-
bols Ny, Z; are the neutron and proton numbers of the initial
nucleus. The |®(q,,)) are the HFB wave functions for the ini-
tial and final nucleus, respectively. In the present work, only
the long-range transition operator O% in the standard mecha-
nism of light Majorana neutrino exchange is considered. See
Ref. [29] for details.

C. Learning kernels with the polynomial ridge regression

For the present proof-of-concept study, we only consider
the quadrupole deformation parameter 8 as a generator coor-
dinate q in Eq.(1), and we will switch labels in the basis con-
figurations accordingly in the following discussion. Because

simplifies into the following form,
Ny (B.B) = (J(MK = O)NZ B 11J(MK' = ONZ,')

_ 2l fo " 46d1,(60) (W) ¢ PPN |0(B)YS)

where dj () = (JOle®®]J0) is the Wigner (small) d-matrix.
This norm kernel will be learned with a statistical ML model
in the following.

Previous GCM studies have established the following fea-
tures of the norm kernel:

o For the diagonal element of the norm kernel with 8 = 5’
but without PNP operators, the overlap function can be
well approximated with a Gaussian function [3, 70, 71],

L 6>
(©(B)] ™ |®(B)) = exp (—3 @@ 2 10@)). (9



The non-diagonal overlap with 8 # ' can be param-
eterized with an extension of the Gaussian overlap ap-
proximation [72, 73].

e For the non-diagonal element with 8 # 8 and without
any projections, the norm kernel can also be approxi-
mated with a Gaussian function [3, 4, 74],

N (B.B) = exp [—@(ﬁ —ﬁ’)2] : (10)
where y(q) is a function of the deformation parameter
q = (B + B’)/2 that can be calculated using the corre-

sponding HFB wave functions.

Of course, the actual norm kernels with the projections of
particle-number and angular momentum are expected to have
a much more complicated expression that is to be learned by
statistical ML models.

In light of the Gaussian structure that was found in the
aforementioned results, it is reasonable to attempt to train the
logarithm of the norm kernels to avoid dealing with data that
spans several orders of magnitude. We expect this logarithm
to be well approximated with a polynomial function of the
quadrupole deformation parameters S and 5’. Therefore, a
basic machine-learning algorithm, i.e., the polynomial ridge
regression (RR) [75, 76] is adopted for our purpose. As a test,
we have validated that this algorithm exactly reproduces the
kernels of a simple model with quadratic approximation [2].
We have also employed other algorithms such as support vec-
tor regression, which yielded similar results, but at the cost of
significantly increased training time.

Here we present some details on our implementation of the
polynomial RR model. In the data preparation, we compute
all the kernels N7(B,") and H’(B,8") exactly with (4) for a
specific nucleus (Z, A) and a given interval in 8 large enough
to include all the relevant configurations. There are Ng norm
kernels and Ng Hamiltonian kernels, where N, is the number
of mesh points in the deformation parameter 8. For simplic-
ity, these mesh points are equally distributed with step size AS.
Among all the kernels, those equally distributed in the entire
deformation space with the step size of 2A8 or 4A8 are se-
lected as a training set, while the remaining data are used for
testing and validation. The number of training data and the
number of test data are denoted M,i, and M., respectively.
Thus, we have the relation NZ = Miin + Mieg.

The i-th predicted value $” in the polynomial RR is given
by the following hypothetical N-degree polynomial function

57(6: N) = X6y, (1)
where the i-th input vector Xj\"]) is defined as

@
Xs\l]) = (l’ﬂ9ﬁ” o ’IBN’ﬁN_lﬁ” e ’ﬂﬁ’N_l’ﬁ,N) (12)

with (N + 2)(N + 1)/2 features, and the corresponding weight
parameters

0% = (696060 . 6).0\ " 6h_.6y).  (13)

The degree N of the polynomial is a hyper-parameter con-
trolling the complexity of the model. We note from (12) that
the polynomial RR is more flexible than the ridge regression
with the N-degree polynomial kernel [75, 76]. Besides, one
can see that the polynomial RR fits the single, high-degree
polynomial function (11) to all of the values in the training set.
Compared to the spline interpolation which fits low-degree
polynomials to small subsets of the training set, the polyno-
mial RR works equally well when the degree of polynomi-
als is chosen appropriately. However, the polynomial RR is
easier to be extended to the case with multiple coordinates
and the possible overfitting problem is avoided by adding the
Tikhonov regularization term [75] to the mean-square error
(MSE) in the definition of loss function,

M!rain
. ~72
LO:;N,0) = > [300:N) - 5] + a6y
i=1

=¥ -V)'(¥-Y)+ab. 0y, (14)
where the vector Y is defined by
— (v (M) \T
Y= (0, y M) (15)

with y® chosen as the logarithmic value of the i-th norm ker-
nel, and $© is the output (11) of the RR model. The summa-
tion in (14) runs through all the kernels in the training set.

The minimization of the above loss function leads to a nor-
mal equation with the solution given by [76]

Oy = X"X+aD'XTy, (16)

where I is the identity matrix. The ridge parameter @ > 0 con-
trols how much one wants to regularize the model. When the
a is zero, the RR is simplified into the linear regression [77].
With the increase of «, the regularization term dominates the
squared loss function and the weight coefficients 8y tend to be
small, providing a way to prevent the overfitting problem. In
practice it is necessary to tune « in such a way that a balance is
maintained between both. Instead of determining the weight
coefficients @y analytically according to Eq. (16) by comput-
ing the inverse of the normal matrix (XTX + al), the vector
parameters @y can also be determined by minimizing the loss
function £ with the gradient descent (GD) method for given
hyperparameters (N, @). We note that in general both methods
give the same solution to the model parameters. Compared
to the GD method, the normal-equation method is usually
employed in the regression with a small number of features.
However, with the increase of the hyperparameter N and the
size of training set, the inverse of the normal matrix becomes
difficult to compute. In contrast, the computation complex-
ity of the GD method grows moderately with the number of
model parameters. In this work, we employ the GD method to
determine the weight parameters in the polynomial RR. More
detailed introduction to ML models in physics can be found
in, for instance, Ref. [78].
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FIG. 1. (Color online) Comparison of the flowcharts for the full
GCM, GCM+RR and GCM+OC/ENTROP+RR approaches. The
area of different shapes represents the domain of kernels obtained
from different methods indicated with colored arrows. The vertical
line indicates the diagonal elements of kernels. See text for details.

III. ILLUSTRATIONS

In the following, we will study three different procedures
for implementing the polynomial RR into GCM calculations,
starting from two EDFs, a shell-model interaction, and a chi-
ral NN+3N interaction. They are illustrated with a flow chart
shown in Fig. 1. In the GCM+RR, a small portion (about 1/4)
of the norm and Hamiltonian kernels are calculated exactly
with quantum number projection (QNP) method, providing
inputs for training the RR model parameters. Once the model
parameters are optimized, they are used to predict all the norm
and Hamiltonian kernels which serve as inputs of the GCM
calculation. In the GCM+RR procedure, the noise introduced
by the RR model is expected to generate errors in the final
results. To mitigate these errors, we propose a combination
of GCM, OC/ENTROP, and RR, in which a subset is selected
based on either the OC method or ENTROP algorithm. An
exact GCM calculation is carried out within this subset after-
ward.

The procedure of the GCM+OC+RR method for nuclear
low-lying states is as follows:

(i) All the configurations |®(B)) are sorted by their
projected energies, i.e., the ratios of the kernels
Hyo (B B)/ Nyo (B, B) for the nucleus of interest. To this
end, one needs to calculate these ratios for all the con-
figurations, which requires O(N,) computational effort.
We note that the ordering of the configurations is differ-
ent for different angular momenta J.

(i1) Starting from the configuration with the lowest energy

and stepping from low to high energy, the (n + 1)-th
configuration |n + 1) is added into the subspace if its
projection onto the subspace spanned by the already se-
lected n configurations, defined by

<n+1|P(”)|n+1>
n+1|n+1)

-1
) ,},(n)’r (S(n)) ,},(n) -
T+ 1lln+1)

Lin,n+1)=

is smaller than a pre-selected cutoff parameter L, [31].
This implies that the new configuration is approxi-
mately orthogonal to the previous configurations, hence
the name of this stage. In Eq. (17), Sl(;) = (i | jyand

yg'l) = (i | n + 1) are nothing but the matrix elements
of the norm kernel N({O(B, B’). Using the orthogonal-
ity criterion, a subspace Sy, = {|1),[2),...,|n)},, is
eventually determined for a given value of L.. In prac-
tice, we employ the pre-calculated norm kernels by the
QNP method with the rest given by the RR model in the
subspace-selection procedure.

(iii) The norm kernels and Hamiltonian kernels for the con-
figurations within the subspace S;, are determined by
the QNP method and they are used in the solution of
the HWG equation (3). The convergence of each ob-
servable against the cutoff parameter L. is examined.

In the calculation of the NME of 0v8g3 decay, for compar-
ison, we also employ the recently developed ENTROP algo-
rithm to select the subspaces for the initial and the final nuclei
simultaneously. Details about the ENTROP algorithm can be
found in Ref. [31].

A. EDF-based GCM calculations
1. A non-relativistic EDF: Gogny D1S

Figures 2 and 3 show the distributions of the norm ker-
nels N7(B,8) and the ratio of kernels H”’(B,8)/N’(B.8")
with different angular momentum J from quantum-number-
projection calculations for the HFB states based on the Gogny
DIS force [79, 80]. The norm kernels with different angular
momenta J are distributed differently, but they share a com-
mon feature in that they are mainly concentrated along the
diagonal line with 8 = §8’. For the J = 0 case, the norm kernel
is dominated by a product of two Gaussian functions centered
at 8 = B’ = 0. It can be understood that the spherical state
only contains a J = 0 component. The distributions of the di-
agonal element N({o(ﬂ, B) with J # 0 share the similar feature
that the peak locates at a deformed state, approximately sym-
metric with respect to 8 = 0. This is a general feature of norm
kernels [81]. One may expect that this feature can be well
captured by the polynomial regression on their logarithmic
values. Nevertheless, as shown in Fig. 3(a) and (c), the matrix
elements of norm kernels vary by several orders of magnitude
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FIG. 3. (Color online) The distributions of norm kernels In(N) and
the ratio of kernels H(8,8)/N(B,8’) with J = 0 for "°Ge (a,b) and
76Se (c,d) as a function of the quadrupole deformation parameters
(8,B’) from the HFB calculation using the Gogny D1S force.

in the entire deformation space, which is a challenge for ML
algorithms. A small error in the norm kernel may degrade the
description of GCM, as discussed in detail later on. In con-
trast, the variation of the ratios Hys*(8,8')/ N> (8. 8) with
B and B’ is moderate and thus expected to be more readily
learned by ML algorithms.
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FIG. 4. (Color online) The root-mean-square error (RMSE) of the
RR models for the training set and test set of the norm kernels In N
(a,c) and the ratio of kernels H(B,8)/N(B,B’) (b,d) with J = 0 for
Ge (a,b) and "Se (c,d) as a function of the degree parameter N of
the polynomials, where the results with the ridge parameter & chosen
as 107'* and 10! respectively are given for comparison.

The parameters of our polynomial RR models for norm ker-
nels NV and the ratios H/N are optimized as explained in
Sec. II C. Our findings in the training processes are as follows:

e The optimal RR model captures the Hermiticity of the
kernels, even though it is not strictly enforced in the
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text for details.

model’s construction at present.

e Selecting training data that are uniformly distributed in
the (8, 8’) plane usually leads to a smaller MSE in (14)
than random sampling. We note that this approach does
not scale well to larger numbers of generator coordi-
nates, for which a more robust sampling strategy needs
to be explored in future.

e As shown in Figs. 2 and 3, the norm kernels with J = 0
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FIG. 7. (Color online) The energies of states with angular momentum
J = 0 as a function of (a,c) the number of natural states and (b,d)
the cutoff parameter L, from different calculations for (a,b) 7°Ge and
(c,d) "Se respectively. See main text for details.

of strongly deformed configurations (|3| > 0.4) are usu-
ally small (less than 1073). Including these kernels in
the training procedure may spoil the description of the
model. For kernels with J # 0, we exclude configu-
rations around the spherical shape with |8] < 0.06 to
guarantee good performance of the model because they
are negligible.

Figure 4 shows the RMSE of the kernels In N and the ra-
tios H/N with J = 0 for both the training set and test set
as a function of the degree N of the polynomials in the RR
model. For comparison, the results by the RR models with a
small (10~'%) and large (10~") value of the ridge parameter a
are presented. First, we find that the RR model with @ = 10714
works much better than the RR model with @ = 0, which is
the simple linear regression. With the nonzero regularization
term in the RR model, the overfitting problem becomes mod-
erate, even though it still appears for N > 12. Second, with
the choice of a larger value of a(= 1071, the occurrence of
overfitting problem is extended to a larger value of N(= 20).
Compared to the RR model with @ = 1074, the RMSE in the
model with a(= 107") is systematically larger. Therefore, in
this work, the hyperparameters N = 12, a(= 10~'%) are em-
ployed in the RR model if not mentioned explicitly. Selecting
the value of N giving the best description of the test set, we
show the covariance matrix of the RR model for the norm ker-
nels of "*Ge with J = 0 in Fig. 5. One can see that the features
(B)\(B)"" with the even (odd) values of i and n(< N) exhibit
strong correlation with each other. It indicates that the opti-
mal RR model is still reducible. We will examine the impact
of different choices of N on nuclear energy spectra later.

The relative deviations of the norm and Hamiltonian ker-
nels by the optimal RR model are displayed in Fig. 6. The
deviation for the norm kernels can be up to 10% for 76Se,
while that for the ratio H°/N? is less than 0.05%. The noise
introduced by the RR model into the norm kernels may spoil
the correlation relations among different kernels and thus the
orthogonality property of different configurations. It is shown
in Fig. 7 that the energy plateau (in particular for the excited
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states of "°Se) becomes slightly worse when the RR-model-
predicted kernels, instead of the exactly-calculated ones, are
used in the GCM calculations. The impact of noise in the ker-
nels of a generalized eigenvalue problem has also been dis-
cussed recently in the EC method [82], where a trimmed sam-
pling algorithm was proposed to mitigate this issue. We also
find that the energy plateau is much worse for the RR model
with @ = 0 (not shown here), demonstrating the important role
of the regularization term played in the optimization of GCM
with the polynomial RR model.

To mitigate the impact of the noise introduced by the RR
model on energy spectra, we employ the OC method to select
the subspace Sy, based on the RR-model-predicted kernels, as
discussed before. Fig. 7 shows the convergence of the energies
of the first three 0" states as a function of the cutoff parameter
L.. For comparison, the results from the GCM+OC calcu-
lations based on the exactly-calculated norm kernels are also
given. One can see that the GCM+OC+RR can reasonably
reproduce the convergence behavior of the GCM+OC. The
value of L, is determined based on the convergence behavior,
which in principle varies with each state. We note that if the
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and GCM+OC+RR (triangles) calculations, respectively. From left
to right columns shows the results from the calculations with the step
size AB = 0.02, AB = 0.04 and AB = 0.08, respectively. The number
shown nearby each triangle is determined by the ratio Ng/N«#, where
N5 is the number of kernels for the configurations within the selected
subspace for a give L. and those for the training set, while Ny is the
number of kernels for the configurations in the full space.

same L. value is taken for all the states, as in the examples
discussed later, the performance of OC is slightly worse for
the excited states. This can probably be attributed to the fact
that the selection of candidate configurations for the subspace
follows their energy ordering. The selected subspace is thus
expected to be more complete for the ground state than for
the excited states. Once the subspace is defined, we calculate
both norm kernels and Hamiltonian kernels within this sub-
space and use them to carry out GCM calculations. Interest-
ingly, but perhaps not unexpectedly, we find that the subspaces
for different low-lying states differ from each other only by a
few configurations. Fig. 7 shows that the energy of each state
terminates at the number of natural states defined by the di-
mension of the corresponding subspace.

Figure 8 shows the distributions of the eigenvalues of the
norm kernels with J = 0 from the exact quantum-number pro-
jection calculation and from the RR model prediction. The
eigenvalues of the norm kernels within the selected subspace
for the ground state are also given for comparison. We see that

eigenvalues with values smaller than 10~ from the RR model
prediction are different from the exactly calculated ones. This
explains the degradation of the energy plateaus in Fig. 7. In
contrast, the eigenvalues obtained with GCM+OC+RR match
the full GCM eigenvalues until the limit of the subspace is
reached. Thus, the introduction of noise by the RR model is
avoided in the GCM+OC+RR approach.

Figure 9 displays the measure of the distance in the ground-
state wave function || ¥ —‘Pg‘g&ll and in energy, |[E® — Eg‘é%
with respect to that by the full GCM calculation (with N, HFB
states) as a function of the number of HFB states in both GCM
and GCM+OC+RR calculations for °Ge and 7°Se, where the
HFB states are ordered in energy, and the measure of the dis-
tance in the wave function is defined as [38]

I R = 2[1-Re(CrorwGRD)] ()

with

A )
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Here, f®(8;) and fgg\lj(ﬂ ;) are the weight functions (1) of the
ground states in the GCM calculations based on the first n and
all N, HFB states, respectively. One can see that the ground-
state wave function converges faster to the wave function of
the full GCM calculation in the GCM+OC+RR than that in
the pure GCM. In the GCM+OC+RR calculation, the residual
norm difference between the subspace-projected wave func-
tion and the full GCM solution is typically smaller than 0.05,
which corresponds to (¥ ‘I’gg&} =~ (0.999.

To check how the hyperparameters (N, @) in our RR models
affect nuclear energy spectra, we show the energies of the first
three 0* states from both the GCM+RR and GCM+OC+RR
calculations for both "°Ge and 7®Se as a function of N in
Fig. 10, where two different values of @ are employed for
comparison. It is shown that the energies are generally sta-
ble under the variations of N for all cases, and consistent with
the full GCM results. The observed fluctuations occasionally
in the results of GCM+RR calculations can be removed when
the OC method is implemented additionally. In other words,
the GCM+OC+RR method works well for a large range of
values for the hyperparameter (N, @).

The low-energy spectra from different calculations are
shown in Fig. 11. One can see that the decrease of the step
size AS in the deformation parameter from 0.08 (total 9 con-
figurations) to 0.02 (total 33 configurations) only weakly af-
fects the spectrum. Quantitatively, the energy difference in
the ground state of ®Ge introduced by the OC+RR is less
than 50 keV for all cases. This error is slightly larger for the
O;’ state, but it is still around 150 keV for "°Ge and around
200 keV for ®Se. In both nuclei, the energy difference be-
tween the GCM+0OC+RR and GCM+OC is about 20 keV. In
other words, with the application of the OC to GCM calcula-
tion, the error introduced by the RR model is negligible. In
the current application, the use of the RR model reduces the
computational time by a factor of up to three; detailed num-
bers for each state are included in Fig. 11. As expected, the
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FIG. 14. (Color online) Same as Fig. 11, but for the relativistic EDF
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denser the mesh for discretizing the quadrupole deformation
parameter § in the original set, the more computational time
one can save with the statistical ML technique.

Next, we examine the performance of the method for the
NME of 0vBB decay. In addition to the use of the OC
method, the ENTROP algorithm [31] is also employed for
comparison. As the calculation of the NME of 0vg58 de-
cay requires the ground-state wave functions of two nu-
clei, it imposes a more stringent test on the RR model
than energy spectra. Fig. 12 shows the NMEs of 0vgs
decay for "°Ge from GCM+ENTROP, GCM+OC+RR, and
GCM+ENTROP+RR calculations. The cost of computa-
tional time compared to the full GCM calculation is indi-
cated in each case. One can see that the values by the
GCM+OC+RR and GCM+ENTROP+RR are generally close
to each other, both are slightly different from those by the
GCM+ENTROP and full GCM calculations. Quantitatively,
the total NME M® from the GCM+OC+RR calculation with
AB = 0.02,0.04,0.08 is 4.61, 4.53, and 4.52, respectively,
which should be compared to the values 4.61, 4.62, 4.66
from the full GCM calculation without the use of the sta-
tistical ML technique. If the subspaces for "°Ge and "°Se
are selected based on the ENTROP+RR, the total NME be-
comes 4.55, 4.46 and 4.55, respectively. The difference in the
three numbers is negligibly small. It implies that the NME
in the GCM+ENTROP+RR calculation is less sensitive to the
choice of the step size in the deformation parameter 8 than
the GCM+OC+RR calculations. In many cases, the predicted
NME:s are essentially close to each other and consistent with
the value of 4.60 given in Ref. [21].

2. The relativistic EDF: PC-PK1

In this subsection, we present results for °Ge and 7°Se
starting from the relativistic EDF PC-PK1 [84] . Again, only
axially deformed configurations are employed. The short-
range correlation that has been taken into account in Ref. [85]
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FIG. 15. (Color online) Same as Fig.7, but for the shell-model inter-
action GCN2850.

is not included here. More details about the calculations can
be found in Ref. [17].

Figure 13 shows the convergence behavior of the energies
of states with J = 0 in three different calculations with the
PC-PK1. Similar to the case of the Gogny D15, the energy
plateaus in the GCM+RR are slightly worse than those by the
full GCM with the increase of the number of natural states
due to the errors in the kernels introduced by the RR mod-
els. With the OC method, the energy plateaus terminate at
the number defined by the selected subspace. Fig. 14 dis-
plays the low-energy spectra for 7°Ge from the GCM+OC
and GCM+OC+RR calculations. In the AB = 0.2 case,
the energies of states are underestimated evidently by the
GCM+OC+RR compared to the full GCM calculation. We
note that in the case with sparsely distributed HFB states, the
results are somewhat sensitive to the choice of the degree N in
the polynomial regression. When a set of denser mesh points
with AB = 0.1 or AB = 0.05 is employed, the GCM+OC+RR
can reproduce the results of the full GCM calculation, and
the results are much more robust against variations of the pa-
rameter N. In short, the main findings in the results of the
relativistic PC-PK1 EDF are generally similar to those of the
Gogny DIS force.
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FIG. 16. (Color online) Same as Fig. 7, but for the chiral 2N+3N
interaction EM1.8/2.0 with ey, = 6 and fiw = 12 MeV.

B. Hamiltonian-based GCM calculations

In this subsection, we present results for Hamiltonian-
based GCM calculations, where the shell-model interaction
GCN2850 [86] and the magic chiral NN +3N interaction
EM1.8/2.0 [87, 88] are employed. The EM1.8/2.0 interaction
provides excellent empirical agreement between ground-state
energies and data through at least the A ~ 60 — 70 mass re-
gion [89], which is why it has been frequent used in recent ab
initio studies, including the in-medium GCM studies of light
nuclei [90, 91] and *¥Ca [27] by some of the authors of this
work. This interaction, together with the decay operator, is
evolved with the multi-reference in-medium similarity renor-
malization group [92, 93] with a reference ensemble compris-
ing prolate, spherical, and oblate HFB minima in both "Ge
and 7°Se and with e,,,x = 6. Here, only axially deformed con-
figurations are employed in the GCM calculations. Therefore,
the results are somewhat different from those published in
Ref. [31], where triaxially deformed configurations and those
with neutron-proton pairing correlations are also included.

Figure 15 displays the energies of states from the GCM cal-
culations based on the shell-model interaction GCN2850 for
76Ge and 7°Se as a function of the number of natural states.
The energy plateaus are much worse than those found in the
two EDF-based cases. It is even difficult to determine the
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results are compared to data from Ref. [83].
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FIG. 18. (Color online) The convergence of the NME for the 0vf3
decay of "Ge against the number of states in "*Ge and "°Se from the
GCM+ENTROP (red line) and GCM+ENTROP+RR (blue dotted
line) with (a) D1S, (b) PC-PK1, (c) GCN2850, (d) EM1.8/2.0 (emax =
6), respectively. The results by the original GCM calculation in full
space for both nucleus are indicated with dashed lines.

energies of the states in the GCM+RR calculations. This is
especially true for *Se. The inclusion of the OC method
improves the situation, and the energies of both nuclei by
the full GCM calculations are reasonably reproduced by the
GCM+OC+RR.

Figure 16 displays the energies of the first three 0* states
starting from the chiral nuclear force EM1.8/2.0. We find that
the energy plateaus in the full GCM calculation are compa-
rable to those found in the EDF-based calculations, and they
are well reproduced in the GCM+OC+RR calculations. The
energies of the states in "®Se can hardly be reproduced by the
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FIG. 19. (Color online) Comparison of NMEs for the Ov38 decay of
®Ge from the full GCM, GCM+OL+RR and GCM+ENTROP+RR
calculations.

GCM+RR only, demonstrating again the necessity and suc-
cess of implementing the OC method additionally.

C. Energy spectra and nuclear matrix elements of 0v33 decay

Figure 17 shows the data on the low-energy spectra of both
"6Ge and "®Se, in comparison with the GCM+OC+RR cal-
culations based on two EDFs and two Hamiltonians. Results
of calculations using the configurations tailored for each state
and those of calculations using the same configurations as that
for the ground state are shown. One can see that with the mix-
ing of axially deformed configurations, the main feature of the
sequences (07, 27,47) in the energy spectra is reasonably re-
produced, even though the predicted energy spectra from the



calculations with the EDFs (D1S, PC-PK1), and chiral inter-
action EM1.8/2.0 are more spread out, in contrast to the re-
sults of GCN2850. Besides, it is shown that the two different
subspace selection strategies yield only slightly different exci-
tation energies for the high-lying states in all the calculations
except for GCN2850, where the excited 0" states are shifted
much higher when restricted to the configurations of the sub-
space for the ground state. This is probably due to the limited
number of valence single-particle states based on which one
cannot sample the configurations with large quadrupole defor-
mation.

Figure 18 displays the convergence of the NME for the
0vBB decay of 7°Ge with respect to the total number of config-
urations in "°Ge and "*Se from the calculations with different
EDFs and interactions for a given cutoff value L.. The L.
is determined in such a way that the convergent value of the
NME is rather stable with the increase of the L., see Ref. [31].
Itis shown in Fig. 18 that the NME in each case converges rea-
sonably well with the increase of the number of states within
the subspace, even though the convergence behavior is slightly
worse for the PC-PK1 case. Fig. 19 summarizes all the NMEs
from different calculations. One can see that the NMEs by
the GCM calculations in full space can be excellently repro-
duced in the GCM+OC/ENTROP+RR, with about one order
of magnitude reduced computational cost. Again, it should be
emphasized that these NMEs cannot be interpreted as the fi-
nal NME by each EDF or interaction as only axially deformed
configurations are considered here.

IV. CONCLUDING REMARKS

The representation of wave functions for the nuclear states
of interest in terms of a set of nonorthogonal basis functions
is the core idea of GCM. In this approach, the nuclear many-
body problem is transformed into a generalized eigenvalue
problem, where the dimension of the norm and Hamiltonian
kernels grows significantly with the number of the collective
coordinates in the GCM. Therefore, finding an efficient way
to sample the basis functions in the multi-dimensional param-
eter space is important to accelerate or emulate nuclear model
calculations without loss of accuracy.

In this work, we have explored different procedures for im-
plementing statistical ML techniques into GCM calculation
to reduce its computational complexity. To mitigate the im-
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pact of noise in the predicted kernels by the RR model, we
have proposed a subspace-reduction algorithm in which op-
timal ML models are used as a surrogate method for the ex-
act quantum-number-projection calculation of the norm and
Hamiltonian kernels. The efficiency and accuracy of each pro-
cedure are demonstrated with both non-relativistic and rela-
tivistic EDFs, a valence-space shell-model Hamiltonian, and a
chiral nuclear interaction in calculations for the low-lying en-
ergy spectra of °Ge and 7°Se, as well as the 0v88-decay NME
between their ground states. For the present proof-of-concept
study, only axially deformed configurations have been consid-
ered. A polynomial RR model was used to learn the norm and
Hamiltonian kernels. The results have shown that the noise in-
troduced by the optimal RR model may spoil the description
of GCM for nuclear spectra, but this issue can be overcome
by applying the subspace-reduction algorithms based on the
linear dependence/orthogonality conditions for the basis func-
tions. For the NME of ground-state to ground-state Ovg( de-
cay, which requires the wave functions of two different nuclei,
we have used both the OC and ENTROP methods to select the
subspace, which produce similar results. We have found that
in the present study the space-reduction algorithm can speed
up the GCM calculation by a factor up to about three to nine
for the energy spectra and NME, respectively, with negligible
loss in accuracy. One can anticipate that this factor will be
significantly larger in GCM calculations with multiple gener-
ator coordinates. Extensions of our approach in this direction
are in progress.
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