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Fluorine is one of the most interesting elements in nuclear astrophysics. The 19F(p, α)16O re-
action is of astrophysical importance in addressing fluorine abundances in the universe and CNO
material loss in the first generation stars. As a Day-One campaign in the Jinping Underground
Nuclear Astrophysics experiment facility (JUNA), we report the full direct measurement results of
the 19F(p, αγ)16O reaction, which is one of the important channels in the 19F(p, α)16O reaction.
The γ-ray yields were measured over a center-of-mass energy range of Ec.m. = 72.4–344 keV, cover-
ing the astrophysical Gamow window. The measurement has reached down to an unprecedentedly
low energy of 72.4 keV. The experiment was performed under the extremely low cosmic-ray-induced
background environment of the China JinPing underground Laboratory (CJPL), one of the deepest
underground laboratories in the world (2400-meters). The astrophysical S factors in the energy re-
gion of 72.4–188.8 keV have been derived experimentally for the first time. The present low-energy
astrophysical S factors deviate significantly from previous theoretical predictions, and the associated
uncertainties are remarkably reduced. The thermonuclear 19F(p, αγ)16O rate has been determined
down to a low temperature of ≈0.05 GK, for astrophysical modeling, based on a firmer experimen-
tal basis. Furthermore, the present work shows that the contribution owing to the (p, α0) channel
dominates the total (p, α) rate over the entire low temperature region below 0.12 GK, clarifying the
role these two channels contributing to the total rate.

I. INTRODUCTION

The astrophysical origin of fluorine is puzzling. Flu-
orine is a monoisotopic element, and the stable nuclide
19F is rather fragile – a curious and critically important
point in nuclear astrophysics. 19F is very sensitive to the
physical conditions within stars. Therefore, fluorine is of-
ten used to probe nucleosynthesis scenarios [1]. Since 19F
has a limited number of atomic and molecular absorption
lines in stellar spectra from which reliable abundances
are derived, it makes the nucleosynthetic origin of 19F
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the least understood of all the light elements [2].

Astrophysical model calculations and observational
data have suggested several possible 19F production
sites [1, 3]. Woosley and Haxton [4] proposed 19F pro-
duction in Type II core-collapse supernovae (SNe) by
neutrino spallation on 20Ne; Jorissen et al. [5] observed
the 19F overabundances (with respect to solar) in red gi-
ant stars and provided evidence for 19F production dur-
ing shell He burning in asymptotic giant branch (AGB)
stars [6, 7]; Meynet and Arnould [8] identified He burn-
ing in Wolf-Rayet stars. Kobayashi et al. [9] considered
the neutrino-process nucleosynthesis as the major origin
of 19F in metal-deficient stars (type II and Ia supernovae
and hypernovae) and AGB stars. In addition, a signa-
ture of fluorine was observed in the spectra of Nova Mon
2012 [10]; however, classical novae seem to account for
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≤ 1% of its solar abundance [11]. Therefore, it remains
an open question, to what extent each candidate site may
contribute to the solar-system and Galactic fluorine, and
a precise rate of the 19F(p, α)16O reaction plays an es-
sential role in its answer.

AGB stars were thought to be the major contributor
to Galactic fluorine production [5]. However, the astro-
nomically observed fluorine overabundances cannot be
explained using the current standard AGB models, and
it seems that additional mixing effects should be involved,
i.e., fluorine is produced in the He-rich intershell and car-
ried to the surface via recurrent dredge-up episodes [12].
Palmerini et al. [13] analyzed the possible effect of such
extra mixing within an AGB star, and investigated the
impact of different rates of the 19F(p, α)16O destruction
reaction. They found that the surface abundance of 19F
varied by up to 50% when changing the rate of this reac-
tion by a factor of ≈2.

In addition, the most metal-poor stars observed in our
Milky Way’s halo today display the diluted nucleosyn-
thetic signatures resulting from Pop III stars that pre-
ceded them [14]. Keller et al. [15] discovered one of the
oldest known stars in the Universe, SMSS0313-6708, and
suggested that the hot CNO breakout during hydrogen
burning is the source of calcium (Ca) production, report-
ing [Ca/H] = –7.2. Pop III stars begin their lives with
primordial Big-Bang composition and initiate hydrogen
burning via p-p chains and then contract until the central
temperature is high enough (≈0.1 GK) to ignite the 3α-
process, creating a small abundance of carbon [16], e.g.,
X12C ≈ 10−9 to serve as a catalyst and initiate the CNO
cycles. The stellar evolution simulations of Clarkson and
Herwig [17] demonstrated that it is unlikely that such
large amounts of Ca can be produced by hot CNO break-
out. The predicted Ca abundance was between ≈0.8
and nearly 2 dex lower than required by observations of
the most metal-poor stars. However, if the ratio of the
19F(p, γ)20Ne and the 19F(p, α)16O reaction rates was a
factor of ≈ 6 higher than that reported in the NACRE
compilation [18], their model predictions could account
for the observed Ca abundances in first generation stars,
such as SMSS0313-6708.

Therefore, the (p, γ)/(p, α) rate ratio can provide an
invaluable tool to diagnose how the first stars evolved and
died, and has far-reaching implications on stellar model-
ing. Therefore, an accurate determination of both the
19F(p, α)16O and 19F(p, γ)20Ne rates around 0.1 GK is
extremely important for pinning down the origin of Ca
made by Pop III stars, as well as validating the stellar
evolution models.

The 19F(p, α)16O reaction occurs via three types of
channels, i.e., (p, α0), (p, απ) and (p, αγ), as shown in
Fig. 1; second-order transitions are negligible [19]. The
(p, απ) channel provides less than a ≈10% contribution
at low temperatures ≈0.05 GK [20, 21]; the (p, αγ) chan-
nel dominates at temperatures above 0.2 GK, while the
(p, α0) channel dominates at the lower temperatures be-
low ≈0.15 GK [20, 22]. However, recent studies have

shown that the (p, αγ) channel could possibly dominate
the total rate even below ≈0.05 GK [23, 24], where a sig-
nificantly enhanced reaction rate is possible, owing to the
interference between a possible 11-keV resonance and the
well-known 323-keV resonance. These theoretical predic-
tions and extrapolations require a new measurement to
clarify. Furthermore, the existence of this 11-keV [25–
27] is still an open question, which needs high-precision
experimental evidence.

So far, in the low temperature region, below ≈0.2 GK,
the total thermonuclear 19F(p, α)16O reaction rate is
still not known precisely enough to address the fluorine
overabundance phenomenon as well as the CNO mate-
rial loss in Pop III stars. As for the temperature re-
gion (0.1–0.3 GK) of present astrophysical interest, the
corresponding Gamow energy window is located between
Ec.m. ≈ 70–350 keV (in center-of-mass frame). Currently,
the (p, αγ) and (p, α0) channels have been measured, at
above-ground laboratories, down to Ec.m. ≈ 189 keV [27]
and 172 keV [28], respectively. In this work, we mainly
focus on the (p, αγ) channel. Its cross section still needs
to be measured in the energy region below 200 keV, al-
though Couture et al. [29] obtained some resonance prop-
erties above Ec.m. = 200 keV since then. Especially, in
the low energy region, e.g., at ≈70 keV, the extrapo-
lated cross sections still have uncertainties of up to sev-
eral orders of magnitude [23, 24, 27]. However, the rate
of cosmic-ray background radiation makes lower-energy
direct measurements in laboratories at the Earths surface
(i.e., the above-ground lab) quite challenging.

China JinPing underground Laboratory (CJPL) [30],
covered by about 2400-m of marble rock, is the deepest
operational underground laboratory in the world. In this
underground environment, the muon and neutron fluxes
are reduced by 6 and 4 orders of magnitudes, respec-
tively, compared to those at the Earths surface. Owing
to the depth advantage, the cosmic-ray induced back-
ground measured at CJPL [31] is significantly lower than
that in LUNA (1400-m-thick dolomite rocks) [32]. With
such a unique super-low-background environment [33],
the Jinping Underground Nuclear Astrophysics experi-
ment facility (JUNA) project [34] was initiated in 2015.
One of the subprojects [35] is dedicated to directly mea-
suring the 19F(p, αγ)16O reaction at Gamow energies.

In this paper, we will present the detailed results of
a direct measurement of the 19F(p, αγ)16O reaction at
JUNA. The astrophysical S factors have been derived
in the energy region of Ec.m. ≈ 72.4–188.8 keV. The un-
precedentedly low energy measurements, extending down
to 72.4 keV, directly cover the Gamow window. Our
measurement decreases the uncertainty presented in the
previous S-factor extrapolations [23, 27] from orders of
magnitude to the 10% level, which sets a solid experimen-
tal base for astrophysical modeling. Some brief results of
this measurement were published elsewhere [38].
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FIG. 1. Level scheme of the 19F(p, α)16O reaction. The Q
values are taken from AME2020 [36], four resonances taken
from Spyrou et al. [27] and nuclear structure data in 16O taken
from Kelley et al. [37].

II. EXPERIMENT

The experiment was carried out on the high-current
400 kV JUNA accelerator at CJPL [39]. Figure 2 (left
panel) shows an artistic rendition of the experimental site
and platform for JUNA, and the setup details are shown
in the right panel. A proton beam from the accelerator
was collimated by two apertures in 10–20 mm diame-
ter and then impinged on water-cooled targets, with a
spot size of about 10 mm in diameter. For low energy
measurements where higher intensity beam was required
(for Ep ≤ 180 keV, I ≈ 1 mA), the beam was undu-
lated periodicity over the target surface to reduce target
damage. However, due to the limited space, the beam
raster was not installed in the first-stage JUNA exper-
iments. Alternatively, the beam was scanned by peri-
odically changing the magnetic field of the beam deflec-
tor, installed about 3 m upstream from the target. In
this way, the intense beam was spread over a rectangu-
lar area of about 4×4 cm2. The uniformity of the beam
scanning will be discussed later. For the Ep > 180 keV
measurements, because the cross section becomes larger,
the beam current was reduced to 1–10 µA, to reduce the
detector dead-time. In this case, it was unnecessary to
use the beam scanning system. An inline Cu shroud,
cooled to LN2 temperature, extended close to the target
to minimize carbon build-up on the target surface. There
was no sign of carbon buildup upon visual inspection of
all the targets during the experiment. Together with the
target, the Cu shroud constituted the Faraday cup for
charge integration of the beam. A negative voltage of
300 V was applied to the shroud to suppress secondary
electrons from the target. The beam-current error was
estimated to be 1%, mainly due to leakage current (typ-

ically < 10 nA). Two very strong and durable implanted
19F targets, developed in recent years [40, 41], were uti-
lized in this work. The targets were fabricated by im-
planting 50 keV 19F ions into the 3-mm thick Fe back-
ings, and then sputtering about 50-nm thick Cr foils to
further prevent fluorine material loss.

A 4π BGO detector array specially designed for the
JUNA project [42], which has already been used and
characterized in previous work (e.g., see Refs. [41, 43]),
was used to detect the γ-rays. The BGO array was com-
posed of eight identical segments with a length of 250 mm
and a radial thickness of 63 mm, each covering a 45◦

azimuthal angle. For the 6130-keV γ rays of interest,
the total absolute detection efficiency was ≈58%, with a
≈6% energy resolution achieved by alcohol–cooling the
BGO crystals (≈–5◦C). To suppress the natural γ-ray
background emitted from the rocks and induced by the
neutron capture reactions on the material around the de-
tector (e.g., standers and rocks, etc.), the BGO array was
shielded by 5-mm copper, 100-mm lead and 1-mm cad-
mium, respectively. Constant nitrogen gas flow was in-
jected to the BGO array to eliminate radioactive Radon
gas and avoid vapor build up on the cold BGO crystals.

Figure 3 shows a typical γ-ray spectrum taken at a
proton beam energy of Ep = 190 keV with the 4π BGO
array. Here, Ep denotes the proton beam energy be-
fore the Cr protective layer of the implanted fluorine tar-
get. Two background peaks, at 1460.8 keV (from 40Ar)
and 2614.5 keV (from 208Tl), together with the 6130-keV
peak from the 19F(p, αγ2)16O (i.e., from the α2 chan-
nel) reaction were used for energy calibration. As for
the 6130-keV γ rays, only the full energy peak was ob-
served since the detection efficiency of the BGO array is
quite high, and the single and double escape contribu-
tions are almost negligible. In addition, we also observed
the γ rays induced by the 12C and 13C impurities from
the target, as well as those induced by the 11B contami-
nant mainly from the beam apertures, and their origins
were analyzed in Ref. [41]. Some oxygen was introduced
in the target during the target making process, especially
18O(p, γ)19F has relatively larger cross section than other
stable oxygen isotopes, and that is why we observed the
18O in the figure clearly. It should be mentioned that the
19F(p, αγ)16O cross sections are so high that these back-
ground contribution to the 6130-keV γ rays of interested
is negligible in the energy region of Ep ≥ 190 keV.

Figure 4 shows γ-ray spectra taken at six en-
ergy points below Ep= 180 keV. The contributions
of the 19F(p, αγ)16O reaction of interested and those
contamination reactions have been simulated with a
GEANT4 code [44] for each spectra, with their strengths
adjusted to achieve the reasonable fits. It shows that
almost all contamination have negligible influence on
the aimed 6130-keV peak, except the 2H contamination
which became serious below ≈110 keV. The 18O(p, γ)19F
peak becomes prominent close to its resonance around Ep
= 150 keV [45]. It should be noted that there is an un-
known peak around 5.25 MeV, and hence one assumed
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FIG. 2. (Left panel) A combination of science and art rendition of the experimental site and platform for JUNA (credited to
L.G. Chen for Chinese ink painting); (Right panel) 3D schematic view of the experimental setup.
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FIG. 3. Typical γ-ray spectrum measured at JUNA with a
4π BGO array at Ep = 190 keV. The 6130-keV γ-ray peak
for the 19F(p, αγ)16O reaction is indicated by the red text.

peak (grey line) has been added to optimize the GEANT4
simulations. It shows that this assumed peak has only
marginal effect on the 6130-keV peak and its contribution
is considered in the uncertainties.

In this work, the 19F(p, αγ)16O cross section was mea-
sured down to Ep = 88 keV (i.e., Ec.m. ≈ 72.4 keV),
where the γ-ray spectrum was already given in Ref. [38].
Since the 19F(p, αγ)16O cross section became extremely
low, we got only a few counts in the region of inter-
ested (ROI) over the 6130-keV peak. In this case, the
γ rays induced by the 2H contamination became seri-
ous, and its tail probably contributes the ROI. The 2H
may have come from the ice on the cold shroud. Since,

when changing the target some vapor may condense and
freeze at the end of the cold shroud, which is very close
to the target. This part of the shroud had some expo-
sure to the air during the target changing process, even
though this was mitigated by flowing nitrogen gas. This
ice may have experienced bombardment by the scattered
beam, thus introducing γ-ray backgrounds. Fortunately
this will not influence the beam current measurement as
the cold shroud was well grounded and insulated from the
target. Moreover, it was unlikely that the 2H came from
the beam, as a 90-degree dipole was installed to elimi-
nate beam contamination. To get a reliable background
evaluation at this energy point, an experimental run with
a pure Fe target (covered by a 50-nm thick Cr layer) was
done. Owing to the heavy 2H contamination and limited
beam time, a total net counts of 30±26 (with a very large
uncertainty of about 80%) was obtained at this energy
under the conditions of ≈1.0 mA average beam intensity
and ≈2-days machine time (a beam exposure of ≈190 C).
Therefore, the energy of Ec.m. ≈ 72.4 keV can be seen as
a ‘lower-limit’ accessible with the current JUNA setup.
For future more precise measurements, the 2H contami-
nation must be reduced accordingly.

In addition, the α3 and α4 channel γ rays (6917 &
7117 keV) were also observed at Ec.m. > 200 keV. The
typical α3 branching ratio is less than 0.7% in this en-
ergy region. The α4 branching ratio is 2.8% for the
Ec.m. = 323 keV resonance and less than 0.6% for the
non-resonant energy region.

Similar to the previous test [41], the 19F targets were
monitored by observing the yield of the 6130-keV γ rays
over the Ec.m. = 323 keV resonance during the exper-
imental runs. Figure 5 shows the experimental and
GEANT4 simulated profiles of this resonance. For sim-
plicity, the fluorine depth distribution was taken as uni-
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form in the simulation and the thickness of Cr and F
layers were varied to produce the best fit to the data.
Due to the continuous beam bombardment, the Cr layer
became thinner and the F atoms diffused into the target
backing, resulting in a thicker F layer. The fluorine atom
areal density is given by [46]:

n =
2AY
λ2ωγε

, (1)

where n is the F areal density, AY the integration over
the 6130-keV peak in the γ-ray yield curve, λ the proton
de Broglie wavelength, ε the BGO absolute detection ef-
ficiency of the 6130 keV γ-ray, and ωγ the strength of the
Ec.m. = 323 keV resonance, respectively. The F material
loss was determined by comparing the AY value at differ-
ent beam doses. A ≈4% fluctuation was observed in the
AY values for both targets, and was taken as a systemat-
ical uncertainty of the yields. A possible source for such
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uncertainty was that the beam scanning was not ideally
uniform. Target #1 had no obvious material loss under a
total beam exposure of ≈69 C. Target #2 also exhibited
no noticeable material loss under the first beam exposure
of ≈70 C; however, for the lowest energy-point (i.e., at
Ec.m. ≈ 72.4 keV) run, a ≈7% material loss was observed
under another beam exposure of ≈200 C (totally ≈270 C
on Target #2). Since this point has a 79.5% statistic
error, this 7% target loss can be ignored.

Figure 6 shows the experimental yields for the
19F(p, αγ)16O reaction measured at JUNA. The data
for two targets (Target #1 and Target #2) are shown
separately. The errors shown in the figure are statistical
only and are less than 2% for most data points, while it
is 87% for the lowest point at Ec.m. ≈ 72.4 keV.

For the Ep ≤ 180 keV energy points, the beam scan-
ning system was applied to reduce target deteriora-
tion. To determine its influence, the measurement at
Ep = 200 keV was repeated several times with the beam
scanning system on and off, and the yields were com-
pared. The beam scanning system decreased the mea-
sured beam current by a factor of 1.09. This effect has
been corrected for the data shown in Fig. 6, through it-
erative R-matrix calculations and GEANT4 simulations
(see details in section III).

Owing to the complicated target structure and the un-
known self-sputtering rate during the implantation pro-
cedure, the absolute 19F number density is hard to de-
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FIG. 6. Experimental yields for the 19F(p, αγ)16O reaction
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data are scaled down by a factor of 1000. The GEANT4
simulated curves are indicated for each target, based on the R-
matrix MCMC fits (where S6 corresponds to a 50% quantile).
Here the errors are statistical only, and for some data points,
the error bars do not exceed the size of the data points. See
text for details.

termine precisely. It is also very hard to get a pre-
cise, absolute, detection efficiency for the BGO detec-
tor. Therefore, we have made a relative measurement
of the astrophysical S-factors for the reaction studied.
Here, the parameters of the 19F depth distribution and
the Cr foil thickness were determined by adjusting their
values in the GEANT4 simulation to reproduce the ex-
perimental yield over the 323-keV resonance. Thus, the
product of absolute detection efficiency and 19F num-
ber density was determined based on the well-known
NACRE [18] strength ωγ(p,αγ) = (23.1±0.9) eV (with
an uncertainty of 3.9%) of the 323-keV resonance, which
is a normalization factor (see Eq. (1)). It should be
noted that this NACRE strength is a weighted average
of previous measurements, which includes both statisti-
cal and systematic errors. In fact, the most precise re-
sult was determined by Becker et al. [47], (although Cou-
ture et al. [29] made a new measurement later, but with
larger uncertainty.) With these parameters, the effec-
tive beam energies and S-factors for these off-resonance
points were determined by the GEANT4 simulations as
shown in Fig. 7. The uncertainties of the derived S
factors mainly include three contributions: 1) the yield
uncertainty as mentioned above; 2) a 5% uncertainty
estimated for the GEANT4 simulation by assuming a
0.5 keV uncertainty in the reconstructed Ec.m. value; 3)
a 3.9% uncertainty for the 323-keV resonance strength
(from the normalization). For the energy points near/on
the resonance peaks, the corresponding S-factors were
non-constant over each energy point and cannot be de-
termined precisely. Their yields can be reproduced well
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FIG. 7. Astrophysical S factors of the 19F(p, αγ)16O reaction derived from the JUNA experiment (with statistical uncertainties
only) [38]. Three R-matrix MCMC fits are shown, where S5, S6 and S7 correspond to the 16%, 50%, and 84% quantiles,
respectively. The underlying distributions are approximately Gaussian in shape, so these would correspond to approximately
1 σ uncertainty bands. The previous experimental data (‘SP00 Expt’) [27] and theoretical predictions (‘SP00 Calc’) [23, 27] are
shown for comparison. In contrast, our previous general R-matrix fit [38] is shown by the black sold line (labeled as ‘Previous
fit’). As for the (p, α0) channel, both the experimental data and R-matrix curve of LOM15 [28], as well as that of NACRE’s
simple extrapolation [18], are shown for comparison. The Gamow peak at 0.1 GK is shown schematically by the shaded region.
See text for details.

by using the known strength values for three resonances
at Ec.m. = 211, 225, and 323 keV, verifying the present
experimental method and analysis procedure. Numeric
samples of the S factors and cross sections, as well as the
associated uncertainties in the off-resonance region, are
tabulated in Table I [38].

III. R-MATRIX ANALYSIS

A multilevel multichannel R-matrix analysis, using the
code AZURE2 [48, 49], was used to fit the low energy
19F(p, αγ)16O data, as well as previous higher energy
data from the literature. At these low energies, the
19F(p, αγ)16O reaction is populated almost exclusively
through the 19F(p, α2)16O transition. The R-matrix fit
to the higher energy data proved to be consistent with the

previous analysis of deBoer et al. [23], therefore only the
low energy part of the fit that overlaps with the present
data are discussed here. To avoid the computationally in-
tensive calculations needed to convolute the experimental
yields in the region of narrow resonances with experimen-
tal resolution effects in the present analysis, the formal-
ism of Brune [50] was used to fix values of the partial
widths of the narrow resonances as described in Sec. II.

One of the main sources of uncertainty at low ener-
gies is the interference between the near threshold, pos-
sible subthreshold, and the higher lying resonances. In
particular, the resonances with corresponding level spin-
parities of 1+ are currently thought to be the chief con-
tributors over most of the low energy range of the cross
section [38]. The present measurements, which extend
to energies considerably lower than any made previously,
rule out the majority of the different interference possi-
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TABLE I. Experimental astrophysical S factors and cross sec-
tions for 19F(p, αγ)16O derived for the non-resonant region
(as shown in Fig. 7). The total uncertainties are listed in the
parentheses, and the statistical uncertainties are listed in the
last column. The overall systematical uncertainty of ≈7.4%
was estimated.

Ec.m. (keV) S-factor (MeVb) σ (b) Stat. Err. (%)
72.4 8.98(7.10) 1.08(0.85)×10−12 79.5
89.7 4.91(1.01) 1.28(0.26)×10−11 18.9
93.8 4.31(0.44) 2.05(0.21)×10−11 7.8
108.2 3.55(0.39) 1.04(0.11)×10−10 5.1
117.2 4.15(0.35) 3.16(0.27)×10−10 3.9
117.5 4.29(0.38) 3.38(0.30)×10−10 3.8
126.7 4.96(0.50) 9.28(0.94)×10−10 4.7
136.2 4.57(0.42) 1.88(0.17)×10−9 2.1
145.5 6.32(0.64) 5.26(0.53)×10−9 4.7
155.5 5.85(0.59) 9.64(0.97)×10−9 4.5
164.6 7.40(0.57) 2.14(0.17)×10−8 2.3
174.5 7.84(0.62) 3.96(0.31)×10−8 2.7
183.9 10.12(0.79) 8.31(0.65)×10−8 2.7
194.3 14.93(1.14) 2.01(0.15)×10−7 1.2
194.5 14.10(1.10) 1.92(0.15)×10−7 2.5
251.0 29.87(2.29) 3.35(0.26)×10−6 1.3
252.4 30.49(2.28) 3.58(0.27)×10−6 1.3
261.6 39.78(2.95) 6.11(0.45)×10−6 0.6
270.4 56.70(4.20) 1.11(0.08)×10−5 0.6
282.6 82.74(6.12) 2.25(0.17)×10−5 0.4
300.9 377.2(27.9) 1.59(0.12)×10−4 0.2
301.1 320.1(24.2) 1.36(0.10)×10−4 0.4

bilities described in [23]. The three fit scenarios that were
found to be the most compatible with the present data
have been shown in Figure 4 in Ref. [38]. They gave sub-
stantially different low energy S-factors compared to the
previous extrapolations made by Spyrou et al. [27]. This
indicates the many sources of uncertainty in the previous
extrapolations, stemming from the large uncertainties as-
sociated with the level properties of the near threshold,
and possible subthreshold resonances.

It was found that an accurate reproduction of the
new experimental data could be achieved with contri-
butions from the 1+ near threshold resonance [25, 27],
a 1+ subthreshold resonance, and the broad 2+ level at
Ex = 13.095 MeV, in addition to the tail contributions of
the higher lying resonances determined from the previ-
ous analysis of deBoer et al. [23]. A poorer reproduction
of the experimental data was possible with either a sub-
threshold state or near threshold resonance contribution,
but the reproduction of the data was significantly im-
proved when both contributions and the broad 2+ state
were included [38]. It is particularly noteworthy that the
present data are the first direct measurements that in-
dicate the presence of the near threshold resonance. It
should also be noted that due to the high level density
and incomplete knowledge of the level structure of the
20Ne compound system over this energy region, that the
R-matrix fit solution is not unique.

In order to quantify the significance of the different
level contributions to the R-matrix fit, a Bayesian uncer-
tainty analysis was performed using the Python package

TABLE II. Summary of parameters and uncertainties de-
termined from the MCMC analysis. The sign of the par-
tial width indicates the sign of the corresponding reduced
width amplitude. For the 20Ne system, Sp = 12.844 MeV
and Sα2 = 10.860 MeV; above the separation energy partial
widths are given, below ANCs are given.

Ec.m. Ex Jπ Γp0 Γα2

(keV) (MeV) (fm−1/2 or eV)

–448 (12.396)a 1+ (15)a 62+41
−30

11 (12.855)a 1+ (1.14×10−28)a –600+230
−280

251 (13.095)a 2+ –0.0144+0.0029
−0.0024 (1.62×105)a

a Fixed

BRICK [51]. BRICK acts as a mediator, allowing commu-
nication between the Python MCMC sampler emcee [52]
and the C++ R-matrix code AZURE2. As the MCMC
calculations are computationally intensive, only the pa-
rameters associated with the three underlying resonance
contributions with the largest uncertainties are explored.
For the subthreshold resonance, the proton ANC is fixed
to a value close to its Wigner limit, which is still con-
sistent with low energy scattering data [23]. Finally, for
the broad resonance corresponding to the 2+ level, to
simplify the calculation, Γα2 is set equal to the literature
value of the total width, while Γp is given a wide uni-
form prior. Note that in the case of the 2+ level that
Γα2 >> Γp. In addition, the overall normalization was
given a Gaussian prior of 10% uncertainty, which was re-
turned as the posterior as expected. Table II details the
fixed parameters and those allowed to vary along with
the resulting uncertainties.

It is interesting to note that some rather different cen-
tral values were obtained between the χ2 fit (see Table I
in Ref. [38]) and the maximum likelihood MCMC analy-
sis (see Table II in this work). This is a reflection of the
large uncertainties obtained for the resonance parameters
and the large degree of correlation between them, which
leads to shallow minima in χ2. A corner plot showing a
posterior probability distributions from the MCMC anal-
ysis is drawn in Fig. 8. As expected, strong correlations
are observed between the Γα2

widths of the subthreshold
and near threshold states.

As for the three most probable R-matrix fits given in
Figure 4 in Ref. [38], although they exhibited quite differ-
ent trends below the lowest energy data point achieved,
the present JUNA experimental data already covered the
full Gamow energy range of the current astrophysical in-
terest. Therefore, the uncertainty in the present S-factor
curve over the range of astrophysical interest has been
greatly reduced compared to extrapolations based on pre-
vious higher energy measurements [23, 24] (see Fig. 7).
In addition, the extrapolations from Spyrou et al. [27]
are also shown for comparison (two grey lines, labelled
as SP00).
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FIG. 8. Corner plot [53] of the posterior probability distributions calculated from the MCMC R-matrix uncertainty analysis for
the partial widths, in units of eV, varied in the fitting. Note that the signs of the partial width reflect those of the corresponding
reduced width amplitudes. The vertical dashed lines indicate the 16% (S5), 50% (S6), and 84% (S7) quantiles. Here n refers
to the normalization factor for the 19F(p, αγ)20Ne data.

IV. ASTROPHYSICAL REACTION RATE

The thermonuclear 19F(p, αγ)16O reaction rate has
been calculated by numerical integration of the S fac-
tors in Fig. 7 with the well-known formula for NA〈σv〉
given in Rolfs and Rodney [54],

NA〈σv〉 = NA

√
8

πµ

1

(kT )
3
2

∫ ∞
0

S(E)exp

[
− E

kT
− 2πη

]
dE,

where NA is Avogadro’s number, k is the Boltzmann con-
stant, T is the temperature, µ is the reduced mass, and

η is the Sommerfeld parameter.
At each temperature point, three reaction rates were

given based on the three S-factor curves shown in Fig. 7.
The maximum and minimum of the three rates were
adopted as the high and low limits, the average of the
maximum and minimum was adopted as the recom-
mended median rate. In this way, the present median
rate and the associated uncertainties are obtained over
a temperature region from 0.005–1 GK, and are given in
Table III. The present median rate can be parameterized
by the standard format of Ref. [55],
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NA〈σv〉(p,αγ) = exp(220.42− 5.89736

T9
− 241.877

T
1/3
9

− 278.432T
1/3
9 + 596.28T9 − 310.853T

5/3
9 − 177.227 lnT9)

+ exp(−257.718− 6.96149

T9
+

234.148

T
1/3
9

+ 180.172T
1/3
9 − 202.205T9 + 63.9643T

5/3
9 + 110.693 lnT9)

+ exp(−38.5399 +
0.0640641

T9
− 31.3093

T
1/3
9

+ 80.6092T
1/3
9 + 18.9689T9 − 19.2284T

5/3
9 − 23.4371 lnT9)

+ exp(−135.944− 0.213409

T9
+

4.14544

T
1/3
9

− 238.22T
1/3
9 + 5836.64T9 − 24560.5T

5/3
9 − 18.7326 lnT9)

with a fitting error of less than 1% over the temperature
region of 0.005–1 GK. Above 1 GK, the NACRE [18] rate
should be adopted.
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FIG. 9. Ratio of the present rate (based on the MCMC R-
matrix fits) relative to that of Zhang et al. [38] (based on the
general R-matrix fits).

In our previous work [38], a general R-matrix analysis
was performed, while we have performed a more com-
plicated R-matrix MCMC analysis in this work. Fig-
ure 9 shows the comparison between our present rate
and our previous rate [38] (labelled as “Zhang et al.”).
The present rate is higher than our previous ones be-
low 0.1 GK is due to our new MCMC R-matrix analyse
gave a higher S factor below 100 keV. Thus, we have
determined the most precise rate for the 19F(p, αγ)16O
reaction to date. Now, the JUNA data provide greatly
improved constraints on the 19F(p, αγ) reaction rate for
the temperature region down to 0.05 GK, which suffi-
ciently covers the temperature range of interest for faint
supernovae and AGB stars models [7, 17].

As for the 19F(p, α0)16O channel, Fig. 7 shows the ex-
perimental data and R-matrix calculation of Lombardo
et al. [28], and also the simple NACRE extrapolation [18]
for comparison. It demonstrates that the (p, αγ) data
are lower than those of (p, α0) in the energy region of
≈50–200 keV. This implies that the (p, α0) rate is higher
than the (p, αγ) one in the relevant temperature region.

Therefore, the present JUNA work provides strong ex-
perimental support that the (p, α0) channel dominates
the total (p, α) rate over a temperature region of ≈0.03–
0.12 GK, and thus clarifies the role of these two channels.

TABLE III: Thermonuclear rate of 19F(p, αγ)16O in units of

cm3s−1mol−1

.

T9 Median rate Low rate High rate

0.005 4.86×10−31 3.08×10−31 7.11×10−31

0.006 5.75×10−29 3.65×10−29 8.37×10−29

0.007 3.11×10−27 1.99×10−27 4.51×10−27

0.008 9.87×10−26 6.35×10−26 1.42×10−25

0.009 1.98×10−24 1.29×10−24 2.83×10−24

0.010 2.71×10−23 1.78×10−23 3.85×10−23

0.015 3.02×10−19 2.06×10−19 4.20×10−19

0.020 1.09×10−16 7.65×10−17 1.47×10−16

0.025 7.05×10−15 5.16×10−15 9.25×10−15

0.030 1.68×10−13 1.29×10−13 2.16×10−13

0.035 2.10×10−12 1.66×10−12 2.66×10−12

0.040 1.68×10−11 1.37×10−11 2.07×10−11

0.045 9.82×10−11 8.14×10−11 1.17×10−10

0.050 4.51×10−10 3.81×10−10 5.25×10−10

0.055 1.72×10−9 1.48×10−9 1.97×10−9

0.060 5.66×10−9 4.95×10−9 6.40×10−9

0.065 1.65×10−8 1.46×10−8 1.85×10−8

0.070 4.38×10−8 3.91×10−8 4.87×10−8

0.075 1.07×10−7 9.68×10−8 1.19×10−7

0.080 2.50×10−7 2.26×10−7 2.74×10−7

0.085 5.61×10−7 5.11×10−7 6.13×10−7

0.090 1.24×10−6 1.14×10−6 1.35×10−6

0.095 2.75×10−6 2.54×10−6 2.96×10−6

0.10 6.10×10−6 5.69×10−6 6.52×10−6

0.12 1.30×10−4 1.24×10−4 1.36×10−4

0.14 1.74×10−3 1.66×10−3 1.81×10−3

0.16 1.50×10−2 1.44×10−2 1.56×10−2

0.18 9.58×10−2 9.23×10−2 9.97×10−2

0.20 4.86×10−1 4.67×10−1 5.06×10−1

0.22 1.99×100 1.90×100 2.06×100

0.24 6.63×100 6.35×100 6.89×100

0.26 1.86×101 1.78×101 1.93×101

0.28 4.50×101 4.33×101 4.69×101

0.30 9.71×101 9.35×101 1.01×102
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0.32 1.90×102 1.83×102 1.98×102

0.34 3.44×102 3.30×102 3.57×102

0.36 5.82×102 5.57×102 6.03×102

0.38 9.28×102 8.87×102 9.61×102

0.40 1.41×103 1.35×103 1.46×103

0.42 2.05×103 1.96×103 2.13×103

0.44 2.87×103 2.75×103 2.98×103

0.46 3.90×103 3.75×103 4.06×103

0.48 5.15×103 4.96×103 5.36×103

0.50 6.65×103 6.41×103 6.92×103

0.52 8.40×103 8.10×103 8.74×103

0.54 1.04×104 1.00×104 1.08×104

0.56 1.27×104 1.23×104 1.32×104

0.58 1.53×104 1.47×104 1.59×104

0.60 1.82×104 1.75×104 1.89×104

0.62 2.14×104 2.05×104 2.22×104

0.64 2.48×104 2.38×104 2.58×104

0.66 2.86×104 2.74×104 2.97×104

0.68 3.26×104 3.13×104 3.38×104

0.70 3.69×104 3.54×104 3.83×104

0.72 4.14×104 3.98×104 4.30×104

0.74 4.62×104 4.44×104 4.80×104

0.76 5.13×104 4.93×104 5.33×104

0.78 5.67×104 5.44×104 5.89×104

0.80 6.22×104 5.97×104 6.46×104

0.82 6.80×104 6.52×104 7.07×104

0.84 7.40×104 7.10×104 7.69×104

0.86 8.01×104 7.69×104 8.33×104

0.88 8.65×104 8.29×104 9.00×104

0.90 9.29×104 8.92×104 9.68×104

0.92 9.95×104 9.57×104 1.04×105

0.94 1.06×105 1.02×105 1.11×105

0.96 1.13×105 1.09×105 1.18×105

0.98 1.20×105 1.16×105 1.26×105

1.00 1.28×105 1.23×105 1.34×105

V. SUMMARY

The present paper reports the detailed experimental

results for the astrophysically important 19F(p, αγ)16O

reaction. The measurement was directly reached down to

the lowest energy region of Ec.m. ≈ (72.4-344) keV. A low

cross section down to the ≈10−12 b level was achieved

relying on the extra-low background deep underground

environment as well as the strong proton beam from

JUNA facility. The astrophysical S factors have been ob-

tained by the R-matrix analysis together with a MCMC

Bayesian uncertainty estimation. At astrophysical inter-

ested temperature region (0.05–1 GK), the precise ther-

monuclear 19F(p, αγ)16O rate has been determined en-
tirely based on the solid experimental ground, which is

now sufficient for the requirement of astrophysics model-

ing.

Furthermore, this JUNA work strongly supports that

the (p, α0) channel dominates the total (p, α) rate over

a temperature region of ≈0.03–0.12 GK based on the

available knowledge of (p, α0) channel. However, a fur-

ther direct measurement of this (p, α0) channel below

≈180 keV (better down to 70 keV) is still strongly sug-

gested to verify the previous theoretical predictions or

extrapolations.
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