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Two-particle correlation measurements projected onto two-dimensional, transverse rapidity co-
ordinates (yT1, yT2), provide an independent, orthogonal view of the multi-dimensional correlation
distribution that is most often studied via angular projections. As such, these independent trans-
verse projections allow access to manifestations of dynamical fluctuations in relativistic heavy-ion
collisions that angular correlation measurements may not be sensitive to. We report non-identified
charged-particle correlations for Au + Au minimum-bias collisions at

√
sNN = 200 GeV taken by

the STAR experiment at the Relativistic Heavy-Ion Collider (RHIC). Correlations are presented as
2D functions of transverse rapidity for like-sign, unlike-sign and all charged-particle pairs, as well as
for particle pairs whose relative azimuthal angles lie on the near-side, the away-side, or at all rela-
tive azimuth. The correlations are constructed using charged particles with transverse momentum
pT ≥ 0.15 GeV/c, pseudorapidity from −1 to 1, and azimuthal angles from −π to π. The significant
correlation structures that are observed evolve smoothly with collision centrality. The major corre-
lation features include a saddle shape plus a broad peak with maximum near yT ≈ 3, corresponding
to pT ≈ 1.5 GeV/c. The broad peak is observed in both like- and unlike-sign charge combinations
and in near- and away-side relative azimuthal angles. The all-charge, all-azimuth correlation mea-
surements are compared with the predictions of hijing and epos to provide theoretical context for
these new measurements. The results indicate that the correlations for peripheral to mid-central
collisions can be approximately described as a superposition of nucleon + nucleon collisions with
minimal effects from the QCD medium. Strong medium effects are indicated in mid- to most-central
collisions.

PACS numbers: 25.75.q,25.75.Gz

I. INTRODUCTION

Two-particle correlation measurements in high-energy
heavy-ion collisions provide access to partonic and
hadronic dynamics occurring throughout the spatial and
temporal evolution of the produced hot and dense matter.
The dynamical processes include soft and hard interac-
tions as predicted by Quantum Chromodynamics (QCD),
hadronization via fragmentation [1–3] and/or recombi-
nation [4], partonic and hadronic collective flow [5], res-
onance decays, quantum interference effects [6, 7], and
others [8].

Two-particle correlations in momentum space contain,
in general, six independent coordinates. However, for
identical, unpolarized colliding ions (e.g., p+p, Au+Au,
Pb+Pb) and for particle production near mid-rapidity,
two-particle correlations can be accurately represented
as functions of four variables pT1, pT2, relative pseudo-
rapidity1 ∆η = η1 − η2, and relative azimuthal angle
∆φ = φ1 − φ2 as in Refs. [9–11]. Correlation measure-
ments on (∆η,∆φ) angular space within a grid of bins
on transverse momentum space (pT1, pT2) [12–18] repre-
sent all of the statistically accessible information avail-
able from the non-identified, two-particle distribution, to
within an undetermined normalization in each transverse
momentum bin. This normalization can be determined

∗ Deceased
1 Pseudorapidity is defined as η = − ln[tan(θ/2)], where θ is the
polar scattering angle relative to the beam direction.

using the methods developed in Ref. [19]. Those methods
underlie the present correlation definition.

Two-particle correlation measurements projected onto
∆φ and/or ∆η are ubiquitous in the heavy-ion litera-
ture. However, much less attention has been given to the
orthogonal correlation projections on transverse momen-
tum dependent coordinates. The latter type of measure-
ment was reported by the NA49 Collaboration [20, 21],
the CERES Collaboration [22], and the STAR Collabo-
ration [23] (see also Refs. [11, 24, 25]). In this paper we
present two-particle, 2D pair-number correlation distri-
butions on transverse rapidity (yT1, yT2) for minimum-
trigger-biased Au+Au collisions at

√
sNN = 200 GeV for

various combinations of charge-sign, ∆φ ranges, and cov-
ering cross-section fractions from 0% to 93% in eleven
centrality bins. Transverse rapidity in this application is
defined by

yT = ln[(pT + mT )/m0], (1)

where mT =
√

p2T + m2
0 is the transverse mass for parti-

cle mass m0, assumed equal to the pion mass throughout
this paper.2 Pions account for approximately 80% of the
charged particle multiplicity in this collision system [26].

The present analysis uses a correlation measure quan-
tity [19] that was derived from a minimum-statistically-
biased mean-pT fluctuation quantity [27]. The correla-

2 With this definition, yT ≈ ln pT +ln (2/m0) within the pT range
studied here, and equals (1/2) ln [(E + pT )/(E − pT )] when η =
0.
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tion distributions are projected onto the transverse ra-
pidity defined in Eq. (1) to facilitate studies of jet frag-
ment contributions to these correlations [28]. The choice
of transverse rapidity, with fixed pion-mass was, in part,
based on the analysis in Ref. [3]. This analysis showed
that non-identified particle, jet-fragment distributions
produced in high-energy collisions, when plotted as func-
tions of yT with fixed pion mass, displayed approximate
shape invariance over a wide energy-range. The use of co-
ordinate yT also enables better visual access to the cor-
relation structures at both lower and intermediate mo-
mentum. Many correlation distributions are contained
in this analysis corresponding to various charge-sign, ∆φ
range, and centrality combinations, thereby increasing
the wealth of such correlation data in the heavy-ion lit-
erature. Representative examples are shown here.

Studies of correlation distribution projections onto
transverse momentum coordinates allow access to differ-
ent manifestations of dynamical fluctuations in heavy-
ion collisions, beyond that observed in angular correla-
tions [28]. For example, in the hydrodynamic picture,
event-wise fluctuations in an equilibrated, global tem-
perature [29, 30] would not be evident in angular corre-
lations, but would produce a distinctive “saddle-shape”
correlation distribution on transverse momentum coordi-
nates [21, 23, 28]. In fragmentation-based models with
jets, e.g., hijing [31], where event-wise dynamical fluc-
tuations occur in the angular positions and energies of
the jets, analysis of angular correlations can determine
the average total number of jet-related pairs of particles
per event. On the other hand, analysis of correlations on
transverse momentum dependent coordinates can deter-
mine the variance in the fluctuating number of jet-related
particles due to both the varying number and energies of
the jets produced in each event. The latter represents ad-
ditional information about jet production and fragmen-
tation.

Interpretation of angular correlations is relatively
straightforward because the principal structural features
display simple geometrical shapes that can be described
using the first few terms in an azimuthal cosine-series
plus Gaussians for the peaks. These geometrical struc-
tures can be readily modelled with hydrodynamic, frag-
mentation, jet models, Bose-Einstein or Hanbury-Brown
and Twiss (HBT) [6] correlations, and other models [32].
On the other hand, the correlation distributions on trans-
verse rapidity reported here cannot be visually decom-
posed into separate geometrical structures. Event-wise
dynamical fluctuations that alter the shape of the under-
lying single-particle parent yT -distribution, e.g., fluctua-
tions in freeze-out temperature, transverse flow, jet pro-
duction, and color-string energies, give rise to non-zero
correlation distributions on transverse rapidity. The cor-
relation structure resulting from each of these dynamical
sources displays maxima and minima forming a generic
saddle-shape with a broad peak at higher yT . However,
each structure differs somewhat in shape from the others
[28]. Those differences are enough to allow phenomeno-

logical models that include the above dynamical fluctua-
tions to describe the correlations and to decompose the
total correlation structure into separate dynamical con-
tributions [28].

To provide theoretical context, the correlation predic-
tions of hijing [31], in which a superposition of nucleon
+ nucleon (NN) collisions is assumed, and predictions of
the (3+1)-dimensional hydrodynamic code epos [33] are
compared with the data. These two theoretical models
are intended to provide a baseline limit where no medium
interactions occur (hijing), and a representative example
of an event-wise fluctuating hydrodynamic model includ-
ing some hard-scattering processes and hadronic rescat-
tering (epos). The major features of the observed and
predicted correlation structures are compared in detail.
Future comparisons of these data with state-of-the-art
theoretical models and theoretical analysis of the correla-
tions presented here in combination with corresponding
angular correlations [32] may help distinguish between
models and guide their development. This may lead to a
better understanding of heavy-ion collision dynamics.

This paper is organized as follows. The correlation
analysis method is described in Sec. II. Details of the
experimental data and event processing are expatiated
in Sec. III. Examples of the measured correlations are
shown and discussed in Sec. IV and the associated sys-
tematic uncertainties are discussed in Sec. V. The theo-
retical model comparisons and the physical implications
are discussed in Secs. VI and VII. A possible strategy for
developing theoretical interpretations of these correlation
data is discussed in Sec. VII. A summary and conclusion
are given in Sec. VIII. Further details of the analysis are
provided in the appendices.

II. ANALYSIS METHOD

The two-particle correlations in this paper are derived
from the normalized (within the range [−1,1]) covari-
ance [34] given by

〈(nk1 − 〈nk1〉) (nl2 − 〈nl2〉)〉
√

σ2
k1σ

2
l2

≈ 〈nk1nl2〉 − 〈nk1〉〈nl2〉
√

〈nk1〉〈nl2〉
(2)

where nk1 and nl2 are the number of particles in single-
particle bins k and l on transverse rapidity, nk1nl2 is
the number of particle pairs in bin (k, l), subscripts 1
and 2 are particle labels, σ2 is the variance of the event-
wise distribution of particle number in a single-particle
bin. Brackets (〈O〉) indicate averages over all collision
events in the multiplicity or centrality bin. In the last
line of Eq. (2) the Poisson limit was assumed where σ2

k =
〈nk〉. This normalized covariance is bounded between −1
and +1 regardless of the event multiplicity, where the
amplitude indicates whether the particle pairs in bins
(k, l) are fully correlated (+1), anti-correlated (−1), or
somewhere in-between.
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The above ratio may be rewritten as

√

〈nk1〉〈nl2〉
〈nk1nl2〉 − 〈nk1〉〈nl2〉

〈nk1〉〈nl2〉

≡ Pkl
ρse,kl − ρme,kl

ρme,kl
(3)

where new symbols on the right-hand side (RHS) of
Eq. (3) represent the corresponding event-average quan-
tities on the left-hand side of this equation. Pkl is a
prefactor, discussed at the end of this section and in Ap-
pendix A. Quantities ρse,kl and ρme,kl are the average
number of particle pairs in bin (k, l) where pairs are from
the same-event (se) and mixed-events (me), respectively.
Particle labels 1 and 2 are omitted for brevity. The steps
going from Eq. (2) to Eq. (3) emphasize the essential
nature of the prefactor that ensures normalization and
insensitivity to system size.

The form of the normalized covariance given in Eq. (3)
is necessary for data analysis where particle reconstruc-
tion efficiency and acceptance effects cancel to first-order
in the ratio term on the RHS when the mixed-event
and same-event pair quantities ρme,kl and ρse,kl are con-
structed from similar events (see Sec. III). Further cor-
rections are required for this ratio as discussed in Sec. III.
Efficiency and acceptance corrections are also required
for the prefactor as discussed below.

In the present analysis we used the correlation defini-
tion in Ref. [19] that was derived from the mean-pT fluc-
tuation quantity ∆σ2

pT :n, developed by the STAR Collab-
oration [27]. The resulting correlation quantity defines
ρse and ρme such that the statistical bias caused by the
multiplicity variation within a finite-width multiplicity
bin is eliminated.

In the present analysis charge-sign was determined
and correlations for the four charge-pair combinations
(++, −−, +−, −+) were processed separately to en-
sure accurate efficiency and acceptance corrections. The
bias-corrected, event-averaged number of like-sign (LS),
same-event pairs and LS, mixed-event pairs, for arbitrary
transverse rapidity bins k, l, are given by [19]

ρ±±
se,kl =

1

ǫ

ǫ
∑

j=1

wse±±
j nse±±

j,kl (4)

ρ±±
me,kl =

1

ǫmix

∑

j 6=j′

wme±±nme±±
jj′,kl . (5)

In Eqs. (4) and (5) LS pairs (++,−−) are indicated with
superscripts, ǫ is the number of collision events in the
centrality or multiplicity bin, index j denotes a specific
event, while in Eq. (5) indices j and j′ denote arbitrary
pairs of mixed-events where ǫmix is the number of mixed-
event permutations included in the multiplicity bin. The
number of same-event, LS particle pairs from event j in
bin (k, l) is given by quantity nse±±

j,kl and similarly for
mixed-event pairs where

nme±±
jj′,kl = n±

jkn
±
j′l (6)

and n±
jk is the single-particle count in bin k for event j.

The derivation in Ref. [19] gives the event-wise weight
factors

wse±±
j = N̄±/n±

j (7)

wme±± = (N̄± − 1)/N̄± (8)

where n±
j is the charged-particle multiplicity within the

acceptance for event j and N̄± is the event ensemble
average given by N̄± = (1/ǫ)

∑

j n
±
j within the event-

multiplicity bin. All used events are required to have at
least one LS pair.

For unlike-sign (US) pairs the results from Ref. [19]
give

ρ±∓
se,kl =

1

ǫ

ǫ
∑

j=1

wse±∓
j nse±∓

j,kl (9)

ρ±∓
me,kl =

1

ǫmix

∑

j′ 6=j′′

wme±∓
j′j′′ nme±∓

j′j′′,kl. (10)

The event-wise weights are given by

wse±∓
j =

√

N̄+N̄−

n+
j n

−
j

(11)

wme±∓
j′j′′ =

√

√

√

√

N̄±n∓
j′

N̄∓n±
j′

+

√

√

√

√

N̄∓n±
j′′

N̄±n∓
j′′

− 1

ǫ

ǫ
∑

j=1

[

n+
j n

−
j

N̄+N̄−

]1/2

.

(12)

Correlation quantities for each charged-pair combina-
tion are constructed as ratios defined in Eq. (4) and are
given by

(

∆ρ

ρme

)ab

kl

≡
ρabse,kl − ρabme,kl

ρabme,kl

, (13)

where superscripts (a, b) denote charge-sign combina-
tions. LS, US, all-charges or charge-independent (CI),
and charge-difference or charge-dependent (CD) combi-
nations are constructed from the ratios in Eq. (13) for
final reporting of results. The four combinations are

(

∆ρ

ρme

)LS

kl

=
1

2

∑

ab=++,−−

(

∆ρ

ρme

)ab

kl

(14)

(

∆ρ

ρme

)US

kl

=
1

2

∑

ab=+−,−+

(

∆ρ

ρme

)ab

kl

(15)

(

∆ρ

ρme

)CI

kl

=
1

2

(

∆ρ

ρme

)LS

kl

+
1

2

(

∆ρ

ρme

)US

kl

(16)

(

∆ρ

ρme

)CD

kl

=
1

2

(

∆ρ

ρme

)LS

kl

− 1

2

(

∆ρ

ρme

)US

kl

. (17)

Acceptance and single-particle reconstruction inefficiency
effects cancel in the ratios in Eqs. (13)-(17) since these
effects are present in both the same- and mixed-event
quantities. Two-particle reconstruction inefficiencies do
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not cancel and require an additional correction procedure
(see Sec. III).

The prefactors are calculated using analytic repre-
sentations of the efficiency- and acceptance-corrected
charged-particle distributions on transverse rapidity. In
addition, the prefactors must account for the number
of LS and US particle pairs, as well as the number of
near-side and away-side pairs, respectively. The final CI,
all-azimuth normalized correlation quantity used in this
analysis is defined by

(

∆ρ
√
ρchrg

)CI

kl

≡ PCI,All
kl

(

∆ρ

ρme

)CI

kl

(18)

where PCI,All
kl is the CI, all-azimuth prefactor. Prefac-

tors for the other charge-pair combinations and relative
azimuthal angle pair projections are obtained by scaling
the above prefactor according to the average number of
pairs. Details of the efficiency-corrected particle distribu-
tions, and the scale factors for each charge combination
and azimuthal angle selection, for all prefactors used in
this analysis, are given in Appendix A.

III. DATA

Data for this analysis were taken with the STAR de-
tector [35] during the 2004 RHIC Run (Run 4) as de-
scribed in Ref. [32]. Minimum-bias triggered events for
Au+Au collisions at energy

√
sNN = 200 GeV were ob-

tained by requiring a coincidence of two Zero-Degree
Calorimeters (ZDCs) and a minimum number of charged-
particle hits in the Central Trigger Barrel scintillator
material [36]. Charged-particle measurements with the
Time Projection Chamber (TPC) [37] and event trigger-
ing are described in Ref. [35]. Charged particle trajec-
tories were measured in a uniform 0.5 T magnetic field
which was alternately oriented parallel and anti-parallel
to the beam axis to evaluate systematic tracking errors.
Primary vertices (PV) along the beam axis (z-axis) were
reconstructed using TPC tracks and were required to
be within 25 cm of the geometrical center of the TPC.
The data accepted for this analysis included 9.5 million
events. The available data sample was sufficient to mea-
sure the correlation structures of interest. The focus of
the present measurements are the correlations associated
with non-identified charged particles within the low-to-
intermediate pT range corresponding to the bulk of the
produced particles from the most peripheral (most simi-
lar to the p+p limit) to most-central collisions.

Accepted particle trajectories (tracks) were required
to be within the optimum TPC acceptance, defined by
pT > 0.15 GeV/c, |η| < 1.0 and −π ≤ φ ≤ π. All ac-
cepted tracks used in the analysis were required to have at
least 20 (out of a possible 45) reconstructed space points
in the TPC, a ratio of the number of found space points
to the maximum number expected > 0.52 (to eliminate
split tracks), a least-squares fitted χ2/NDF < 3 (num-
ber of independent degrees of freedom − NDF), and a

distance of closest approach (DCA) of the projected tra-
jectory (helix) to the primary collision vertex < 3 cm.
Accepted particles included true primary hadrons from
the collision plus approximately 12% background con-
tamination [26, 38] from weak decays and interactions
within the detector material. Backgrounds from photon
conversion to electron-positron pairs were reduced by ex-
cluding particles with dE/dx (ionization energy loss in
the TPC gas) within 1.5σ of that expected for electrons
in the momentum ranges 0.2 < p < 0.45 GeV/c and
0.7 < p < 0.8 GeV/c [32]. Particle identification was not
implemented, but charge sign was determined via the di-
rection of track curvature in the magnetic field [35]. Cor-
rections for two-track reconstruction inefficiencies were
applied to the ρse/ρme ratios using two-track separation
distance cuts as described in Appendix C of Ref. [32].
Further details of track definitions, efficiencies, and qual-
ity cuts are described in Refs. [14, 15, 38, 39].

Event pileup is caused by untriggered events in beam-
beam bunch crossings that occur within the TPC drift
time (35µs) before or after the bunch crossing that con-
tains the triggered event. These out-of-time collisions
produce particle trajectories in the TPC which can be er-
roneously reconstructed as the triggered event, or which
contaminate the particle trajectories reconstructed from
the triggered event. Although the pileup rate in Run 4
was typically less than 0.4%, this level of contamination
was shown to produce significant artifacts in the angular
correlations [32]. The pileup filter and correction proce-
dure described in Appendix D of Ref. [32] was applied
in the present analysis. Pileup effects in the transverse-
rapidity correlations are much less significant than they
are in the angular correlations [32] (see Sec. V).

The minimum-bias event sample comprised 0-93% of
the total reaction cross section and was divided into
eleven centrality bins, using the event-wise number of
accepted TPC tracks (particles) with |η| ≤ 1 and pT ≥
0.15 GeV/c as described in Ref. [32]. The measured mul-
tiplicity frequency distribution for the Run 4 minimum-
bias data was approximately the same as in the 2002
data run which was analyzed in Ref. [32], where central-
ity bins based on accepted track multiplicity cuts were
determined. Those same multiplicity cuts were used in
the present analysis to facilitate direct comparison with
the angular correlations.3 Additional corrections due to
small (few percent) variations in the TPC tracking effi-
ciency as functions of PV position and run-time luminos-
ity were negligible and therefore not corrected for.

Correlations were calculated for each centrality by
grouping events based on the PV position along the beam
line and on event-wise multiplicity. The former was done
in order to suppress systematic error caused by particle-
pair event-mixing between collisions for which track re-

3 Centrality was based on multiplicities within |η| ≤ 1 in order to
avoid significant artifacts in the angular correlations along the
∆η direction and within the range |∆η| ≤ 2 [32].
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construction acceptance and efficiency differ with PV
position in the TPC. The multiplicity grouping within
a centrality was required to suppress systematic effects
caused by overall slope changes and other shape varia-
tions in the single-particle pT distributions within broad
centrality ranges [28]. In addition, the event-mixing
procedure was only performed with events taken within
the same data acquisition run (typically 30-60 minutes)
where detector performance remained relatively stable.

From previous correlation analyses of 200 GeV Au+Au
collision data using the STAR TPC tracking detec-
tor [16, 32, 40, 41], it was determined that PV positions
within 5 cm and event-wise multiplicities within 50 are
sufficient to achieve stable correlations. The 50 cm PV
position range was therefore divided into 10 uniform sub-
bins and the centrality range was divided into 22 multi-
plicity sub-bins [39]. The PV position sub-binning was
only required for the three most-central bins covering the
cross-section range from 0-18%. Ratios ∆ρ/ρme in each
PV and multiplicity sub-bin, and for each data acquisi-
tion run, were combined over the entire data volume us-
ing total pair-number weighted averages to produce the
final correlations in the eleven centrality bins. Pre-factors
were applied to the final weighted averages of ratios.

The (yT1, yT2) bins were filled with all charged-particle
pairs within the full TPC angular acceptance that fall
within selected ranges of relative azimuth where the
|∆φ| ranges include ≤ π/2 [near-side (NS)], > π/2
[away-side (AS)], and 0 ≤ |∆φ| ≤ π (all azimuth an-
gles). Pair weights correcting for finite η acceptance
were not included. Results are presented for LS, US,
CI, and CD combinations. The present dataset includes
132 correlation distributions on (yT1, yT2) (available at
www.hepdata.net). The transverse rapidity range is
yT ∈ [1.0, 4.5], corresponding to pT ∈ [0.16, 6.3] GeV/c.
The (yT1, yT2) space was uniformly binned into a 25×25
grid corresponding to bin coordinates k, l introduced in
Sec. II.

For each same-event pair and mixed-event pair both
permutations were counted in filling the histograms, re-
sulting in symmetric correlations, i.e. ∆ρ(yT1, yT2) =
∆ρ(yT2, yT1) and ρme(yT1, yT2) = ρme(yT2, yT1), or
equivalently ∆ρk,l = ∆ρl,k and ρme,kl = ρme,lk. Sta-
tistical errors in diagonal bins (yT1 = yT2 or k = l) were
computed according to the total number of unique parti-
cle pairs, for both same-events and mixed-events, in each
bin [42, 43]. Statistical errors were similarly computed
in off-diagonal bins with yT1 > yT2 and then applied
to the corresponding bins with yT1 < yT2. The mix-
ing algorithm used here and elsewhere results in reduced
statistical noise, as explained in Refs. [42] and as ap-
plied to the present event-mixing method in Ref. [43].
In the present analysis, mixed-event particle-pairs were
constructed using all accepted particles from one event
with all accepted particles in the next two events in the
event-list. This process was iterated through all events
in each PV and multiplicity bin.

The typical statistical errors for the CI, all-azimuth

correlations are approximately 5% of the peak amplitude
in the correlation structure near (yT1, yT2) ≈ (3, 3). The
magnitudes of the statistical errors are approximately the
same for the ∆φ and charge-pair projections when scaled
by the corresponding prefactors. Similarly, the magni-
tudes of the errors for CD correlations are approximately
the same as those for the corresponding CI correlations.
The statistical errors increase in magnitude toward larger
yT and near the off-diagonal corners. Due to symmetriza-
tion of the correlation data, the statistical errors in diag-
onal yT1 = yT2 bins are approximately

√
2 times larger

than those in neighboring, off-diagonal bins.

IV. CORRELATION MEASUREMENTS

In this section, representative examples of our corre-
lation measurements are presented and the prominent
features are noted and discussed. Comparisons with the-
oretical predictions are presented in Sec. VI. Possible
physical interpretations of the correlation structures pre-
sented in this section are discussed in Sec. VII.

Perspective views of the CI, all-azimuth correlations
are shown in Fig. 1 for the eleven centrality bins. The
structural features include a monotonically increasing
peak along the main diagonal near yT ≈ 3 (pion mass
assumption) corresponding to pT ≈ 1.4 GeV/c, a pro-
nounced saddle shape, and a ridge along the main diago-
nal at lower yT which can be attributed to Bose-Einstein
quantum-correlations [6]. In general the observed corre-
lation structures smoothly increase with centrality. The
amplitudes of the maxima near (yT1, yT2) ≈ (3, 3) and
the saddle-shape minima near (yT1, yT2) ≈ (3, 1) (yT =
1 corresponds to pT = 0.16 GeV/c) vary smoothly with
centrality, generally increasing in amplitude from periph-
eral to central collisions. The positions of the maxima
and minima are generally stable, but with some, mod-
est variation with centrality. All of these features are
significant with respect to statistical and systematic un-
certainties (see Sec. V).

Perspective views of CD correlations on transverse
rapidity with either near-side or away-side relative az-
imuthal angles for four centrality bins from peripheral to
most-central are shown in Fig. 2. The four columns of
panels display the centrality dependence for the 74-84%,
46-55%, 18-28% and 0-5% bins as indicated by the labels
at the top of the figure. The rows of panels from upper
to lower correspond to near-side, like-sign pairs (NS-LS),
near-side, unlike-sign pairs (NS-US), away-side, like-sign
pairs (AS-LS), and away-side, unlike-sign pairs (AS-US),
respectively.

For the NS-LS correlations the sharp, positive peaks
along the main diagonal are produced by Bose-Einstein
quantum correlations [6], predominantly among identi-
cal, charged pions. Those features increase in amplitude
with centrality according to the total number of identi-
cal particle pairs in the emission region [6]. An overall
saddle-shaped structure is also apparent which increases
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FIG. 1. Perspective views of two-dimensional correlations ∆ρ/
√
ρchrg on coordinates (yT1, yT2) (pion mass assumed) for

minimum-bias Au+Au collisions at
√
sNN = 200 GeV using all charged particle pairs and including all relative azimuthal angles

∆φ from −π to π, as discussed in the text. Centrality ranges are indicated for each panel in percent of total hadronic reaction
cross section.

moderately in amplitude with centrality. The lower yT
saddle feature is partially obscured by the quantum cor-
relation structure. The peak along the main diagonal,
whose maximum is near yT ≈ 3, also increases monoton-
ically with centrality. The shape of this peak in (yT1, yT2)
space is approximately symmetric with respect to the
widths along the sum (yTΣ = yT1 + yT2) and difference
(yT∆ = yT1 − yT2) directions.

For the NS-US correlations, a double-peaked structure
appears along the main diagonal with one maxima at
yT ≈ 2.0 to 2.5 (pT ≈ 0.5 to 0.85 GeV/c) and the second
near yT ≈ 3. Both of these peak structures monotonically
increase in amplitude with centrality. The peaked struc-
ture at lower yT is most pronounced in the NS-US pro-
jection. The peak at larger yT is asymmetric where the
width along yTΣ is larger than the width along yT∆. The
magnitudes of the saddle-shape minima increase from
0.03 to 0.07 with centrality. Conversion electron-positron
pairs that pass the cuts produce angular correlations with
small opening angles [32] and are therefore a potential
source of contamination in the NS-US projection. Sim-
ulations, discussed in Sec. V, show that conversion elec-
tron pair contamination is very small relative to the NS-

US correlations and mainly contributes along the lower-
momentum edges of the (yT1, yT2) domain for yT < 2.5.
This contamination is much smaller than the two-peaked
correlation structure of interest here.

The AS-LS correlations display an overall saddle shape
with a monotonically increasing peak along the main di-
agonal with maximum at yT ≈ 3. The 2D peak widths
along the yTΣ and yT∆ directions are approximately
equal. The low yT peak at (yT1, yT2) ≈ (1, 1) also in-
creases with centrality as does the depth of the saddle
minimum.

The AS-US correlation structures are similar to those
of the AS-LS. However, the (yT1, yT2) ≈ (3,3) peak
widths are asymmetric, being elongated in the differ-
ence direction along yT∆ relative to the sum direction.
Also, the low yT peak displays a different centrality de-
pendence. For peripheral collisions this structure ap-
pears to subside with increasing centrality, producing a
minimum along the yT1 = yT2 diagonal which merges
with the saddle-shape minimum. For more-central colli-
sions the peak at (yT1, yT2) ≈ (1, 1) partially re-emerges.
Quantum correlations and conversion electron contami-
nation do not contribute to these correlations which re-
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FIG. 2. Perspective views of two-dimensional correlations ∆ρ/
√
ρchrg on coordinates (yT1, yT2) for Au+Au collisions at

√
sNN

= 200 GeV as discussed in the text. The first two rows correspond to charged particle pairs with relative azimuth |∆φ| ≤ π/2
(near-side). The bottom two rows correspond to charged particle pairs with relative azimuth π ≥ |∆φ| > π/2 (away-side). The
first and third rows are for LS pairs and the second and fourth rows are for US pairs. Centrality varies in each row of panels
from left-to-right from peripheral to most-central corresponding to total cross-section fractions 74-84%, 46-55%, 18-28%, and
0-5%, respectively.

quire |∆φ| > π/2.

In Fig. 3 the charge-independent (LS + US) NS and
AS correlations are shown in the first two rows of panels,
respectively. The peaks near (yT1, yT2) ≈ (3, 3) for both
the NS and AS correlations increase monotonically with
centrality, the AS amplitudes being larger than the corre-
sponding NS amplitudes. Both sets of peaked structures
are asymmetric; those on the NS are elongated along the
yTΣ direction while those on the AS are elongated along
the yT∆ direction. The HBT correlations are prominent
in the NS correlations and may partially obscure a low

yT saddle-shape peak at (yT1, yT2) ≈ (1, 1).

In the third and fourth rows of panels in Fig. 3 the
charge-dependent (LS − US), NS and AS correlations are
shown. The magnified z-axis scale causes the statistical
fluctuations (individual spikes) to be more pronounced
than in the upper two rows of panels for the CI correla-
tions. For the correlation peaks near (yT1, yT2) ≈ (3, 3),
those on the NS associated with US pairs are system-
atically larger than those from LS pairs. This leads to
negative CD correlations in this larger yT range for NS
pairs. At lower yT the US peak is stronger than a pos-
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FIG. 3. Same as Fig. 2 except for the sum (CI) (upper two rows) and differences (CD) (lower two rows) between LS and
US charged-pairs for NS relative azimuth (first and third rows) and AS (second and fourth rows) as discussed in the text.
Centrality varies in each row of panels from left-to-right for total cross-section fractions 74-84%, 46-55%, 18-28%, and 0-5%,
respectively.

sible LS peak (other than HBT correlations) producing
deep minima along the main diagonal. The NS negative
CD correlations are evident from yT = 1.0 to about 3.5
(pT = 0.16 to 2.3 GeV/c) and monotonically deepen with
centrality. The negative correlations are elongated in the
sum direction (yTΣ) relative to their widths along (yT∆).

For AS-CD correlations in the last row of Fig. 3 the ap-
proximate equality of LS and US peak amplitudes near
(yT1, yT2) ≈ (3, 3) lead to approximately zero CD cor-
relations in this region. The subsidence of the AS-US
correlations at lower yT (bottom row of Fig. 2) leads
to positive CD correlations at lower yT (bottom row of
Fig. 3) producing a pronounced peak at yT1 = yT2 ≈ 2.2

(pT ≈ 0.62 GeV/c) which monotonically increases with
centrality.

V. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties in the correlation measure-
ments arise from secondary particle contamination, pho-
ton conversion to correlated electron-positron pairs in the
detector material, event pileup in the TPC, ambiguities
in the two-track reconstruction inefficiency corrections,
relative separation distance cuts between mixed-event
PV locations, event multiplicity differences for event-
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FIG. 4. Statistical errors, systematic offsets, and systematic uncertainties in comparison with the data for each (yT1, yT2) bin
for the CI, all-azimuth correlations for the 28-38% centrality bin. A common scale is used to emphasize the relative magnitudes
of the correlations and the errors.

mixing, PV position and beam luminosity dependent
track reconstruction inefficiency, systematic bias in the
correlation measure quantity itself [19], and uncertain-
ties in the charged-particle multiplicity. Other sources of
systematic uncertainty identified for the Au + Au Run 4
data and discussed in Ref. [32] were estimated to be neg-
ligible for the present correlation measurements and were
therefore not included in the systematic uncertainties.

The primary particle sample for the STAR Run 4
Au+Au 200 GeV collision data includes approximately
12% contamination from weak-decay daughter particles
and from pions and protons produced in the detector ma-
terial between the collision vertex and the TPC tracking
volume [26]. Reducing the maximum allowed DCA to
the primary vertex from 3 cm to 1 cm reduced this con-
tamination, but also reduced the primary particle yield,
especially at lower pT . Reducing the primary particle
yield at lower pT distorts the true correlations, confound-
ing efforts to identify the effects of the secondary parti-
cles. Simulations were used to estimate the systematic
uncertainties, where a model of the secondary particle pT
spectra [26] was used in which the amplitude and over-
all slope were allowed to independently fluctuate from
event-to-event. Details of the calculations are given in

Appendix B. Poisson fluctuations in the event-wise sec-
ondary particle yield produced significant uncertainties
in the correlations, mainly at lower yT . Fluctuations in
the slope of the secondary particle pT spectra produced
much smaller effects.

Photon conversions to e+e− pairs in the detector mate-
rial were estimated using the Monte Carlo simulation de-
scribed in Ref. [14]. For the Run 4 STAR detector config-
uration those materials included the beam pipe, the Sili-
con Vertex Tracker (SVT) [44], and the TPC inner field-
cage. In the simulation, a realistic π0 pT spectrum was
assumed, where random pion decays, π0 → γ+γ, were in-
cluded (η → γ+γ decays were not included), followed by
γ+A → e++e−+A⋆ conversion processes in the detector
material calculated using the Bethe-Heitler equation [45].
The average yield of correlated e+e− pairs was estimated
by normalizing to the volume of the sharp 2D exponen-
tial angular correlation at (∆η,∆φ) = (0, 0) reported
in Ref. [32] for US charged-particle pairs in 200 GeV
Au+Au collisions [14]. The e+e− pairs are primarily
produced with yTΣ

< 3.5. Correlations on transverse ra-
pidity between the e+e− pairs of each γ-conversion pro-
cess are generated by pair-production dynamics and are
proportional to the average number of γ-conversions per
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event. This background contribution could, in princi-
ple, be subtracted from the measured correlations. How-
ever, this estimate is considered to be quite uncertain
due to the potentially large contributions from final-state
Coulomb interactions. The estimated γ-conversion con-
tribution is therefore considered an uncertainty where
one-half of the estimated correlation contribution is as-
sumed to be a systematic offset and ± one-half is the sys-
tematic uncertainty. The uncertainties range from about
0.002 to 0.003 at lower yT from peripheral to most-central
collisions, respectively. These contributions are small rel-
ative to those from other secondary particles.

Most pileup contamination was removed and corrected
using the procedure described in Appendix D of Ref. [32].
However, it is likely that some residual contamination
remains. This was estimated in Ref. [32] to be about
±10% of the full pileup contribution for these data. To
estimate this effect, the CI, all-azimuth correlations were
constructed without the pileup filter and correction pro-
cedure. Those correlations were subtracted from the fi-
nal, pileup corrected correlation data. One-tenth of the
net difference was used to estimate the systematic uncer-
tainty that was approximated with a 2D Gaussian given
by ±A exp[−((yT1−yT0)

2+(yT2−yT0)
2)/2σ2]. From the

mid-centrality bin 64-74% to the 18-28% bin, amplitude
A = 0.00055, 0.0013, 0.0023, 0.0026, 0.0017, 0.00037;
peak position yT0 varies from 2.0 to 2.3; and width σ
varies from about 1.0 to 0.5, respectively. Pileup effects
are negligible for the other more-peripheral and more-
central bins.

Particle pair reconstruction inefficiencies [32, 46] were
approximately corrected using two-track separation dis-
tance cuts in the TPC [14, 32, 39, 47]. Residual effects
may continue to exist and were estimated by compar-
ing the (yT1, yT2) correlations computed assuming dif-
ferent separation distance averaging methods and/or cut
values. Bin-wise differences provided an estimate of the
systematic uncertainties. These differences could also be
approximated with a 2D Gaussian where amplitude A
varied from ±0.0013 to ±0.0009, yT0 varied from 2.3 to
2.5, and σ varied from 0.5 to 0.7 for centrality bins from
46-55% to 18-28%, respectively. This uncertainty was
negligible for the other centrality bins.

For the event-mixing procedure to be accurate, the
events being mixed must be similar as explained in
Sec. III. Previous analyses [14, 32, 39] showed that for the
STAR Run 4 Au+Au 200 GeV collision data the allowed
event-mixing multiplicity range, with |η| < 1 acceptance,
must be ≤ 50, and the primary vertex positions along
the beam axis, for event-mixing, must be within 5 cm.
The present correlations remained stable, i.e. no sys-
tematic effects, when the allowed multiplicity range was
reduced below 50. Restricting the mixed-event pair PV
relative positions to be < 5 cm had no significant effect
in the three most-central bins from 0-18%, but did pro-
duce a small net increase in the correlations at large yT
in the seven centrality bins from 18-84%. This system-
atic increase was approximated by an exponential func-

tion A exp[(yTΣ
− 8.5)/0.2] for yTΣ

≤ 8.5, and constant A
for yTΣ

> 8.5. This entire effect is considered an uncer-
tainty and is represented in each bin with an offset and
(±) uncertainty, where both equal one-half the value of
the preceding function. The magnitudes vary from 0.004
to 0.0035 from peripheral to central (84% to 18%) colli-
sions. This uncertainty is mainly confined to the upper
(yT1, yT2) corner with yT > 4 (pT > 3.8 GeV/c).

Track reconstruction efficiency in the STAR TPC is
reduced when the PV position shifts along the beam axis
away from the geometrical center of the detector. For the
present data the collision vertices were accepted within
±25 cm of the center of the TPC. Tracking efficiency is
also reduced when beam luminosity increases, e.g., at the
beginning of each beam fill in the collider, due to the in-
creased space-point hit density in the TPC gas volume.
Coincidence rates in the ZDCs [36], a measure of lumi-
nosity, varied from about 10 kHz at the beginning of a
beam fill in the collider down to about 1 kHz at the end
of the fill. Tracking efficiency decreases an additional
4.5% for collisions occurring at ±25 cm, and 3% when
coincidence rates reach as high as 10 kHz. These posi-
tion and luminosity dependent tracking efficiency effects
were not used to correct event-wise multiplicity, resulting
in small, systematic shifts in the centrality assignments
for each event. Because the correlations systematically
vary with centrality, these systematic shifts introduce a
systematic error. This effect was studied with the Monte
Carlo simulation described in Ref. [19] and shown to be
negligible. The correlation amplitudes were affected by
0.0003 or less in more-peripheral collisions and by 0.0001
or less in more-central collisions.

In Fig. 5 of Ref. [19], the systematic variation in the
overall slope of the single particle pT spectrum with re-
spect to event multiplicity, occurring within an event-
mixing group, introduces a systematic bias in the mea-
sured (yT1, yT2) correlations. One-half of this bias in each
bin was assumed to be a systematic offset and ±1/2 of
the bias was taken to be the uncertainty.

Finally, the prefactor includes systematic uncertainties
that are dominated by the normalization uncertainty in
the measured charged particle multiplicity dNch/dη [26].
The Au+Au 200 GeV multiplicities are consistent with
pT spectra reported by STAR [48]. The systematic un-
certainties range from ±10% in more-peripheral to ±7%
in most-central collisions.

In summary, the dominant systematic uncertainties
for these data are caused by magnitude fluctuations in
the secondary particle contamination and the uncertainty
in dNch/dη. These are followed by the systematic bias
caused by multiplicity-dependent changes in the slope of
the single-particle pT spectrum. Residual uncertainties
from the pileup correction procedure and two-track inef-
ficiency corrections contribute smaller systematic errors.
Relative PV position event-mixing systematics are only
significant in the upper (yT1, yT2) corner of the accep-
tance for yT > 4 where statistical errors dominate. The
remaining systematic uncertainties discussed in this sec-
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tion were negligible, but were included.
All systematic offsets were summed linearly, while all

systematic uncertainties were combined in quadrature
and applied to the measured value plus offset, yield-
ing asymmetric systematic uncertainty ranges in each
(yT1, yT2) bin. The uncertainty ranges in a few bins were
extended to encompass the measured correlation value
when necessary. The measured values in each (yT1, yT2)
bin were not corrected with the systematic offsets.

In general, the total systematic uncertainties vary from
about 10% of the overall amplitude scale of the correla-
tion structures in more-peripheral collisions to about 8%
in more-central. Systematic uncertainties exceed the sta-
tistical errors at lower transverse rapidity up to yT ≈ 3 or
more; statistical errors dominate at larger yT . The sta-
tistical errors and the systematic offset and uncertainties
for the CI, all-azimuth mid-central 28-38% correlations
are shown in comparison with the correlations in Fig. 4.
The corresponding statistical errors, and systematic off-
sets and uncertainties for the remaining data have similar
structures and relative magnitudes as those shown in this
figure and in more detail in Appendix C.

VI. THEORETICAL MONTE-CARLO

PREDICTIONS

The predictions of two distinct theoretical approaches
using hijing [31] (no interacting medium baseline)
and epos [33] (representative fluctuating hydrodynam-
ics model) were generated and compared to the charged-
particle pT spectra and the CI, all-azimuth (yT1, yT2) cor-
relation data reported here. Both models include event-
by-event dynamical fluctuations that generate correla-
tions. The predicted pT spectra were fitted with Levy
model distributions [49]. These parameters are listed
in Table II and can be compared with the correspond-
ing Levy model parameters used to fit the experimental
STAR measurements that are listed in Table I (see Ap-
pendix A). Comparisons of the predicted and measured
correlations are discussed below.

A. HIJING

In hijing, most particles are generated via color string
+ string soft collisions using the wounded nucleon [50]
and dual parton models (DPM) [51], assuming binary col-
lisions, and allowing both excitations and de-excitations
of string masses. Color-strings are hadronized using the
LUND [1] model. Fluctuating string mass leads to corre-
lations that can increase with centrality due to multiple
string + string collisions in hijing.

When semi-hard parton scattering and fragmentation
(using PYTHIA [2]) is included (jets on), fluctuations
in the event-wise relative number of semi-hard produced
particles generate a modest saddle-shape with higher yT
peaked correlation [28]. When the correlations among the

particles in the jets increase, for example due to fluctua-
tions in the number and/or energies of the jets, a saddle-
shaped correlation is also produced but with an enhanced
peak near (yT1, yT2) ≈ (3, 3) as shown in Ref. [28]. The
latter correlation structure dominates the previous two
weaker correlations. Particles produced in each frag-
menting color-string and jet are combined independently
in the final-state. hijing provides a null hypothesis for
particle production and correlations in heavy-ion colli-
sions in the absence of an interacting medium.

For the present application two sets of minimum-bias
Au+Au collision events at

√
sNN = 200 GeV, using hi-

jing version 1.382, were generated where jets were ei-
ther included or not included, referred to as “jets on” or
“jets off.” Each set included 400K events. The simu-
lated events were binned into centrality selections based
on charged-particle multiplicity within |η| ≤ 1, full 2π az-
imuth, and pT ≥ 0.15 GeV/c, the same as was done for
the data. The number of simulated hijing collisions was
chosen to be similar to the limited number of available
epos predictions described below. The resulting number
of events was sufficient to achieve reasonable statistical
accuracy for only five centrality bins, given by the total
cross section ranges 0-9%, 9-28%, 28-46%, 46-64% and
64-100% that were selected to overlap the centrality bins
used for the data. Multiplicity-based centrality cuts were
separately determined for both the jets-on (no quench-
ing) and jets-off simulations. The 2D correlations were
computed in the range 1.0 ≤ yT ≤ 4.0 and binned in a
12 × 12 uniform grid.

The Levy model parameters (see Appendix A) that fit
the hijing jets-on and jets-off pT spectra are listed in
Table II. The predicted charged-particle spectra, which
are overall dominated by pions (88%), were fit from pT
= 0.15 GeV/c to 4 GeV/c (2.8 to 3.6 GeV/c for jets-
off). The jets-on parameters may be compared with
those for measured spectra in Table I for similar central-
ities. The resulting Levy temperature and exponent for
jets-on is similar to that for the measured spectra near
mid-centrality, but does not predict the centrality depen-
dence found for the measured spectra. With jets-off, the
Levy temperatures are much too low and the Levy expo-
nents much too large (tending to a Maxwell-Boltzmann
distribution).

The (yT1, yT2) correlations were calculated as dis-
cussed in Sec. II for non-identified charged particles. The
same-event and mixed-event pair distributions were cal-
culated using the event averages

ρse,HIJ,kl =
1

ǫ

ǫ
∑

j=1

N̄

nj
nse
j,kl (19)

ρme,HIJ,kl =
N̄ − 1

N̄ǫmix

∑

j 6=j′

njknj′l (20)

where the sums include all charged-particle pairs and all
relative azimuthal angles. In these definitions, ǫ is the
number of simulated events in the centrality bin, N̄ is
the mean charged-particle multiplicity in the acceptance,
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TABLE I. Centrality, average numbers of participant nucleons, NN binary collisions, and average multiplicity from Ref. [32].
Centrality is also indicated with parameter ν = Npart/(Nbin/2) [32]. Parameters for the Levy model distribution representations
(see Eq. (A2)) of 200 GeV Au+Au minimum-bias pT spectrum data are also listed as explained in the text.

Centrality & MC-Glauber Charge distribution
Cent.(%) ν Npart Nbin dNch/dη Ach Tch (GeV) qch

84-93 1.40 4.6 3.2 5.2 14.78 0.1537 10.54
74-84 1.68 10.5 8.8 13.9 36.15 0.1634 10.90
64-74 2.00 20.5 20.5 28.8 69.65 0.1720 11.33
55-64 2.38 36.0 42.8 52.8 119.7 0.1802 11.87
46-55 2.84 58.1 82.5 89. 190.4 0.1882 12.56
38-46 3.33 86.4 144 139. 283.3 0.1953 13.32
28-38 3.87 124.6 241 209. 408.7 0.2018 14.19
18-28 4.46 176.8 394 307. 578.0 0.2080 15.16
9-18 5.08 244.4 621 440. 801.9 0.2136 16.22
5-9 5.54 304.1 842 564. 1006. 0.2174 17.01
0-5 5.95 350.3 1042 671. 1176. 0.2205 17.73

TABLE II. Fit parameters for Levy model descriptions of hijing and epos predicted single-particle pT spectra at the χ2-
minima. Listed in the columns are the centrality ranges (fraction of total cross section), number of participant nucleons
(interpolated from Ref.[32]), charged particle multiplicities at mid-rapidity for pT > 0.15 GeV/c, and Levy distribution fit
parameters defined in Appendix A, Eq. (A2) for the charged particle distributions d2Nch/dyT dη for 200 GeV minimum-bias
Au-Au collisions predicted by hijing with jets-on, hijing with jets-off, and epos.

Cent. Npart hijing jets-on hijing jets-off epos

dNch/dη Ach Tch qch dNch/dη Ach Tch qch dNch/dη Ach Tch qch
(%) [(GeV/c)−2] (GeV) [(GeV/c)−2] (GeV) [(GeV/c)−2] (GeV)

64-100 10.72 10.5 30.6 0.171 12.6 6.36 30.5 0.144 66.1 18.5 44.3 0.195 15.4
46-64 48.67 55.2 151 0.177 12.6 28.2 125 0.148 41.0 85.3 153 0.236 22.8
28-46 108.4 139 364 0.181 12.36 62.4 258 0.1514 28.3 195 307 0.258 31.8
9-28 212.2 301 757 0.185 12.4 123 481 0.1549 24.5 373 544 0.273 43.4
0-9 330.4 517 1268 0.188 12.5 195 729 0.158 23.3 593 846 0.277 45.4

nj is the event-wise multiplicity, nse
j,kl is the event-wise

number of charged-particle pairs in event j in (yT1, yT2)
bin (k, l), ǫmix is the number of simulated mixed-events,
and njk is the event-wise number of particles in arbitrary
yT bin k. Equations 19 and 20 were used for both the
jets-on and jets-off correlations.

The final correlation quantity for either the jets-on or
jets-off simulations is given by

(

∆ρ
√
ρchrg

)HIJ

kl

= PHIJ−CI,All
kl

(

∆ρ

ρme

)HIJ

kl

= PHIJ−CI,All
kl

ρse,HIJ,kl − ρme,HIJ,kl

ρme,HIJ,kl
(21)

where the prefactors for the correlations were calculated
with the corresponding predicted charged particle spec-
tra within each centrality bin for either the jets-on or
jets-off calculations.

The event averages in Eqs. (19) and (20) are suscepti-
ble to bias effects [19] caused by event-mixing within mul-
tiplicity sub-bins that are too broad, the same as in the
data analysis (see Sec. V). Due to the limited sample size
in these simulations the multiplicity sub-bins could not
be sufficiently reduced in width to completely eliminate
this bias in the two most-central bins. The bias produced
a constant offset [19] in the quantity [∆ρ/ρme]

HIJ
kl , which

for jets-on (jets-off) equaled 0.0014 and 0.005 (0.0016 and
0.004) for the 9-18% and 0-9% centrality bins, respec-
tively. This bias offset was subtracted prior to multipli-
cation by the prefactor in Eq. (21).

The CI, all-azimuth predictions are shown and com-
pared with data in Fig. 5. The data are shown in the
upper row of panels for centralities 74-84%, 55-64%, 38-
46%, 18-28% and 5-9% from left-to-right. The second
and third rows of panels show the hijing predictions with
jets turned on and off, respectively.

The overall saddle-shape and (yT1, yT2) ≈ (3, 3) peak
structures are apparent in the hijing predictions. How-
ever, the hijing model without jet production is com-
pletely inadequate for describing these correlations. The
major features of the data and theoretical predictions
are directly compared in Figs. 6 and 7 which show the
amplitudes and positions of the peak structure and the
off-diagonal minima in the saddle structure, respectively.
In Fig. 6 the hijing jets-on predicted amplitudes of the
(yT1, yT2) ≈ (3, 3) peak from most-peripheral to mid-
central agree with the data, but fall below the measure-
ments for more-central collisions. The predicted peak po-
sitions are similar to, but generally a few percent smaller
than the data, except for the most-central collisions for
which the predictions agree with the data. The predicted
depths of the off-diagonal minima, shown in Fig. 7, are
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FIG. 5. Comparisons between theoretical model predictions and measured two-dimensional correlations ∆ρ/
√
ρchrg on coor-

dinates (yT1, yT2) for Au+Au collisions at
√
sNN = 200 GeV for all charged particle pairs and all relative azimuthal angles.

Data are shown in the upper row of panels for centrality cross section fractions 74-84%, 55-64%, 38-46%, 18-28% and 5-9%
from left-to-right, respectively. The next three rows show model predictions for 200 GeV Au+Au collisions with hijing jets-on,
hijing jets-off, and epos. Centralities for the hijing and epos predictions are shown in each row from left-to-right for the
broader cross section fractions 64-100%, 46-64%, 28-46%, 9-28% and 0-9%, respectively.

about one-half that of the data for most centralities, ex-
cept the most-central bin. The predicted positions of
the minima approximately agree with the data, however
the prediction for the most-central collisions is consider-
ably smaller than the data. In the most-peripheral 64-
100% bin the hijing predicted correlations with jets-on
are similar in shape and overall amplitude to the data.
This may indicate that the event-wise fluctuation mech-
anisms in hijing, longitudinal string and transverse par-
ton fragmentations, are realistic, at least with respect to
this type of correlation in peripheral collisions. Clearly,
hijing fails as the collision dynamics become more com-
plicated with increasing centrality.

B. EPOS

epos version 3.210(c) [33, 52] was used to provide hy-
drodynamic predictions for the CI, all-azimuth correla-
tions. In this model the fluctuating initial collision stage
is described in a multiple scattering framework using
soft and hard Pomerons, including gluon saturation ef-
fects. Initial-stage interactions are separated into “core”
and “corona” domains based on the transverse momen-
tum and local density in the transverse plane [53] of the
color-strings, or flux tubes, formed in the initial inter-
actions. Subsequent evolution of the initial-stage core
region, assumed to be a quark-gluon plasma (QGP), is
described using (3+1)D viscous hydrodynamics until the
hadronization stage. Final-stage, hadronic re-scattering
and reactions for hadrons produced in both the core and
corona regions are described using UrQMD [54].
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FIG. 6. Fit results for the amplitudes and positions of the measured and predicted correlation peak near (yT1, yT2) ≈ (3,3)
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FIG. 7. Same as Fig. 6 except for the amplitudes and positions of the saddle-shape minima. The positions are denoted by yT10

and yT20 .

A total of 200K minimum-bias 200 GeV Au+Au colli-
sions were generated [55] and separated into the five cen-
trality bins used for the above hijing predictions using
the epos predicted charged-particle multiplicities. Cor-
relations were calculated using Eqs. (19) and (20) above,
where the predicted charge-particle spectra were used to
calculate the prefactor. Statistical limitations restricted
the multiplicity sub-binning, resulting in bias offsets of
0.001 and 0.0055 in the 9-28% and 0-9% centrality bins,
respectively. The bias offsets were subtracted before mul-
tiplying by the prefactor. The epos correlations were
also binned on a 12 × 12 uniform grid from yT = 1.0 to
4.0.

The Levy model parameters that fit the epos pT spec-
tra are listed in Table II. The predicted charged-particle

spectra, which are overall dominated by pions (85%),
were fit from pT = 0.15 GeV/c to 4 GeV/c. The re-
sulting Levy temperatures and exponents are generally
higher than those describing the measured spectra, but
both display monotonic increases with centrality as seen
in the Levy parameter fits to the measured spectra.

Except for the most-peripheral collisions, the epos

predictions display the overall saddle-shape plus
(yT1, yT2) ≈ (3, 3) peak structure of the data. The pre-
dicted amplitude, shown in Fig. 6, is too low in more-
peripheral collisions and increases too rapidly with cen-
trality, being almost twice that of the data in the two
more-central bins. The predicted peak positions approx-
imately agree with the data and follow a similar trend
on centrality as the hijing jets-on predictions. The pre-
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dicted amplitudes and positions of the saddle-shape min-
ima, shown in Fig. 7, approximately agree with the data
except for the most-peripheral collisions.

The epos predictions for the most-peripheral colli-
sions differ significantly from the data, indicating that
for these collisions dynamical fluctuations in the assumed
core and corona regions poorly represent those occurring
in the collisions, at least as they affect the (yT1, yT2)
correlations. For the more-central collisions the hydro-
dynamic medium and/or the un-dissipated scatterings in
the corona region are capable of generating realistic CI
correlations on transverse rapidity. It would be benefi-
cial to conduct additional correlation studies with epos

in which the relative sizes of the core and corona regions
are varied, the hard-scattering processes are turned on
and off, and final-stage hadronic rescattering is, or is not,
included.

VII. DISCUSSION

A. Angular versus (yT1, yT2) correlations

Particle-number correlation-distributions on trans-
verse rapidity are sensitive to the correlated fluctua-
tions among the final-state particles and measure the co-
variation between the numbers of particles at different
transverse rapidities. On the other hand, particle num-
ber correlation distributions on relative angle, ∆η and/or
∆φ, are determined by the average number of correlated
pairs produced by randomly distributed processes in the
primary (η, φ) space. For example, elliptic flow occurs
with respect to a randomly oriented event-plane, result-
ing in a cos (2∆φ) correlation distribution. Randomly
oriented dijets produce a NS 2D peak and an AS ridge
distribution on ∆η,∆φ that contain information about
the event-average number of correlated pairs for all the
dijets in a collision. However, if the same number of
randomly distributed dijets occurs in each event, each
of which has the same energy and fragment distribution,
then the resulting pair-number correlations on transverse
rapidity will be zero due to the absence of fluctuations.
In other words, the same-event and mixed-event pair dis-
tributions would be the same.

B. Sources of (yT1, yT2) correlations

Dynamical processes that affect the event-wise single-
particle, transverse rapidity parent distribution will gen-
erate correlation structure on (yT1, yT2). For example,
at fixed multiplicity, event-wise fluctuations in the over-
all slope of the parent pT -spectrum, dNch/pTdpT , cause
the resulting set of parent distributions to pivot about an
intermediate pT like a see-saw. The number of sampled
particle-pairs in either lower pT bins or in higher pT bins
increase or decrease together, relative to the mean, re-
sulting in positive covariance. Conversely, pairs with one

particle in a lower pT bin and the other in a higher pT bin
have negative covariance. The result of such processes is
a saddle-shaped correlation in 2D space. In hijing, this
can occur when the number and/or rest energies of the
color-strings fluctuate within each collision and/or from
event-to-event. In epos, similar color-string fluctuations
in the corona region plus dynamical fluctuations in the
freeze-out temperature from the core region can produce
similar saddle-shaped correlation distributions.

Other dynamical processes may be more effective in
specific regions of pT . Fluctuations in transverse flow
from varying initial conditions affect the curvature of the
pT spectrum at higher pT and also produce a saddle-
shaped correlation, but with a different shape than that
from fluctuations in overall slope. Fluctuations in the
number, energies and fragment distributions of jets af-
fect the pT spectrum at higher pT and also produce
a saddle-shaped correlation, but one having a distinc-
tive enhancement at intermediate and higher pT . Exam-
ples of the correlations from these sources are shown in
Ref. [28] based on a phenomenological model. However,
the saddle-shape plus enhancement at higher pT is not
expected to continue increasing with increased pT even
if all particles at higher momentum are correlated, e.g.,
from the same hard jet, thermal hot-spot, or high veloc-
ity outgoing plume of particles from a localized, initial
high pressure region. In such cases the ratio of the num-
ber of correlated pairs to mean multiplicity, ∆ρ/

√
ρchrg is

proportional to dNch/dyT , and therefore falls off with yT .
The expected correlations from the dynamical processes
included in hijing and epos are saddle-shapes with en-
hanced peaks that reach a maximum at some intermedi-
ate yT , then fall off with increasing yT .

C. Correlation distribution morphology

The structures and centrality trends in the correla-
tion measurements shown in Figs. 1 - 3 merit further
discussion. As shown in Fig. 5 the CI, all-azimuth
(yT1, yT2) ≈ (3, 3) correlation peak (see Fig. 1) can be
produced both in hijing with jets-on and in epos in
most-central collisions where the ratio of core effects (hy-
dro) to corona effects (jets) are maximum. The corre-
sponding saddle-shape and its minima are also produced
in both theoretical models.

The detailed correlation structures and shapes shown
in Fig. 2 are consistent with similar correlation mea-
surements for minimum-bias p+p collisions at

√
s =

200 GeV [25] when compared with the 84-93% Au + Au
correlations. The centrality evolution of each correlation
structure in each charge-sign and azimuthal angle projec-
tion is smooth. The correlation peak at larger yT ≈ 3 in
the NS-US correlations should be particularly sensitive to
transverse fragmentation from jets or to other hadroniza-
tion processes in heavy-ion collisions. Resonance decays
will also contribute to this correlation projection. Reso-
nance decay contributions are discussed in Appendix D
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where they are shown to be about one-tenth the ampli-
tude of the observed structures in the NS-US correla-
tions for yT < 3. The enhanced NS-US correlation peak
amplitude near yT ∼ 3, relative to the NS-LS peak am-
plitude, resulting in the negative NS-CD correlation in
Fig. 3 is consistent with a transverse parton scattering
and fragmentation mechanism [2] that produces charge-
ordering [1, 56]. These NS-CD correlations provide new
constraints on fragmentation and recombination models
of hadronization [4], by providing measures of charge-
ordering on yT∆ as a function of yTΣ in contrast to the
measurements in [56] that were along relative pseudora-
pidity.

In addition, the second maximum at yT ≈ 2.0 to 2.5 in
the NS-US correlations is intriguing. The correspond-
ing structure in the NS-LS correlations, if present, is
obscured by the HBT correlations. At any rate, the
US structure is larger than the LS, if the latter exists
at all. Charge-ordering among soft particle production
from longitudinal color-strings (LUND) or from charge-
ordered hadronization of a Bjorken-expanding, hydrody-
namic medium [57] might also account for these struc-
tures on yT∆ and yTΣ. However, corresponding angu-
lar correlations [32] for these same data show an ex-
pected structure from such longitudinal, charge-ordered
processes that quickly dissipates within the first few pe-
ripheral collision bins. The results in Fig. 2 for NS-US
show the second peak at yT ≈ 2.0 to 2.5 begins to appear
in the 64-74% bin and then steadily increases to most-
central collisions. It is noteable that the ridge correlation
in angular correlations for these same data follow a sim-
ilar centrality trend, where there is some indication that
US ridge amplitudes exceed the LS amplitudes [14, 58].
Determining the relation, if any, between the ridge corre-
lation observed in angular correlations and this peak at
yT ≈ 2.0 to 2.5 in the NS-US correlations requires further
analysis beyond the present scope of this study.

The AS-LS and AS-US correlation peaks at (3,3) and
their shapes, either symmetric (for LS) or asymmet-
ric (for US), require detailed consideration of initial-
state partonic kT , jet-quenching and jet-broadening on
these back-to-back correlations [59, 60]. The correspond-
ing hydrodynamic effects on back-to-back correlations,
e.g. medium recoil and diffusion wakes, would be in-
teresting to compare with these data. The subsidence
and re-emergence of the AS-US correlation peak at low
yT ≈ 1, in going from most-peripheral to most-central
collisions, is unusual. The reduction with increasing
centrality might be expected for longitudinal fragmenta-
tion/hadronization as discussed above, but the increase
for more-central collisions is not understood.

The negative, NS-CD correlations shown in Fig. 3, are
likely a result of a hadronization mechanism, such as frag-
mentation, that produces more US pairs at nearby rela-
tive angles and relative transverse rapidity yT∆ than LS
pairs [1, 56]. The positive AS-CD correlations at lower
yT ≈ 2.2 reflect the suppression in the AS-US correlations
in this lower yT range shown in Fig. 2. The varied struc-

tures and centrality evolution shown in these charge- and
∆φ projection-dependent correlations, together with the
corresponding angular correlations as a function of the
transverse momenta of the two charged-particles, pro-
vide significant new constraints on models of relativistic
heavy-ion collisions.

The amplitudes of the measured and predicted corre-
lation maxima near (yT1, yT2) ≈ (3, 3) and the saddle-
shape minima near (yT1, yT2) ≈ (3, 1) plus the positions
of the maxima and minima were determined using simple
model fits (2D second-order polynomial or 2D Gaussian)
to several bins located near those bins having the local
maximum or minimum correlation amplitude. The re-
sults are presented in Figs. 6 and 7.

D. Theoretical predictions

Comparison of the hijing predictions without jets and
with jets (but no jet quenching) to each other and to
the data in Fig. 5 clearly shows that within this purely
scattering and fragmentation approach, jets are essen-
tial for describing the observed (yT1, yT2) correlations.
The observed peak amplitudes are consistent with the
hijing predictions until mid-centrality, then exceed the
predictions. It is also worth noting that the minima in
the saddle-shaped correlations for the data are generally
deeper than those in the hijing jets-on predictions. Both
of these deficiencies in the hijing jets-on predictions sug-
gest the need to include additional dynamical fluctua-
tions due to the increasingly dense medium produced in
the collision.

In epos, correlations arise from fluctuations in the
initial-state energy/momentum spatial distribution that
evolve via hydrodynamics to the final-state, from soft and
semi-hard scattering and fragmentation in the corona re-
gion, and in the final hadron-scattering stage. The pre-
dicted centrality dependence of the (yT1, yT2) ≈ (3, 3)
peak amplitude is too large compared to data. For the
more-peripheral collisions epos under-predicts the peak
amplitudes in contrast to the hijing jets-on predictions,
suggesting that the relative corona-to-core region contri-
butions are too small in this centrality range. For mid-
to most-central collisions the epos predicted peak ampli-
tude is in fair agreement with the trend of the data, but
overestimates the amplitude for more-central collisions,
suggesting excessive temperature and/or transverse flow
fluctuations from the hydrodynamic core. Except for the
most-peripheral (64-100%) centrality bin, epos predicts
the saddle-shape minima depth and location fairly well.

Taken together, the hijing jets-on and epos predic-
tions for the CI, all azimuth pair-number correlations on
(yT1, yT2), in comparison with the measurements, sug-
gest that for Au+Au collisions at 200 GeV the present
peripheral to mid-central collision correlations can be
described, to first-order, as a minimally-interacting, su-
perposition of NN collisions. For mid- to most-central
collision systems the poor quality of the hijing jets-on
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predictions suggests the presence of significant medium
effects. The epos model, which includes a strongly in-
teracting core, predicts larger correlation magnitudes in
this mid- to most-central range. This over-arching view
is consistent with previous observations of non-identified,
two-particle jet-like angular correlations for this same col-
lision system and energy [32].

E. Impact of these data

As stated in the Introduction, physical interpretation
of these new (yT1, yT2) correlation distributions is more
challenging than it is for angular correlations. A brute
force approach to understanding the physical origins of
the (yT1, yT2) correlations would be to adjust and tune
theoretical models to fit these data while also maintain-
ing good descriptions of the relevant spectra and angu-
lar correlation data. However, a more optimal and fo-
cused approach could utilize phenomenological models
that provide “internal” constraints on the theoretical ap-
proaches.

In Ref. [28] two example phenomenological models
were studied: (1) a blast-wave (BW) model with fluc-
tuating freeze-out temperatures and transverse flow ve-
locities, and (2) a two-component fragmentation (TCF)
model with fluctuations in color-string energies, in jet
energies, and in the relative number of final-state parti-
cles produced in hard-scattering. Each fluctuation source
in both models produces a saddle-shape plus broadly
peaked correlation distribution in (yT1, yT2) space. Fits
to data can be achieved by exploiting the distinct dif-
ferences in the shapes between the correlation structures
produced by the various sources. More sophisticated phe-
nomenological models could similarly be used to guide
the development of other theoretical approaches.

Phenomenological analyses like those in Ref. [28] result
in two-dimensional correlation distributions of the emis-
sion temperatures and flow velocities (BW model), or of
the color-string and jet energies (TCF model). These 2D
distributions can be compared with the corresponding
distributions extracted from the theoretical model calcu-
lations. For example, such comparisons could indicate
that the duration of hydrodynamic expansion should be
longer or shorter, that the hydrodynamic equation-of-
state should be adjusted, that fluctuations in the initial
conditions of the collision are too large or too small, that
the color string-string interactions and excitation, or the
in-medium jet production and fragmentation should be
modified, etc. Using such internal constraints may better
guide theoretical developments. This kind of future anal-
ysis may better inform our present understanding of the
degree of thermal equilibration reached in heavy-ion col-
lisions, the degree of uniformity in the transverse flow,
the variability in the initial-conditions, the variability
of color-string and jet energies, and possibly other dy-
namical processes. Similar analyses with extended phe-
nomenological components that describe the NS, AS, LS,

US and CD correlation projections could also serve to fur-
ther improve the physical interpretation of these data.

VIII. SUMMARY AND CONCLUSIONS

Measurements of non-identified, charged-particle pair-
number 2D correlation projections onto transverse ra-
pidity were presented for minimum-bias Au+Au colli-
sions at

√
sNN = 200 GeV from the STAR Collaboration.

These correlations are independent from, and orthogonal
to corresponding angular correlation projections, there-
fore potentially conveying new, experimental information
about the general, multi-dimensional two-particle corre-
lation. Correlations were constructed for each of the four
charge-pair combinations (LS, US, CI, and CD), for three
relative azimuthal angle projections, and for eleven cen-
trality bins. The overall correlation structure displays a
saddle-shape and an enhanced, positive correlation peak
near (yT1, yT2) ≈ (3,3). Both features are expected. In
addition, the measurements display considerable struc-
ture that varies significantly between LS and US charge
combinations and for different relative azimuthal angle
projections. Each of the correlation structures observed
in these data evolves smoothly with centrality.

The present measurements and analysis provide ac-
cess to complementary information about the relativis-
tic heavy-ion collision system compared to that which
can be studied with angular correlations, the latter being
sensitive to, for example, the per-event, average number
of jet-like particle pairs or the average number of col-
lectively flowing pairs. As such the present correlations
enable novel tests of theoretical models. A process was
outlined for developing and testing physical interpreta-
tions of these new correlation distributions utilizing phe-
nomenological models as an intermediary between data
and theory. Such an analysis of these data in the future
may lead to better understanding of heavy-ion collision
dynamics.

The CI, all relative azimuthal angle correlation data
were compared with theoretical predictions. Compar-
isons with hijing, both with and without jets, and with
epos, an event-by-event (3+1)D hydrodynamic model,
were presented in both visual and quantitative formats.
hijing, with longitudinal color-string fragmentation

only (jets-off), does not generate correlations with suf-
ficient amplitude. hijing with jets-on predicts the major
correlation structures in the data but with varying suc-
cess with respect to the amplitudes. The amplitudes of
the correlation peak near (yT1, yT2) ≈ (3,3) for the pe-
ripheral to mid-central collisions are correctly predicted.
However, hijing with jets-on and no jet-quenching fails
to achieve the larger amplitudes of the correlation peak
in the more-central bins. In addition, the hijing pre-
dictions reproduce only about one-half of the observed
amplitudes of the saddle-shaped correlation structures
that, in this model, are affected by correlated fluctua-
tions in the color-string interaction and fragmentation
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process. Both deficiencies imply, not unexpectedly, that
additional or stronger interactions with an increasingly
dense medium must be accounted for.

epos also predicts each of the dominant correla-
tion structures and predicts large amplitudes for the
(yT1, yT2) ≈ (3, 3) peak in the mid- to most-central
collisions relative to data. However, the epos predic-
tions for the (yT1, yT2) ≈ (3, 3) peak amplitude in more-
peripheral collisions fall well below the data. Addition-
ally, the increase in the peak amplitude with centrality
is much greater than seen in the data. The predicted
amplitudes and positions of the saddle-shape minima
are in fair agreement with the data except in the most-
peripheral centrality bin. Further study of the origin of
the (yT1, yT2) correlations predicted by epos, including
the CD and NS versus AS structures, is warranted in
sophisticated models including fluctuating initial-states,
hydrodynamics and parton energy loss.

The results presented here suggest that, to first-order,
the CI, all relative azimuth-angle (yT1, yT2) correla-
tions for peripheral to mid-central Au+Au collisions at
200 GeV can be described as a superposition of NN soft
plus semi-hard collisions with minimal effects from the
medium. For mid- to most-central collision systems sig-
nificant medium effects are indicated. This over-arching
view is consistent with previous observations of non-
identified, two-particle jet-like angular correlations for
this same collision system and energy [32]. The full set
of (yT1, yT2) correlations reported here can be used in
future efforts to further constrain theoretical models and
improve the understanding of the dense, partonic system
created in relativistic heavy-ion collisions at RHIC.
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Appendix A: Correlation prefactor

The prefactor for the CI combination using all pair-
wise, relative azimuthal angles from −π to π is given in
binned transverse-rapidity space by

PCI,All
kl ≡

[

d2Nch

dyT1dη

d2Nch

dyT2dη

]1/2

(A1)

where yT1 and yT2 are set equal to the mid-points of
bins k and l, respectively (see Sec. II). In Eq. 3 in Sec. II
the prefactor is defined as the geometric mean of the
product of event-average particle numbers in bins k and
l, corresponding to two-times (2×) the preceding form for
the present 2 units of pseudorapidity acceptance. With
the preceding definition the maximum amplitude range
for the correlations is [−0.5,0.5] corresponding to fully
anti-correlated and fully correlated limits, respectively.

In the above equation the charged particle distribution
was parametrized with a Levy distribution [49] given by

d2Nch

dyTdη
= 2πpT

dpT
dyT

[

d2Nch

2πpTdpTdη

]

=
2πpTmTAch

[1 + (mT −m0)/(Tchqch)]qch
. (A2)

Charged-particle spectra data corresponding to the cen-
trality definitions used here are not available. Instead,
the published spectra data were interpolated to the
present centralities using the following steps. Transverse
momentum spectra data for 200 GeV Au+Au minimum-
bias collisions from the STAR Collaboration [48] were
fitted for each available centrality from the lowest mea-
sured pT value to about 5 GeV/c using the above Levy
distribution. The Tch and qch parameter distributions
as functions of centrality were separately fit with power-
law functions and interpolated to the centrality bin mid-
points used in this analysis. The amplitudes Ach were
determined by requiring the integrated yields from pT =
0 to ∞ to equal the efficiency- and background-corrected
yields, dNch/dη, at each centrality, given in Table III of
Ref. [32]. The resulting parameters Ach, Tch and qch for
the present 200 GeV Au+Au analysis are listed in Ta-
ble I.

For LS and US correlations, the prefactor is reduced
by 1/

√
2 because there are one-half as many particle

pairs available compared to using all charged-particle
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pairs. When the relative azimuthal angular range is re-
stricted to either NS pairs or AS pairs, the prefactor is
also reduced by 1/

√
2. The appropriate number of fac-

tors of 1/
√

2 are applied to each of the charged-pair and
azimuthal-angle range selections required for the correla-
tion data presented in this paper.

Appendix B: Secondary particle correlation

uncertainty

Estimates of the secondary particle contamination con-
tributions to the (yT1, yT2) correlations are given in this
appendix. Contributions arising from event-wise fluctu-
ations in the relative secondary-to-primary particle yield
ratio and from event-wise fluctuations in the shape of the
secondary particle pT distribution are included.

The observed single-particle distribution for an arbi-
trary centrality bin was assumed to be given by

d2N

dyT dη
= N̄ [(1 − κ̄)ρ̂prim(yT ) + κ̄ρ̂sec(yT )] (B1)

for mean charged-particle multiplicity N̄ , where mean
secondary particle fraction κ̄ = 0.12 [26]. Primary and
secondary particle distributions (discussed below), nor-
malized to unity within the acceptance, are denoted by
ρ̂prim and ρ̂sec, respectively.

For fluctuating secondary particle yields, the same-
event pair distribution, assuming fixed shapes for the
primary and secondary particle spectra, is given by

d4N12

dyT1dηdyT2dη
= N̄(N̄ − 1)

×
{

[(1 − κ̄)2 + σ2
κ]ρ̂prim(yT1)ρ̂prim(yT2)

+(κ̄2 + σ2
κ)ρ̂sec(yT1)ρ̂sec(yT2)

+[κ̄(1 − κ̄) − σ2
κ)] (ρ̂prim(yT1)ρ̂sec(yT2)

+ρ̂prim(yT2)ρ̂sec(yT1))} (B2)

where σ2
κ is the variance of event-wise, secondary particle

fraction κ. Correlations are produced when there are
event-wise fluctuations in κ and ρ̂prim(yT ) 6= ρ̂sec(yT ).
The correlations produced by fluctuations in κ, for CI,
all-azimuth correlations, are given by

∆ρ
√
ρchrg

(yT1, yT2)sec = PCI,All
12 (yT1, yT2)

×
[

d4N12

dyT1dηdyT2dη

N̄−1
N̄

d2N
dyT1dη

d2N
dyT2dη

− 1

]

. (B3)

Binned distributions are estimated by evaluating the con-
tinuous distributions at yT -bin mid-points.

Ref. [26] gives the pion and proton contamination frac-
tions as functions of pT for the STAR Run 4 Au+Au
62.4 GeV collision data. We assumed the same contami-
nation fractions for the 200 GeV data because the same
detector configuration was used at both 62.4 GeV and

200 GeV during Run 4. The secondary kaon and anti-
proton contamination fractions were negligible. The sec-
ondary particle distribution was assumed to be

d2Nsec

dyTdη
= 2πpTmT

d2Nch

2πpTdpTdη

×
[

fπF
π±

sec (pT ) + fpF
proton
sec (pT )

]

(B4)

where fπ = 0.85, fp = 0.033, dpT /dyT = mT at mid-
rapidity, and the charged-particle distribution was repre-
sented with the Levy distribution in Appendix A using
the parameters in Table I. The pion and proton frac-
tional background distributions were parametrized as,

Fπ±

sec (pT ) = 0.04 + 0.155e−3.57(pT−0.15) (B5)

F proton
sec (pT ) = −1.15(pT − 0.15) + 0.65,

for 0.15 ≤ pT ≤ 0.575 (B6)

= 0.153e−8(pT−0.575), pT > 0.575 (B7)

for pT in units of GeV/c. Normalizing d2Nsec/dyTdη
over the yT range from 1.0 to 4.5 to unity gives ρ̂sec(yT ).
Poisson fluctuations of ratio κ were assumed for fixed,
total multiplicity N̄ , where κ = Nsec/N̄ , and σ2

κ =
(∆Nsec)

2/N̄2 ≈ Nsec/N̄
2 = κ̄/N̄ . From Table I, the

Poisson fluctuations in secondary particle yields relative
to N̄ varies from 11% in peripheral collisions to 1% in
most-central collisions.

The estimated secondary-particle contamination mag-
nitude was treated as an uncertainty, rather than a cor-
rection. One-half of ∆ρ/

√
ρchrg(yT1, yT2)sec in each (k, l)

bin was assumed a systematic offset, and ±1/2 was as-
sumed for the systematic uncertainty following the same
procedure described in Sec. V. Because the secondary
particle contamination fraction (κ) does not change sig-
nificantly with centrality [26], these systematic uncer-
tainties in the final correlations are also approximately
constant with centrality.

Correlations for secondary particles also occur when
the shapes (e.g., overall slopes on pT ) of the ρ̂sec(yT ) dis-
tributions fluctuate (see Sec. VII). Secondary particles,
being predominately from weak-decays and from particle
production in the detector material, would be expected
to maintain, to some extent, the momentum correlations
of their parent particles, which are primary particles from
the collision. However, due to the weak-decay Q-values
for K0

s → π+π− and Λ → pπ, and to the momentum
transfers involved in secondary particle production pro-
cesses in the detector material, we expect the correlations
involving secondary particles to be diminished in ampli-
tude and dispersed in relative angle compared to that for
primary particle pairs.

Because the secondary particle contamination is dom-
inant at lower pT [26], we assumed the analytical 2D-
Levy model, derived for the lower momentum range
pT ≤ 2 GeV/c in Ref. [23], for both the primary and
secondary same-event particle pair distributions. The
2D-Levy model was used in Ref. [23] to describe the
transverse momentum correlations for 130 GeV Au+Au
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collisions. The parameters of the 2D-Levy model for pre-
liminary, 200 GeV Au+Au (yT1, yT2) correlations were
taken from Ref. [14]. To account for the expected reduc-
tion in secondary particle correlation amplitudes, a 30%
reduction was assumed for the relative variance difference
parameters ∆(1/n)Σ and ∆(1/n)∆ defined in Ref. [23].
The relative variance differences determine the curva-
tures of the saddle-shaped correlation structure at the
origin. The reduction in secondary particle correlations
was based on the relative magnitudes of the above Q-
values and the mean-pT for light-flavor particle produc-
tion. This 30% reduction produced very small effects
on the final correlations, being about one-tenth of that
produced by the above fluctuations in secondary particle
yields. Although very small, these systematic uncertain-
ties were included in quadrature in the total systematic
uncertainty estimates.

Appendix C: Comparison of statistical and

systematic errors

Statistical errors are compared with the corresponding
systematic offsets and uncertainties in Fig. 8 for central-
ities 74-84%, 28-38% and 0-5%. Statistical errors are ap-
proximately constant over most of the binned (k, l) space,

increasing by about
√

2 along the main diagonal due to
data symmetrization as discussed in Sec. III. The sta-
tistical errors increase significantly towards higher values
of yT . The statistical errors for the 0-5% and 5-9% (not
shown) centralities are larger than those errors for all
other centrality bins because the two more-central bins
include approximately one-half as many collision events
as the other centralities.

The systematic offsets do not change significantly with
centrality while the systematic uncertainties generally in-
crease. Systematic uncertainties are generally larger than
statistical errors in the regions of interest where signif-
icant correlation structures appear, i.e. along the main
diagonal and near the saddle-shape minima. Statistical
errors dominate at higher yT ≥ 4 precluding investiga-

tion of possible correlation structures in this region with
the present data set.

Appendix D: Resonance contributions

Correlations between the daughters of a short-lived,
strongly decaying resonance in a high-energy, heavy-ion
collision are generated by the decay dynamics itself and
may contribute to the correlations presented in this pa-
per. Resonance production, decay, and regeneration, as
well as scattering of the resonance decay particles in the
medium, are thought to occur in high-energy heavy-ion
collisions [61, 62]. It is likely that some or all of the cor-
relations between the daughter particles will be strongly
dissipated in the medium. For the present estimate it
was assumed that the number of decay pairs contributing
to the final-state correlations on (yT1, yT2) correspond to
the surviving number of resonance decays estimated from
the observed yields in the invariant mass distribution.

Resonance decay contributions to unidentified
charged-particle correlations on transverse rapidity in
the momentum range studied here are dominated by
ρ → π+ + π− (BR ≈ 100%) and ω → π+ + π− + π0

(BR ≈ 89%), based on analysis of the measured π+, π−

invariant mass distribution for peripheral Au+Au colli-
sions [61, 62]. A Monte Carlo simulation was done where
the measured ρ and ω meson pT distributions [61, 62]
were randomly sampled and the per-event yields were de-
termined from measured ρ0/π− and ω/π ratios [61, 62].
The CI, all-azimuth correlation quantity was calculated
using the unidentified charged-particle pair reference
distribution and prefactor as in Eq. (18). The π+, π−

pairs from ρ, ω decays are primarily distributed within
yT < 3. The overall contributions to the correlation
amplitudes varied from approximately 0.01 to 0.03 at
low yT from peripheral to central collisions, respectively,
and similarly from 0.007 to −0.013 in the region of the
(3,3) correlation peak. The latter are about 8% of the
amplitude of the correlation peak in peripheral and
more-central collisions.
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FIG. 8. Systematic offsets, systematic uncertainties and statistical errors in the CI, all-azimuth correlations in columns of
panels from left-to-right, respectively. Representative results for centralities 74-84%, 28-38% and 0-5% are shown in rows of
panels from upper to lower, respectively.
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