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The reaction 96Zr(α,n)99Mo plays an important role in ν-driven wind nucleosynthesis in core-
collapse supernovae and is a possible avenue for medical isotope production. Cross section mea-
surements were performed using the activation technique at the Edwards Accelerator Laboratory.
Results were analyzed along with world data on the 96Zr(α, n) cross section and 96Zr(α, α) differ-
ential cross section using large-scale Hauser-Feshbach calculations. We compare our data, previous
measurements, and a statistical description of the reaction. We find a larger cross section at low
energies compared to prior experimental results, allowing for a larger astrophysical reaction rate.
This may impact results of core-collapse supernova ν-driven wind nucleosynthesis calculations, but
does not significantly alter prior conclusions about 99Mo production for medical physics applications.
The results from our large-scale Hauser-Feshbach calculations demonstrate that phenomenological
optical potentials may yet be adequate to describe (α, n) reactions of interest for ν-driven wind
nucleosynthesis, albeit with regionally-adjusted model parameters.

I. INTRODUCTION

The reaction 96Zr(α,n)99Mo plays an important role
in ν-driven wind nucleosynthesis in core-collapse su-
pernovae (CCSN) [1] and has been suggested as an
accelerator-based production mechanism for 99Mo [2].
The former may help explain the origin of the elements
from roughly strontium to silver, while the latter may
provide a route to the medical isotope 99mTc that does
not require highly-enriched uranium (HEU). Thus, there
is considerable interest in a precise determination of the
96Zr(α, n) cross section for both nuclear astrophysics and
nuclear applications.

Astronomical observations of metal poor stars display
a decoupling between the elemental abundance pattern
for elements in the strontium to silver region, tradition-
ally known as the first rapid neutron-capture (r-)process
peak, from the abundance pattern for the remainder
of the r-process [3, 4]. Neutron-rich ν-driven winds of
CCSN are a possible contributor to the first r-process
peak region. The hot protoneutron star produced in core
collapse cools via ν emission, these ν reheat the super-
nova shock, and, for neutron-rich conditions, drive nu-
cleosynthesis via (α, n) reactions [5, 6]. The sensitiv-
ity of this weak r-process nucleosynthesis (also referred
to in the literature as the α-process and the charged-
particle reaction process [7]) to individual reaction rates
can depend on the astrophysical conditions. However,
96Zr(α, n) generally has a significant influence on nucle-
osynthesis calculation results as it is usually the main
reaction pathway beyond proton-number Z = 40 [1].

Based on the ≈2-5 GK temperature range in which
(α, n) reactions drive weak r-process nucleosynthesis [8],
96Zr(α, n) cross section data are necessary for α labora-
tory energies in the range Eα ≈ 5.4 − 10.9 MeV. While
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three measurement results are available near 10 MeV,
the stacked-target activation results of Refs. [9, 10] are
discrepant with the precision single-target activation re-
sults of Ref. [11]. Below this beam energy, experimental
constraints are only provided by Ref. [11], where data ex-
tend down to 6.48 MeV, and therefore the astrophysical
reaction rate is essentially exclusively constrained by this
single data set. As such, confirmatory data in the energy
region of interest are desired.

In nuclear medicine, 99mTc is an important medical
isotope for single photon emission computed tomogra-
phy (SPECT). It is generally produced from HEU tar-
gets, where 99Mo is extracted from the target and 99mTc
is subsequently produced on-site with a 99Mo/99mTc gen-
erator [12]. However, the global move away from HEU
reactors has threatened this line of production and incen-
tivized the development of accelerator-based production
routes [13]. The majority of these approaches require a
highly-enriched 100Mo target and a technically challeng-
ing separation of the 99Mo produced from the remain-
ing 100Mo [2]. As such, 96Zr(α, n) has been considered
as an alternative production route, since the high spe-
cific activity of 99Mo that is produced enables standard
99Mo/99mTc generators to be employed [14].

Several previous measurements of the 96Zr(α, n) cross
section have been performed in the energy-range of in-
terest for medical isotope production (i.e. where yields
are highest) [2, 9–11, 15, 16]. However, this world data
contains several inconsistencies and there has yet to be a
consistent physics-based evaluation.

The present work aims to address these concerns. We
performed single-target activation cross section measure-
ments of 96Zr(α, n) from Eα = 8 − 13 MeV. We per-
formed large-scale Hauser-Feshbach calculations, explor-
ing a large phase-space of statistical model parameters,
in order to evaluate our results along with the world data
on the 96Zr(α, n) cross section and the 96Zr(α, α) differ-
ential cross section. We find general agreement between
our data, previous measurements, and a statistical de-
scription of the 96Zr(α, n) reaction; however, some dis-
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crepancies remain at the lowest reaction energies.
The paper is structured as follows. We describe our ac-

tivation measurement in Sec. II. In Sec. III, we describe
our activation cross section determination and large-scale
Hauser-Feshbach calculations. In Sec. IV we present our
results, followed by a discussion of the implications for
CCSN nucleosynthesis and medical isotope production.
We conclude and offer recommendations for future mea-
surements in Sec. V.

II. EXPERIMENTAL SETUP

Cross section measurements were performed at the Ed-
wards Accelerator Laboratory at Ohio University [17] us-
ing the activation technique. He++ ions were produced
with an Alphatross ion source, accelerated using the 4.5
MV T-type tandem Pelletron, and impinged on a Zr tar-
get enriched to 57.4(±0.2)% 96Zr with a zirconium areal
density of nt = 6.70(±0.67)× 1018 atom/cm2. The areal
density was determined by Rutherford scattering, while
the Zr enrichment was quoted by the manufacturer, the
National Isotope Development Center, based on induc-
tively coupled plasma mass spectrometry.

Irradiations were performed at energies between Eα =
8 − 13 MeV in steps of 1 MeV. Irradiations were per-
formed on the same target with a month or more of
cooling time in between, where individual irradiation
times lasted between tirr = 3− 18 hr with incident beam
currents between ≈ 10 − 150 nA on-target. Over the
course of a single irradiation, the incident beam current
was collected with a Faraday cup in the target chamber,
measured with a current integrator, and recorded every
∆t = 30 s in order to account for the small changes in the
incident beam current over time. Prior to each irradia-
tion, the beam was tuned through an empty target frame,
such that the full beam current was present on the down-
stream Faraday cup and no current was detected on the
target ladder, ensuring that all incident beam impinged
on the Zr target.

After irradiation, the 96Zr target was transported to a
counting station to measure the γ-activity. The count-
ing station consisted of an 60% relative efficiency HPGe
detector located inside a 4π lead shield. The activated
target was placed 10 cm from the front face of the detec-
tor at 0◦. The decay properties for the 99Mo produced
in the activation and its decay product 99mTc are sum-
marized in Table I and Figure 1. We measured the yield
of each of these γ-rays following activation. The γ-peak
area determination is discussed in Section III.

The HPGe detector energy and efficiency calibrations
were performed using 152Eu, 133Ba, 60Co, and 137Cs
reference sources from Isotope Products Laboratories,
where source activities were certified to 3% uncertainty.
We removed the impact of coincidence summing on the
efficiency using the technique of Ref. [20]. In this tech-
nique, the β−-decay feeding factor, γ-ray branching fac-
tors, and internal-conversion coefficients are supplied for

TABLE I. Decay parameters of the reaction product 99Mo
and its daughter 99mTc from Refs. [18, 19].

Isotope Half-life Energy Relative intensity
[hr] [keV]

[
%
]

99Mo 65.924 ± 0.006 181.07 6.05 ± 0.12
739.50 1.04 ± 0.02
777.92 4.31 ± 0.08

99mTc 6.0072 ± 0.0009 140.51 89 ± 4

1000 2000 3000 4000
Channel number

0

50

100

310×

C
o

u
n

ts
777.92 keV

739.50 keV181.07 keV

140.51 keV
-β

+1/2
Mo 66 h99

16.45%

1.18%

82.10%

+1/2

-3/2

+5/2
-1/2
+7/2

+9/2

920.6

509.1

181.1
142.7

140.5

Tc 200,000 yr 99

7
7

7
.9

7
3

9
.5

3
6

6
.4

1
8

1
.1

1
4

0
.5

FIG. 1. Example γ-ray spectra from an irradiated Zr target.
The peak energies used for the analysis are marked, along
with the most intense peak from γ-decay of 99mTc, while the
inset shows the 99Mo decay scheme.
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FIG. 2. Impact of the coincidence summing correction on γ-
ray photopeak efficiency. The solid red curve is a fit to the
corrected data using Equation 1.

each level based on the known decay scheme. The num-
ber of source decays within the counting interval, the
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number of counts in a selected set of photo-peaks, and the
photofraction function φ(Eγ) for the detector are then
provided. The photofraction is the ratio of photopeak
efficiency to total efficiency, which we determined with
the 60Co and 137Cs calibration sources. The photopeak
efficiencies ε(Eγ) are then estimated and iterated self-
consistently using the coincidence-summing equations
until a desired degree of convergence in ε(Eγ) is reached.
The impact of the summing correction is shown in Fig-
ure 2. The empirical function used for the fit of γ-ray
photopeak efficiency is defined as follows,

ln(ε(Eγ)) = a+ b ln(Eγ) + c ln(Eγ)2, (1)

where ε(Eγ) is the peak efficiency, Eγ is γ-ray energy,
and a, b and c are fit parameters [21]. Here, a = −5.38,
b = −3.55, and c = −2.04 with Eγ in units of MeV.

III. ANALYSIS

A. Cross section determination

At each measurement energy, the 96Zr(α, n) cross sec-
tion was determined based on the α-particle current
recorded over the time of the activation and the γ-ray
yield from the activated target following the activation.

Following the activation measurement, the activity of
the target post-irradiation APO was determined from
each γ-ray of 99Mo (181.07 keV, 739.50 keV, and 777.92
keV) by evaluating the number of γ-rays at each of those
energies and then averaging the individual results for
APO. The exception is our lowest-energy measurement,
where we only use the 181.07 keV γ-ray due to excessive
background for the other γ-rays. We note that results
for APO determined with individual γ-rays were in agree-
ment within uncertainties, typically differing by ≤10%.
For each γ-ray peak, the number of γ-rays Nγ was ob-
tained by fitting the peak with Gaussian and linear func-
tions, subtracting the linear function as the estimated
background, integrating the number of remaining counts
in the peak region, and accounting for the γ-detection
efficiency, including the effects of coincidence summing.
The uncertainty in the number of counts for a given peak
is the statistical uncertainty

√
Nγ summed with the un-

certainty in the γ-detection efficiency and the systematic
uncertainty from the fit:

σ2
sys =

n∑
i

p2iσ
2
i +

n∑
i

n∑
j(j 6=i)

pipjρijσiσj . (2)

Here, pi and pj are the derivatives of the fitting func-
tion with respect to its parameters, ρij is the correlation
between pi and pj , and σi and σj are the elements of
the covariance matrix. The activity A (Bq) of each ra-
dioisotope post-irradiation was calculated according to

the following equation:

APO =
Nγλ

ε(Eγ)Iγflive(e−λtPO − e−λtEOC)
, (3)

where λ is the decay constant (s−1), Iγ is the relative γ
intensity from Table I, flive is the data acquisition live-
fraction determined using a pulser, and tPO and tEOC are
the times post-irradiation and of γ-ray counting, respec-
tively. We note that tEOC is the counting time added to
tPO.

In principle, we could have determined the 96Zr(α, n)
cross section σα,n using the activation equation for thin
targets: AEOI = Ibntσα,n (1− exp(−λtirr)), where Ib is
the beam intensity, and the activity at the end of irra-
diation AEOI = APO exp (−λ(tPO − tEOI)), with tEOI as
the time at the end of irradiation. However, this would
not account for variations in Ib over the irradiation time,
which were generally less than 2% but occasionally as
large as 4%. Instead, we opted to numerically determine
AEOI for a grid of σα,n guesses, which we could then com-
pare to the measured AEOI±δAEOI in order to determine
σα,n± δσα,n. For each σα,n guess, at each time step, the
change in the number of 99Mo nuclei ∆N was determined
by the difference between the production rate R+ and
destruction rate R−. At time t, R+(t) = Ib(t)ntσα,n, us-
ing the thin-target approximation, and R−(t) = λN(t),
where λ is the 99Mo decay constant and N(t) is the num-
ber of 99Mo at time t since the beginning of the irradi-
ation, with N(0) = 0. At each time step, N is evolved
as:

N(t+1) = N(t)+∆N = N(t)+(R+(t)−R−(t)) ∆t, (4)

where ∆t is the time difference between current read-
ings. This is performed from t = 0 to tEOI, resulting
in an estimated AEOI. For a single measurement energy,
the σα,n that results in agreement between the estimated
and measured AEOI is the measured cross section for that
energy, while the range of σα,n that are within the mea-
sured δAEOI provide a portion of the uncertainty δσα,n.

The remaining contributions to the cross section un-
certainty are due to the uncertainty in the areal density
of the target and the uncertainty in the measured cur-
rent. The total uncertainty was primarily due to the
target thickness (10%), current uncertainty (4%), and
γ-detection efficiency (3%). We estimate that the uncer-
tainty contribution from the γ-summing correction is less
than 1%. To determine the total uncertainty in the cross
section, the uncertainty in the target thickness and the
efficiency were combined linearly first and then combined
in quadrature with the uncertainty in the current. The
statistical uncertainty

√
Nγ was negligible for all mea-

surements.
Our measured cross sections for 96Zr(α,n), listed in Ta-

ble II, are compared to results from prior works in Fig-
ure 3. The reported energy in Table II is the lab-frame
energy at the center of the target, while the uncertainty
reflects fluctuations in the beam energy (±1 keV), beam
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FIG. 3. Cross section of 96Zr(α, n) over a range of α ener-
gies in the lab frame as determined in this work (Present)
compared to literature values [2, 9–11, 15, 16].

TABLE II. Cross sections of 96Zr(α,n)99Mo measured in this
work, where the beam on-target energy Ebeam, calculated en-
ergy loss of the beam in the target Eloss, and calculated lab-
oratory energy at the center of the target Elab are in units of
MeV.

Ebeam Eloss Elab Cross section [mb]
7.994 0.298 7.85±0.034 (6.71 ±0.91)×10−02

9.000 0.277 8.86±0.034 (7.34 ±0.99)×10−01

9.997 0.259 9.87±0.034 (6.45 ±0.88)×10+00

10.999 0.246 10.88±0.034 (3.88 ±0.53)×10+01

11.995 0.229 11.88±0.034 (9.42 ±1.28)×10+01

12.996 0.220 12.89±0.036 (1.42 ±0.19)×10+02

energy uncertainty from the opening of the slits follow-
ing the analyzing magnet (±0.2%), and the uncertainty
of the energy loss of the beam in the target, including the
10% uncertainty in the target thickness. We adopt an un-
certainty of 4% for the stopping power of Ref. [22] based
on the analysis of Ref. [23] and excellent agreement with
the only data set in this energy region [24]. Our data are
largely in agreement with prior works, in particular the
recent data of Ref. [11]. However, we diverge somewhat
from those results at our lowest measurement energy. We
discuss this further in Section IV.

B. Hauser-Feshbach calculations

In order to achieve a physics-based evaluation of the
data in Figure 3, we performed large-scale Hauser-
Feshbach calculations [25, 26] with the code Talys
v1.95 [27]. The goal of these calculations was to find a
consistent description of the 96Zr(α, n) world data, while
simultaneously consistently describing differential cross
section data from 96Zr(α, α) [28, 29], as the latter data is
similarly sensitive to Hauser-Feshbach input parameters.

For a comparison between the 96Zr(α, n) cross section
world data and results calculated using standard global
α-optical potentials, see Ref. [11].

In the Hauser-Feshbach formalism, the (α, n) cross sec-
tion is described by σα,n ∝ λ2α(TαTn)/ΣjTdecay,j , where
λα is the de Broglie wavelength for the incident α and
the Ti are the transmission coefficients that describe the
probability for a particle or photon, which defines the
channel, being emitted from (“decay”) or absorbed by
a nucleus. The T for decay channels in the preceding
equation, including the neutron transmission coefficient
Tn, and all other open decay channels included in the
sum ΣjTdecay,j , are actually a sum over T to individual
discrete states added to an integral over T to levels in a
higher-excitation energy region described by the nuclear
level-density ρ (See e.g. Equation 3 of Ref. [30]). For
the energies of interest in this work, ΣjTdecay,j ≈ Tn and
most other ingredients of the Hauser-Feshbach input are
expected to play a minor role [31]. As such, we primar-
ily focused on varying the parameters of the α-optical
potential, which is used to calculate the α transmission
coefficient Tα. We also explored modifications to ρ and to
the level-spin distribution, via the spin-cutoff parameter
σ2
sc, of 99Mo, as these can impact the competition be-

tween 96Zr(α, n)99Mo and 96Zr(α, 2n)98Mo channels for
Eα & 13 MeV.

We adopted the McFadden and Satchler [32] param-
eterization of the α-optical potential for our study, as
the simple functional form is preferable given our limited
data set and the fact that the global parameterization of
that work generally provides a good description of (α, n)
reaction cross sections [33]. In this description, the α-
optical potential is

U(r) = Vc(r) + V (r) + iW (r), (5)

where Vc(r) is the Coulomb potential and V (r) and W (r)
are the real and imaginary parts of the nuclear potential,
respectively. The latter two are described with a Woods-
Saxon form,

V (r) =
−V

1 + exp ((r − rv)/av)
,

W (r) =
−W

1 + exp ((r − rw)/aw)
,

(6)

where V and W describe the potential well depths and
ri and ai describe the potential radius and diffuseness,
respectively. Following the approach of Ref. [32], we set
rw = rv and aw = av.

For ρ, we adopted the back-shifted Fermi gas (BSFG)
model [34], as this option most closely reproduced the
data of Figure 3 when using Talys default parameters
otherwise. Additionally, the BSFG model appears to ad-
equately reproduce ρ for nuclei in this region of the nu-
clear chart [e.g. 35, 36]. For the BSFG model,

ρ(E∗) =
exp

(
2
√
a(E∗ −∆bs)

)
12
√

2σ2
sca

1/4(E∗ −∆bs)5/4
, (7)
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where ∆bs is a back-shift to ensure ρ is described at
low-lying excitation energies where all discrete levels are
known and a is the excitation energy (E∗)-dependent
level density parameter of Ref. [37], based on global fits
to ρ. In Talys, one can set a at the neutron separation
energy Sn and then the a at other E∗ will scale accord-
ingly. The spin distribution is the rigid body form [38],

P (J) =
2J + 1

2σ2
sc

exp

(
−(J + 1/2)2

2σ2
sc

)
, (8)

which is used to convert from ρ to a density of levels with
spin J , where ρ(E∗, J) = P (J)ρ(E∗). The E∗-dependent
σ2
sc is determined in Talys by three different methods,

depending on the E∗ region. For low E∗, where all levels
are thought to be known (here E∗ ≤ 1.5 MeV [39]), the
discrete level region σ2

sc is used. Here,

σ2
sc,disc =

∑
Ji(Ji + 1)(2Ji + 1)

3
∑

2Ji + 1
, (9)

where the sum runs over all levels in the discrete level
region. For E∗ ≥ Sn, the Fermi gas estimate is used,

σ2
sc,FG ≈ 0.04A7/6

√
E∗, (10)

where A is the mass number. The exact form for Equa-
tion 10 is available in the Talys manual. For intermedi-
ate E∗, σ2

sc is a linear interpolation between σ2
sc,disc and

σ2
sc,FG.

TABLE III. Hauser-Feshbach parameters varied within a
randomly-sampled uniform range, along side the nominal val-
ues for comparison. The values resulting in the minimum
global χ2 are also provided.

Parameter Nominal Range Best Fit Best Fit
Including Not Including
Ref. [11] Ref. [11]

s2 1 1 – 1.9 1.41 1.33
a(Sn) 12.43 11.37 – 12.4 11.34 11.34
V 185 140 – 220 181.67 195.78
W 25 5 – 54 17.51 17.88
rv 1.4 1.2 – 1.6 1.43 1.32
av 0.52 0.4 – 0.7 0.48 0.59

In an attempt to simultaneously describe existing total
cross section data for 96Zr(α, n) and differential cross sec-
tion data for 96Zr(α, α), we varied V , W , rv, av, a(Sn),
and σ2

sc(Sn). We performed 100 000 calculations with
Talys, where each of these parameters was sampled from
a uniform distribution within a range stipulated in Ta-
ble III. In that table, s2 is a multiplier of σ2

sc(Sn) from
Equation 10. For V , W , rv, and av, the centroids of
our randomly sampled ranges roughly correspond to the
nominal values from Ref. [32] (listed in Table III). The
upper and lower bounds are based on a systematic in-
vestigation of the parameter space. In this investigation,
we originally chose some parameter ranges, performed

100 000 Hauser-Feshbach calculations, computed the chi-
square χ2 between the calculation results and the data,
and then expanded the parameter range and repeated
our calculations until we saw a divergence in χ2 near the
boundary of the parameter space. For a(Sn) our range
was guided by the level-density trends for Mo isotopes re-
ported by Ref. [35]. While systematics in data and theory
justify a range for s2 between 0.5–2 [40], we found that
only an increase in σ2

sc(Sn) improved agreement with the
96Zr(α, n) cross section data (from the nominal values)
and so we did not explore s2 < 1 in our final set of cal-
culations.

For each of the 100 000 Hauser-Feshbach calculations,
we computed separate χ2 for the 96Zr(α, n) cross section
and for the 96Zr(α, α) differential cross section. For the
latter, we used the data of Refs. [28, 29], each of which
were obtained for Eα = 35.4 MeV. For the former, we
included all of the data shown in Figure 3, except for the
data of Ref. [9] due to its large deviation from other data
sets. Partly motivated by the discrepancy between our
low Eα results and those of Ref [11], we also performed χ2

calculations when additionally excluding the data from
Ref. [11]. In order to obtain constraints for the parame-
ters in Table III, we computed confidence intervals using
∆χ2 = χ2 − χ2

min, where χ2
min is the minimum χ2 across

the explored phase-space and the mapping between ∆χ2

and a confidence interval depends on the number of de-
grees of freedom [41].

Figures 4 and 5 show the results of our χ2 calculations.
In these figures, the minimum χ2 of the calculations that
fall within each bin of each histogram are used to produce
the color contours. The red-line boundaries indicate the
95% confidence interval as determined by ∆χ2. Figure 4
sub-figures (a) and (b) are for the 96Zr(α, n) cross section
data including and excluding the data from Ref. [11], re-
spectively. Figure 5 is for the 96Zr(α, α) differential cross
section data. As discussed further in Section IV, the
95% confidence intervals determined from comparison to
96Zr(α, n) cross section data and 96Zr(α, α) differential
cross section data do not overlap for some parameters.
For instance, compare the rv versus av panel of Figure 4
(a) or (b) to the same panel of Figure 5. As the focus of
our work is a determination of the 96Zr(α, n) cross sec-
tion and astrophysical reaction rate, we decided to focus
on parameter combinations within the 95% confidence in-
tervals of Figure 4 when evaluating a recommended cross
section and reaction rate.

We determined an evaluated 96Zr(α, n) cross section by
creating an uncertainty band based on all Monte Carlo
iterations that fell within all of the 95% confidence in-
terval contours of Figure 4a. We also determined a rate
uncertainty band when only considering the 95% confi-
dence interval contours of Figure 4b. The resulting cross
section uncertainty bands are compared to the 96Zr(α, n)
cross section world data in Figure 6. In Figure 7 we com-
pare the 96Zr(α, α) differential cross section world data to
two calculations results: (1) an uncertainty band based
on all Monte Carlo iterations that fall within the 95%
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FIG. 4. (a) Corner plot of χ2 calculated when comparing results of our Talys calculations to the 96Zr(α, n) cross section data
of Figure 3, excluding the data of Ref. [9] and Ref. [15], and projected into the two-parameter phase space of each panel. For
each panel, the parameters that are not indicated on the axes of that panel have been randomly sampled within the range
described by Table III. The χ2 shown in each bin of each histogram is the minimum χ2 of each of the 100 000 Hauser-Feshbach
calculations that employ parameters within that bin. The red contours indicate the 95% confidence intervals, as calculated by
∆χ2. (b) Same as sub-figure (a), but also excluding the data of Ref. [11] in the χ2 determinations.
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FIG. 5. Corner plot of χ2 calculated when comparing results of our Talys calculations to the 96Zr(α, α) differential cross section
data of Figure 7 and projected into the two-parameter phase space of each panel. For each panel, the parameters that are not
indicated on the axes of that panel have been randomly sampled within the range described by Table III. The χ2 shown in
each bin of each histogram is the minimum χ2 of each of the 100 000 Hauser-Feshbach calculations that employ parameters
within that bin. The red contours indicate the 95% confidence intervals, as calculated by ∆χ2. When red contours are absent
in a panel, all parameter combinations are within the 95% confidence interval.

confidence interval contours of Figure 4b, and (2) an un-
certainty band based on all Monte Carlo iterations that
fall within the 95% confidence interval contours of Fig-
ure 5.

For our best-fit to the 96Zr(α, n) cross section data
when including Ref. [11], the chi-square per point χ2

N =
14.69. When excluding Ref. [11], the best-fit resulted
in χ2

N = 7.86. This indicates a relatively poor good-
ness of fit, which is in part due to the large scatter of
experimental data shown in Fig. 3. To characterize the
goodness-of-fit for the high-precision data in the energy
region of astrophysical interest, can also calculate this
statistic when including only the data from this work and
Ref. [11]. The calculated cross section resulting from the
best-fit that includes Ref. [11] in the fit is χ2

N = 5.63,
while the best-fit cross section that omitted Ref. [11] in
the fit is χ2

N = 1.31. The corresponding Hauser-Feshbach

model parameters are listed in Table III. The evaluated
cross section results for the best-fits, along with the up-
per and lower bounds of the 95% confidence interval con-
tours, are reported in Table IV.

IV. DISCUSSION

We first discuss the issues regarding simultaneous re-
production of the 96Zr(α, n) cross section and 96Zr(α, α)
differential cross section before turning to the evaluated
cross section, associated astrophysical reaction rate, and
implications for medical isotope production.
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FIG. 6. Same as Figure 3, with the addition of Hauser-Feshbach calculation results from this work and the calculations of
Ref. [11] that employed the ATOMKI-V2 potential (red line). The green (black) band includes (excludes) the measurement
results of Ref. [11] in the χ2 calculations used to determine the best-fit parameters sampled from Table III.

A. Evaluated cross section results

When examining the 95% confidence interval contours
of sub-figures (a) and (b) of Figure 4, it is apparent that
the corresponding contours are consistent but more re-
strictive for the α-optical potential parameters when in-
cluding the data of Ref. [11]. This is likely due to the
small uncertainties of that data set, along with the larger
Eα range that the calculations must reproduce. It is
unsurprising that the contours are more similar for the
nuclear level density parameters, as these impact the cal-
culated cross section above the energy range covered by
Ref. [11].

Tension arises when comparing the 95% confidence in-
terval contours of Figure 4 to those of Figure 5. When
including the data of Ref. [11] (Figure 4a), reproducing
the 96Zr(α, n) cross section data requires both W and av
to be lower than calculations that successfully reproduce
the 96Zr(α, α) differential cross section data. When ex-
cluding the data of Ref. [11] (Figure 4b), the tension with
W is relieved and the 95% confidence interval contours
overlap for almost all of the panels. However, though

the the optimal regions in the rv versus av phase-space
are closer than for the case when Ref. [11] data are in-
cluded, they nonetheless still do not overlap. This indi-
cates that the α-optical potential of Ref. [32] is inade-
quate to fully reproduce measured data from the 96Zr+α
reaction. Figure 7 demonstrates that the ATOMKI-
V2 potential, which has recently been employed for nu-
clear astrophysics studies [11, 42, 43], is similarly chal-
lenged. Calculations using the ATOMKI-V2 potential
also do not reproduce the 96Zr(α, n) cross section data
for Eα &13 MeV; however, this potential has been op-
timized for sub-Coulomb barrier energies and therefore
such a discrepancy is not unexpected [44].

Inspired by Refs. [45, 46], we performed exploratory
calculations expanding our α-optical potential parame-
ter phase space to include a linear energy dependence for
V and W . This addition did not resolve the tension in rv
versus av and thus we do not discuss these exploratory
calculations further. We did not investigate higher-order
energy-dependencies (e.g. as in Ref. [47]), nor indepen-
dent variations of rw and aw, as we desired to maintain a
relatively simple functional form, given the limited data



9

0 10 20 30 40 50 60 70 80 90

 [deg]c.m.θ

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1
 (

R
at

io
 to

 R
ut

he
rf

or
d)

Ω
/dσ

 d

Lund et al. (1995)
Lahanas et al. (1986)
ATOMKI-V2
ATOMKI-V2 X 0.65

) differential cross-sectionα,αZr(96TALYS best fit to the 
,n) cross-sectionαZr(96TALYS best fit to the  
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within all 95% confidence interval contours of Figure 4. The lavender band corresponds to results from calculations whose
parameters fall within all 95% confidence interval contours of Figure 5. The red line was calculated using the ATOMKI-V2
potential.

set involved in the model-experiment comparisons.

Instead, we focus on calculation results that best repro-
duced the 96Zr(α, n) cross section. These are the Talys
calculations for which all parameters are located within
all of the 95% confidence interval contours of Figure 4a or
4b. The former are represented by the green bands of Fig-
ures 6–10, while the latter are represented by the black
bands within those figures. We also compare our results
to the Hauser-Feshbach calculations performed using the
ATOMKI-V2 α-optical potential [44], with the empirical
scaling (×0.65) adopted by Ref. [11].

A more detailed comparison between our experimental
results, Hauser-Feshbach calculation results, and prior
results from the literature is enabled by considering the
the S-factor S(E). This removes the trivial energy de-
pendencies of the cross section due to geometry (from
the de Broglie wavelength) and the Coulomb barrier.
S(E) = σ(E)E exp (2πη), where E is the center-of-mass
energy and η is the Sommerfeld parameter. The latter

is η = αfsZ1Z2

√
µc2

2E , where αfs is the fine-structure con-

stant and µ = (m1m2)/(m1 +m2) is the reduced mass of
the reactants with masses mi and nuclear charges Zi.

Figure 8 shows S(E) corresponding to the cross section
data of Figure 6. In general, uncertainty bands encom-
pass the experimental data for 96Zr(α, n). When exclud-
ing the data of Ref. [11], our calculations result in a larger
S(E) at the lowest energies. When the data of Ref. [11]
are included, our calculated S(E) adequately describe
these data, demonstrating that the simple potential of
Ref. [32] is adequate to describe these cross section data.

One possible origin of the discrepancy between our
data and the results of Ref. [11] is the different ap-
proaches our works take to account for γ-summing in
the activation measurements. We employ the correc-
tion method of Ref. [20] that is briefly described in Sec-
tion II. Instead, Ref. [11] performed relative measure-
ments of activated samples in near and far geometries in
order to empirically calibrate the summing correction for
their near-geometry measurements that were performed
for their lowest activation energies. We stress that both
γ-summing correction techniques are relatively standard
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and there is no strong reason to favor one over the other.
Another difference between the measurements is the use
of an aluminum backing for the very thin targets of
Ref. [11], as opposed to the free-standing targets used
here. In principle, long-lived species created by reactions
of the α beam on contaminants in the backing could com-
plicate the γ-background subtraction. Given the impor-
tance of the low-energy region for nuclear astrophysics,
described in the following subsection, the discrepancy
presented here is a strong motivation for independent
follow-up measurements for Eα ≤ 8 MeV.

B. Implications for astrophysics

As described in Section I, the 96Zr(α, n) reaction
rate at temperatures of ≈2–5 GK plays an impor-
tant role in neutron-rich ν-driven wind nucleosynthe-
sis in CCSN. The corresponding energy region of in-
terest for S(E) is determined by considering the in-
tegrand of the astrophysical reaction rate, 〈σv〉 ∝∫∞
0
S(E) exp (−E/(kBT )− 2πη) dE, where kB is the

Boltzmann constant and T is the astrophysical environ-
ment temperature. We refer to the energy-region con-
tributing between 10–90% of the area of the integrand as
the astrophysical window. Figure 8 shows the astrophysi-
cal window for temperatures of interest for this work. It is
apparent that the astrophysical reaction rate depends on
S(E) in the energy region that is primarily constrained
by our experimental results and those of Ref. [11]. The
rate below 6 GK, shown in Figure 9, is particularly sen-
sitive to the discrepancy between our work and Ref. [11].

The astrophysical reaction rates calculated with Talys
from our best-fits, along with the reaction rate uncer-
tainty bands that encompass results within the 95% con-
fidence interval contours of Figure 4, are reported in Ta-
ble V.

When we include the experimental data of Ref. [11] in
our evaluation, our reaction rate is nearly in agreement
with the results from that work (reaching ≈ ×2 disagree-
ment at 2 GK), with an uncertainty between ≈ 30−200%
in the temperature range of interest. If we exclude the
experimental data of Ref. [11] in our reaction rate evalu-
ation, we find that the 96Zr(α, n) reaction rate could be
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TABLE IV. Evaluated cross-section for 96Zr(α,n)99Mo in
units of mb and α laboratory energy in MeV. The best-fit
and upper(lower) cross-section are reported for the evaluated
results that include (σ A) or exclude (σ B) Ref. [11], along
with uncertainties (unc.).

Eα σ A unc. A σ B unc. B
6.94×10+00 2.78×10−03 4.46×10−04 5.94×10−03 3.82×10−03

6.95×10+00 2.89×10−03 4.63×10−04 6.15×10−03 3.95×10−03

7.48×10+00 1.69×10−02 2.60×10−03 3.20×10−02 1.92×10−02

7.49×10+00 1.75×10−02 2.68×10−03 3.30×10−02 1.97×10−02

7.84×10+00 5.01×10−02 7.52×10−03 9.96×10−02 5.32×10−02

7.98×10+00 7.33×10−02 1.10×10−02 1.26×10−01 7.26×10−02

8.48×10+00 2.69×10−01 3.98×10−02 4.30×10−01 2.39×10−01

8.85×10+00 6.46×10−01 9.40×10−02 9.87×10−01 5.32×10−01

8.98×10+00 8.61×10−01 1.24×10−01 1.30×10+00 6.93×10−01

9.49×10+00 2.48×10+00 3.49×10−01 3.56×10+00 1.84×10+00

9.77×10+00 4.26×10+00 5.85×10−01 5.94×10+00 3.02×10+00

9.86×10+00 5.04×10+00 6.87×10−01 6.98×10+00 3.53×10+00

9.98×10+00 6.16×10+00 8.31×10−01 8.44×10+00 4.23×10+00

9.99×10+00 6.27×10+00 8.45×10−01 8.59×10+00 4.30×10+00

1.04×10+01 1.20×10+01 1.55×10+00 1.60×10+01 7.72×10+00

1.09×10+01 2.50×10+01 3.01×10+00 3.21×10+01 1.46×10+01

1.10×10+01 2.93×10+01 3.46×10+00 3.74×10+01 1.67×10+01

1.14×10+01 4.86×10+01 5.28×10+00 6.05×10+01 2.50×10+01

1.16×10+01 5.85×10+01 6.11×10+00 7.20×10+01 2.88×10+01

1.19×10+01 7.85×10+01 7.55×10+00 9.49×10+01 3.53×10+01

1.20×10+01 8.47×10+01 7.94×10+00 1.02×10+02 3.71×10+01

1.26×10+01 1.20×10+02 9.64×10+00 1.41×10+02 4.50×10+01

1.28×10+01 1.30×10+02 9.90×10+00 1.51×10+02 4.65×10+01

1.29×10+01 1.34×10+02 9.98×10+00 1.56×10+02 4.69×10+01

1.30×10+01 1.39×10+02 1.00×10+01 1.61×10+02 4.74×10+01

1.41×10+01 1.59×10+02 9.06×10+00 1.80×10+02 4.49×10+01

1.44×10+01 1.57×10+02 8.27×10+00 1.76×10+02 4.18×10+01

1.46×10+01 1.53×10+02 7.88×10+00 1.71×10+02 3.97×10+01

1.49×10+01 1.46×10+02 7.25×10+00 1.62×10+02 3.59×10+01

1.53×10+01 1.38×10+02 6.74×10+00 1.53×10+02 3.27×10+01

1.63×10+01 1.08×10+02 4.99×10+00 1.19×10+02 2.29×10+01

1.64×10+01 1.06×10+02 4.86×10+00 1.16×10+02 2.23×10+01

1.64×10+01 1.05×10+02 4.83×10+00 1.16×10+02 2.22×10+01

1.74×10+01 8.32×10+01 3.44×10+00 9.08×10+01 1.62×10+01

1.75×10+01 8.06×10+01 3.28×10+00 8.79×10+01 1.57×10+01

1.81×10+01 7.11×10+01 2.61×10+00 7.74×10+01 1.34×10+01

1.85×10+01 6.46×10+01 2.18×10+00 7.01×10+01 1.19×10+01

1.91×10+01 5.78×10+01 1.72×10+00 6.26×10+01 1.03×10+01

1.95×10+01 5.28×10+01 1.41×10+00 5.70×10+01 8.95×10+00

1.97×10+01 5.08×10+01 1.27×10+00 5.47×10+01 8.36×10+00

2.00×10+01 4.65×10+01 1.12×10+00 4.98×10+01 6.98×10+00

2.03×10+01 4.43×10+01 1.06×10+00 4.73×10+01 6.43×10+00

2.05×10+01 4.34×10+01 1.04×10+00 4.63×10+01 6.19×10+00

2.12×10+01 3.98×10+01 9.60×10−01 4.22×10+01 5.37×10+00

2.15×10+01 3.83×10+01 9.30×10−01 4.06×10+01 5.08×10+00

2.22×10+01 3.62×10+01 8.88×10−01 3.84×10+01 4.89×10+00

2.24×10+01 3.66×10+01 9.09×10−01 3.89×10+01 5.23×10+00

2.26×10+01 3.65×10+01 9.06×10−01 3.88×10+01 5.32×10+00

2.27×10+01 3.66×10+01 9.08×10−01 3.89×10+01 5.42×10+00

2.33×10+01 3.57×10+01 8.78×10−01 3.80×10+01 5.55×10+00

2.38×10+01 3.47×10+01 8.63×10−01 3.70×10+01 5.40×10+00

2.42×10+01 3.41×10+01 8.30×10−01 3.63×10+01 5.40×10+00

2.51×10+01 3.26×10+01 7.88×10−01 3.47×10+01 5.14×10+00

2.69×10+01 2.91×10+01 6.90×10−01 3.09×10+01 4.47×10+00

2.76×10+01 2.82×10+01 6.60×10−01 2.99×10+01 4.31×10+00

3.09×10+01 2.19×10+01 4.51×10−01 2.33×10+01 3.57×10+00

3.45×10+01 1.67×10+01 3.27×10−01 1.80×10+01 3.29×10+00

TABLE V. Astrophysical reaction rates NA〈σv〉 for
96Zr(α,n)99Mo in units of cm3 s−1 mole−1 and temperature
in GK (T9). The best-fit and upper(lower) rates are reported
for the evaluated results that include (rate A) or exclude (rate
B) Ref. [11], along with uncertainties (unc.).

T9 Rate A unc. A Rate B unc. B
0.8 1.46×10−31 3.96×10−32 8.55×10−31 7.50×10−31

0.9 6.06×10−28 1.65×10−28 3.53×10−27 3.09×10−27

1.0 4.74×10−25 1.29×10−25 2.75×10−24 2.41×10−24

1.1 5.78×10−17 1.58×10−17 3.13×10−16 2.72×10−16

1.2 1.16×10−16 3.15×10−17 6.27×10−16 5.43×10−16

1.3 1.73×10−16 4.73×10−17 9.40×10−16 8.15×10−16

1.4 2.31×10−16 6.30×10−17 1.25×10−15 1.09×10−15

1.5 2.89×10−16 7.88×10−17 1.57×10−15 1.36×10−15

1.6 2.09×10−12 5.58×10−13 9.72×10−12 8.19×10−12

1.7 4.18×10−12 1.12×10−12 1.94×10−11 1.64×10−11

1.8 6.28×10−12 1.67×10−12 2.92×10−11 2.46×10−11

1.9 8.37×10−12 2.23×10−12 3.89×10−11 3.27×10−11

2.0 1.05×10−11 2.79×10−12 4.86×10−11 4.09×10−11

2.1 1.69×10−09 4.33×10−10 6.24×10−09 4.99×10−09

2.2 3.37×10−09 8.63×10−10 1.24×10−08 9.94×10−09

2.3 5.04×10−09 1.29×10−09 1.86×10−08 1.49×10−08

2.4 6.72×10−09 1.72×10−09 2.48×10−08 1.98×10−08

2.5 8.40×10−09 2.15×10−09 3.10×10−08 2.48×10−08

2.6 2.13×10−07 5.22×10−08 6.08×10−07 4.57×10−07

2.7 4.17×10−07 1.02×10−07 1.18×10−06 8.89×10−07

2.8 6.22×10−07 1.52×10−07 1.76×10−06 1.32×10−06

2.9 8.26×10−07 2.02×10−07 2.34×10−06 1.75×10−06

3.0 1.03×10−06 2.52×10−07 2.92×10−06 2.19×10−06

3.1 9.29×10−06 2.18×10−06 2.09×10−05 1.47×10−05

3.2 1.75×10−05 4.10×10−06 3.89×10−05 2.71×10−05

3.3 2.58×10−05 6.02×10−06 5.69×10−05 3.96×10−05

3.4 3.41×10−05 7.95×10−06 7.49×10−05 5.21×10−05

3.5 4.23×10−05 9.87×10−06 9.29×10−05 6.46×10−05

3.6 2.02×10−04 4.55×10−05 3.74×10−04 2.43×10−04

3.7 3.62×10−04 8.11×10−05 6.56×10−04 4.22×10−04

3.8 5.22×10−04 1.17×10−04 9.37×10−04 6.01×10−04

3.9 6.82×10−04 1.52×10−04 1.22×10−03 7.80×10−04

4.0 8.42×10−04 1.88×10−04 1.50×10−03 9.59×10−04

4.1 8.29×10−03 1.73×10−03 1.23×10−02 7.08×10−03

4.2 1.57×10−02 3.26×10−03 2.30×10−02 1.32×10−02

4.3 2.32×10−02 4.80×10−03 3.38×10−02 1.93×10−02

4.4 3.06×10−02 6.34×10−03 4.46×10−02 2.54×10−02

4.5 3.81×10−02 7.88×10−03 5.53×10−02 3.16×10−02

4.6 4.55×10−02 9.41×10−03 6.61×10−02 3.77×10−02

4.7 5.30×10−02 1.10×10−02 7.69×10−02 4.38×10−02

4.8 6.04×10−02 1.25×10−02 8.76×10−02 4.99×10−02

4.9 6.79×10−02 1.40×10−02 9.84×10−02 5.60×10−02

5.0 7.53×10−02 1.56×10−02 1.09×10−01 6.21×10−02

6.0 1.50×10+00 2.94×10−01 2.05×10+00 1.11×10+00

7.0 9.85×10+00 1.89×10+00 1.32×10+01 6.88×10+00

8.0 3.33×10+01 6.31×10+00 4.39×10+01 2.22×10+01

9.0 7.73×10+01 1.46×10+01 1.00×10+02 4.90×10+01

10.0 1.43×10+02 2.67×10+01 1.83×10+02 8.51×10+01

up to 10× larger than the rate reported in Ref. [11] and
up to 20× higher than adopted in ReacLib [49] within
the temperature range of interest. Based on the reac-
tion rate sensitivity study results of Ref. [1] (see their
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FIG. 9. Ratio of the 96Zr(α, n) astrophysical reaction rates
calculated in this work and reported in Ref. [11] to the rate of
Ref. [48], which is recommended in the ReacLib database [49].

Figure 3), this could result in a roughly 0.4 dex increase
in the predicted abundance of silver isotopes [50]. This
is to be compared to an achievable observational uncer-
tainty of around 0.2 dex for silver abundances in metal
poor stars [e.g. 51], where the majority of silver in these
objects is thought to come from weak r-process nucle-
osynthesis [52].

C. Implications for medical physics

The two primary concerns in accelerator-based medical
isotope production are the yield of the species of interest
and the yield of radioactive contaminants, where the lat-
ter can contribute unnecessary dose to radiation workers
and patients. Contaminants of the same element as the
isotope of interest are of particular concern, as these are
not removed by chemical separation methods [53]. The
yield of a specific isotope from a nuclear reaction is cal-

culated by Y =
∫ Eentr

Eexit
(σ(E)/S(E))dE, where S(E) is the

stopping power of the beam in the target and Eentr and
Eexit are the energies at which the beam enters and exits
the target, with Eexit = 0 for stopping targets.

To assess the impact of our results, we performed acti-
vation calculations for helium ions impinging on a natural
zirconium target, adopting the Hauser-Feshbach calcula-
tion results of Figure 6 for the 96Zr(α, n) cross section
and results from Talys calculations performed with de-
fault settings otherwise. For S(E), we use the calcula-
tions of SRIM 2013 [22], which are in agreement with
the only published stopping powers of helium in zirco-
nium [24, 54] and have been found to reproduce mea-
sured stopping powers in elemental solids at these en-
ergies within 4% [23]. Figure 10 shows the results of
these calculations, where we have adopted the somewhat

10 15 20 25 30 35
Energy [MeV]

2−10

1−10

1

10

210

310

410

510

A
c
ti
v
it
y
 [

B
q

]

Mo, TALYS not including G.G. Kiss et al.99

Mo, TALYS including G.G. Kiss et al.99

Mo, ATOMKI-V2  99

Mo, ATOMKI-V2 X 0.65  99

Mo, TALYS 93m

Nb, TALYS 94m

Nb, TALYS97

Nb, TALYS97m

FIG. 10. Activity produced after 3 hr of irradiation of a
1 mg/cm2 natural zirconium target with 1 µA of α-particles.
The 99Mo activity is calculated using the Hauser-Feshbach
calculation results of Figure 6. The activity for all other
species relies on cross sections calculated with the Talys de-
fault parameters.

arbitrary conditions of a 1 µA α-beam impinging on a
1 mg/cm2 natural zirconium target for 3 hr of irradia-
tion. We only report results for Eα ≤ 20 MeV for species
produced with an activity greater than 100 Bq within
this energy window.

Aside from 99Mo, the significant contaminants that
are also produced for these irradiation conditions include
93mMo (t1/2 = 6.9 hr [55]), 94mNb (t1/2 = 6.3 m [56]),
97Nb (t1/2 = 1.2 hr [57]), and 97mNb (t1/2 = 59 s [57]).

Though the 96Zr(α, n) cross section has a maximum
around Eα = 15 MeV, the activity contribution from
contaminants is dominant above Eα = 14 MeV. These
conclusions are essentially not changed for the various
96Zr(α, n) cross sections included in Figure 10. The op-
timum α-beam energy for 99Mo production is therefore
somewhere below 14 MeV for a natural zirconium target,
depending on contaminant tolerances. For instance, the
99Mo/contaminant activity ratio first reaches ×2 around
12.7 MeV and ×10 around 10.5 MeV. For any Eα, the
yield of 99Mo is somewhat higher when adopting our re-
sults, in particular the calculations satisfying the 95%
confidence interval contours of Figure 4b, as opposed to
the Hauser-Feshbach results of Ref. [11].

We note that Ref. [10] recommends Eα = 19.5 MeV
for 99Mo production via 96Zr(α, n), but they assume the
use of a highly-enriched 96Zr target. For these condi-
tions and a 44.1 mg/cm2 target, they find a 99Mo yield
of 1.5 MBq/µA for 1 hr of irradiation. For our eval-
uated cross sections and the same conditions, we find
0.96±0.052 MBq/µA and 1.07±0.25 MBq/µA when in-
cluding or excluding the results of Ref. [11] in our cross
section evaluation, respectively. The difference is due
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to our evaluated cross section falling slightly under the
world data for Eα ≈ 15− 20 MeV.

V. CONCLUSIONS

We performed measurements of the 96Zr(α, n) cross
section via the activation technique at the Edwards Ac-
celerator Laboratory and performed large-scale Hauser-
Feshbach calculations to evaluate the world data for this
reaction. Our activation measurements are largely in
agreement with previous high-precision results [11], but
we find a higher cross section, especially for our lowest-
energy measurement point. Our large-scale Hauser-
Feshbach calculations, which employ a simple α-optical
potential of the style in Ref. [32], are not able to si-
multaneously consistently describe the world data for
the 96Zr(α, n) cross section and the 96Zr(α, α) differen-
tial cross section, similar to the ATOMKI-V2 potential.
However, we find that the simple α-optical potential is
adequate to describe the 96Zr(α, n) cross section data.
This indicates that phenomenological optical potentials
assuming a Woods-Saxon form may yet be adequate to
describe (α, n) reactions at low energies in this mass re-
gion, albeit with regionally-adjusted model parameters,
contrary to the suggestions of Ref. [11, 42]. Further in-
vestigations will be needed in this region of the nuclear
landscape to identify the best adjusted parameterization.
Special attention should be paid to the tail of the α-
optical potential, as this is what determines the (α, n)
cross section at low energies.

We present newly evaluated 96Zr(α, n) cross sections,
along with corresponding astrophysical reaction rates at
temperatures relevant for ν-driven wind nucleosynthesis
in CCSN. The larger low-energy cross section found in
this work relative to Ref. [11] allows for a correspond-
ingly larger astrophysical reaction rate. This would likely
enhance the production of silver in neutron-rich ν-driven
winds. Given this discrepancy, we encourage additional

high-precision measurements of the 96Zr(α, n) cross sec-
tion at Eα ≤ 8 MeV.

We also present results from calculations of 99Mo pro-
duction for hypothetical medical isotope production sce-
narios. We find that the optimum irradiation energy is
Eα < 14 MeV for a natural zirconium target, where the
optimum energy depends on tolerances for co-producing
radioactive contaminants. For an isotopically enriched
96Zr target, the 99Mo activity resulting from a hypothet-
ical irradiation scenario is around 30% smaller than re-
cent results from Ref. [10]. However, our evaluated cross
section results generally lay below the world data for
Eα ≈ 15−20 MeV, where the majority of the yield comes
from in this hypothetical scenario, given the challenges
of reproducing this energy range with Hauser-Feshbach
calculations. It is possible that measurements of ρ for
99Mo would improve the Hauser-Feshbach description of
this energy region, though a more sophisticated α-optical
potential may be required.
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