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(Dated: January 26, 2022)

The STAR collaboration presents jet substructure measurements related to both the momentum
fraction and the opening angle within jets in p + p and Au+Au collisions at

√
sNN = 200 GeV.

The substructure observables include SoftDrop groomed momentum fraction (zg), groomed jet ra-
dius (Rg), and subjet momentum fraction (zSJ) and opening angle (θSJ). The latter observable is
introduced for the first time. Fully corrected subjet measurements are presented for p+ p collisions
and are compared to leading order Monte Carlo models. The subjet θSJ distributions reflect the
jets leading opening angle and are utilized as a proxy for the resolution scale of the medium in
Au+Au collisions. We compare data from Au+Au collisions to those from p+ p which are embed-
ded in minimum-bias Au+Au events in order to include the effects of detector smearing and the
heavy-ion collision underlying event. The subjet observables are shown to be more robust to the
background than zg and Rg.

We observe no significant modifications of the subjet observables within the two highest-energy,
back-to-back jets, resulting in a distribution of opening angles and the splittings that are vacuum-
like. We also report measurements of the differential di-jet momentum imbalance (AJ) for jets
of varying θSJ. We find no qualitative differences in energy loss signatures for varying angular
scales in the range 0.1 < θSJ< 0.3, leading to the possible interpretation that energy loss in this
population of high momentum di-jet pairs, is due to soft medium-induced gluon radiation from a
single color-charge as it traverses the medium.

I. INTRODUCTION

Since the start of heavy-ion collisions at RHIC, all the experiments have aimed at elucidating the properties of
the hot and dense emergent state of matter called the quark-gluon plasma (QGP) [1–4]. Measurements in heavy-ion
collisions aim at studying various aspects of the QGP connected to its initial state, bulk evolution, and interactions
with hard-scattered partons (quarks and gluons). Jets [5], which are clusters of final-state particles resulting from
the Quantum Chromodynamics (QCD) evolution, i.e., fragmentation of hard-scattered partons, are a well established
probe of the QGP. The progenitor partons are produced almost immediately with large enough Q2, the 4-momentum
transfer squared of the hard process, such that its formation time is less than that of the QGP. For each hard-
scattered parton, the resulting parton shower traverses the QGP, probing its entire lifetime, and are measured as
collections of collimated final state particles (jets) in the detectors. Therefore any modifications to the jet energy and
structure in Au+Au relative to those in p + p or p+Au collisions [6, 7] are interpreted as effects arising due to the
transport properties of the QGP1 and are often referred to as jet quenching [10–13]. First generation measurements at
RHIC, which studied the phenomenon of jet quenching utilized high momentum hadrons as proxies for jets and found
a marked suppression of high transverse momentum (pT) hadron yield [14, 15]. In addition, in high multiplicity or
central Au+Au collisions the measured yields of associated hadrons in the back-to-back azimuthal region, with respect
to a high-pT trigger particle, were suppressed when compared to those in p+ p or d+Au collisions [6, 7]. Comparison
of the high pT hadron yield in Au+Au collisions to the yield in binary-scaled p + p collisions, provided evidence
of suppression and energy loss of color-charged partons in the QGP due to increased medium-induced radiation and
scattering within the medium along the parton shower.

The next generation measurements utilized reconstructed jets (i.e., groups of particles clustered via algorithms)
that provided a better proxy for the initial hard-scattered parton’s kinematics [5, 16–21], and which facilitated direct
comparisons to calculations and models that implemented partonic energy loss in the medium [22–25]. Jet nuclear
modification factors and coincidence measurements at RHIC [26–32] and the LHC [33–47] also showed suppression
of the jet yield, implying jet energy loss. Since jets are collective objects, the third generation of measurements
studied modifications to the jet structure via the jet fragmentation functions [9, 26, 39, 48–53], jet shapes [54–58],
jet mass [59–61], and also to their substructure via modified splittings [62–64]. From di-hadron, jet-hadron and jet
structure measurements, we observed that quenched jets have significantly enhanced (suppressed) yields of low (high)
momentum constituents. The enhanced soft-constituents were found farther away from the jet axis, i.e., the periphery
of the jets. This has been recently understood as an important signature of the medium response [65–69].

The modifications to the jet structure indicate the essential need for studying jet quenching with a more differential
approach. Since jet evolution in vacuum is characterized by a momentum fraction and opening angle as given by the
DGLAP equations [70–72], one might expect jet quenching mechanisms to depend on the jet shower topology [73–75].

1 While cold nuclear matter effects on jet production have been recently quantified in theoretical frameworks [8], their effects on jet
fragmentation are still considered to be negligible [9].
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Inclusive jet quenching measurements essentially integrate over all jet shower topologies. On the other hand, differen-
tial measurements of energy loss for jets, when tagged based on their shower topology via a substructure observable,
can potentially isolate the varying mechanisms of jet quenching, which in turn leads to further stringent constraints on
QGP transport parameters. In addition to energy loss being related to path length through the medium [12, 13, 76–
79], jet-medium interactions could also depend on the coherence length of the medium [80, 81]. Recent theoretical
studies have shown that, depending on medium coherence length [82–84], jets with similar kinematics but with a
two-prong vs. one-prong structure (where a prong is a jet-like object within a jet) lose significantly different amounts
of energy [73, 81, 85–90]. This dependence is a direct consequence of the transverse separation distance between the
two prongs, at the time of formation, being greater or less than the resolution/coherence length of the medium [73, 81].
Since the latter cannot be directly measured, the subjet angular separation is chosen as its proxy.2 This resolving
power is a direct application of the jet opening angle being greater or smaller than the coherence length.

We calculate the di-jet asymmetry for trigger and recoil jets (see Fig. 1), defined as

AJ ≡
ptriggerT,jet − precoilT,jet

ptriggerT,jet + precoilT,jet

, (1)

as a quantitative measure of jet quenching effects for jets of varying angular scales. For di-jet selections in Au+Au col-
lisions at RHIC, the highest pT jet is biased to originate preferentially from production vertices in the periphery of the
overlap region of the colliding ions [91], often referred to as a surface bias. Since the quenched energy of these recoil
jets is found to be contained in soft particles (with 0.2 < pT < 2 GeV/c) that are distributed around the jet axis [26],
the dependence of quenching on the angular scales can be studied by comparing the same measurement for narrow-
vs. wide-angle jets. If the jet opening angle, as defined by a substructure observable, is smaller than the medium
coherence length, the two prongs (hereafter referred to as subjets) are unresolved by the medium and will be quenched
as an effective single color-charge [81]. On the other hand, if the jet opening angle is larger than the coherence length,
the two prong remain resolved within the medium and as a result, two color charges undergo independent interactions
with the medium, resulting in larger energy loss of their parent parton. These differential types of measurements
constitute a first attempt at tagging jet populations impacted by varying energy loss mechanisms such as medium
induced radiation, as in the coherent/de-coherent picture, or medium induced splittings that result in modifications
to the jet substructure.

The paper is organized as follows. Sect. II introduces the STAR detector and the datasets used in this analysis
along with the jet reconstruction parameters. The measurements of SoftDrop observables are presented in Sect. III
including a study of the sensitivity of these observables to the underlying event in heavy-ion collisions. In Sect. IV
measurements of fully corrected two-subjet observables in p + p collisions are introduced and compared to leading
order Monte Carlo (MC) simulations. Their observability in the heavy-ion collision environment is also discussed.
The measurements of the subjet observables in Au+Au collisions are presented in Sect. V along with differential
measurements of the di-jet asymmetry for recoil jets with varying opening angle. A summary and discussion of the
implications of these findings and an outlook to the future regarding such differential measurements are given in
Sect. VI.

II. ANALYSIS DETAILS

A. STAR Detector

STAR is a large, multipurpose detector at RHIC [92]. It consists of a solenoidal magnet and multiple detectors
used for triggering, tracking, particle identification and calorimetry. This analysis uses charged tracks from the Time
Projection Chamber (TPC) [93] and neutral energy recorded by the Barrel Electromagnetic Calorimeter (BEMC) [94].
Charged tracks assigned to the primary vertex are required to have a global distance of closest approach (DCA) to
the primary vertex of less than 1 cm, greater or equal to 20 fit points in the TPC, and at least 52% of the maximum
number of fit points possible to eliminate split tracks. The BEMC consists of 4800 individual towers, with a tower size
of 0.05× 0.05 in η × φ. Any event with a pT > 30 GeV/c charged-particle track is discarded due to poor momentum

2 Subjet separation distance at formation is approximately c τf θ, where τf is the formation time and θ is the measured two-prong opening
angle.
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resolution, and to be consistent, events with BEMC tower ET > 30 GeV are also rejected. To avoid the double-
counting of charged-particle track energy and the energy deposition in the corresponding matched BEMC tower, the
full track energy (assuming pion mass) is subtracted from the tower energy. This procedure is referred to as a 100%
hadronic correction. This approach has been used in past STAR publications [28, 95, 96] with the desirable effect
of providing good jet energy resolution. Any towers with ET < 0 GeV after hadronic correction are ignored in the
analysis.

B. Dataset and jet reconstruction

We analyze Au+Au collisions and the corresponding p+ p reference data at
√
sNN = 200 GeV recorded by STAR

in 2007 and 2006, respectively, with a high tower (HT) trigger requiring at least one online calorimeter tower with
ET > 5.4 GeV. The triggered data corresponds to an integrated luminosity of 11.3 pb−1 and 0.6 nb−1 for p+ p and
Au+Au collisions, respectively. We also utilize p+ p data at the same center of mass energy taken in 2012 3 for the
fully corrected measurements. Events from all datasets are required to have the primary vertex within 30 cm of the
center of the TPC detector along the beam direction. Centrality in Au+Au events estimates the overlap of the two
colliding nuclei and is determined by the raw charged-particle multiplicity in |η| < 0.5 within the TPC [28]. We report
results for the most central (0-20%) Au+Au collisions.

In HT triggered Au+Au collisions we utilize two separate jet collections, both clustered on tracks and towers
(denoted as Ch+Ne in the figures) with the anti-kT algorithm [19, 97] with the resolution parameter R = 0.4, called
HardCore and Matched di-jets. HardCore jets are clustered with constituents (tracks and towers) with 2 < pT (ET) <
30 GeV/c (GeV), and Matched jets utilize constituents with 0.2 < pT(ET) < 30 GeV/c (GeV) and are geometrically
matched to the HardCore jets [28] as shown in Fig. 1. Due to the high pT constituent threshold, the HardCore jets are
effectively free of combinatorial background. The background is subtracted from the Matched jets via the constituent
subtraction method [98], with parameters α = 2 and the maximum allowed distance between a particle and a ghost
is set to 1.0 in order to suppress the underlying event contribution to the jet. Di-jet pairs are selected with the
trigger HardCore jet (∆Rjet,HT =

√
(φjet − φHT)2 + (ηjet − ηHT)2 < 0.4) and recoil HardCore jet (∆φjet,HT > 2π/3),

both having minimum jet pT requirements (ptriggerT,jet > 16 GeV/c, precoilT,jet > 8 GeV/c). We also require that the trigger
HardCore jet has larger transverse momenta than the recoil HardCore jet which results in the di-jet asymmetry as
defined in Eq. 1 to be positive for HardCore di-jets. We do not impose any momentum thresholds on the Matched
di-jets and as a result the Matched AJ can be positive or negative.

Δϕ > 2π /3

High Tower (HT) trigger  
 GeVET > 5.4

Trigger jet

Anti-kT   

HardCore  GeV/c
Rjet = 0.4

pT, jet > 16

HardCore jet 

 GeV/cpT, constituent > 2

Matched jet

 GeV/cpT, constituent > 0.2

constituent = tracks & towers

+

Recoil jet 
Anti-kT 


HardCore  GeV/c
Rjet = 0.4

pT, jet > 8

FIG. 1: Description of the di-jet event selection noting the trig-
ger and recoil jets along with the HardCore and Matched jets
which include the hard and soft constituents in the black and
red colored arrows, respectively. The high tower trigger is shown
in the thick black shaded region in the trigger jet region. The
thrust axes for HardCore and Matched jets can be slightly dif-
ferent since they are associated via ∆R matching criterion.

To make meaningful comparisons to the Au+Au data, the p+p reference events are embedded into the 0-20% most-
central Au+Au data from the minimum-bias dataset 4 to capture the effect of the large fluctuations in background
energy density in high multiplicity Au+Au collisions. The embedded reference is denoted as p+p⊕ Au+Au henceforth.

3 This dataset and its corresponding simulations and detector corrections are identical in procedure to a previous STAR publication [96]
4 The STAR minimum-bias trigger requires an event to have signals in both forward scintillator Vertex Position Detectors (VPD), along

with a requirement of at least one neutron in each Zero Degree Calorimeter (ZDC). This biases towards a requirement of hadronic
interaction of both the Au-ions.
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The relative difference in detector performance is taken into account since the TPC experiences a degradation in
efficiency as the event multiplicity increases. Thus, charged-particle tracks in a p + p event are artificially removed
according to the tracking efficiency ratio between Au+Au and p+ p collisions, which is approximately 90% for most
track momenta and rapidity. This procedure consequently enables a direct comparison of the p+p data to Au+Au data
at the detector-level, including the effects of the fluctuating underlying event. A description of the detector effects
necessary to compare a model calculation with the measured data at the detector-level is provided in the Appendix.

Systematic uncertainties in the embedded p + p ⊕ Au+Au reference are indicated by the shaded region and are
estimated by the difference in detector performance for both the TPC and the BEMC between the two datasets as
was done in the previous publication [28]. The ratio of the TPC tracking efficiencies for Au+Au and p+ p collisions
is approximately 90 ± 7%. The effect of this systematic uncertainty is assessed by repeating the p + p embedding
procedure with the respective minimum (83±) and maximum (97±) relative efficiency. The uncertainty due to the
tower gain is assessed by repeating the measurement and varying the energy of all towers by ±2%. The resulting
uncertainty from the tower energy scale is negligible compared to that of the tracking efficiency. The final reported
uncertainties are the quadrature sum of the relative tracking efficiency uncertainty and the relative tower energy scale
uncertainty. There are no systematic uncertainties on the Au+Au data presented in this measurement since it is at
the detector-level and thus uncertainties are only presented for our embedded reference.

III. SOFTDROP JET SUBSTRUCTURE

The SoftDrop [99, 100] grooming algorithm removes soft, wide-angle radiation from a sequentially clustered jet.
This is achieved by recursively de-clustering the jet’s branching history and discarding prongs until the transverse
momenta pT,1, pT,2 of the current pair of prongs fulfill the SoftDrop conditions,

zg =
min(pT,1, pT,2)

pT,1 + pT,2
> zcut

(
Rg

Rjet

)β
,

Rg = ∆R1,2 =
√

∆η21,2 + ∆φ21,2,

(2)

where Rg is the opening angle between the two prongs and Rjet is the jet resolution parameter. The current analysis
sets β = 0, and we adopt the default choice zcut = 0.1 [101]. In p + p collisions, the SoftDrop grooming procedure
results in reducing the non-perturbative contributions to the jet which aids in translating the splitting in a jet tree to
a partonic splitting via the DGLAP splitting functions. The two SoftDrop observables, zg and Rg, were shown to be
sensitive to the momentum and angular scales in p+ p collisions in a recent STAR publication [96], wherein the data
were compared to both MC event generators and theoretical calculations. Measuring the zg in heavy-ion collisions
opens up the possibility of studying modifications to the splitting kernel, a characteristic aspect in some energy loss
models [80, 81], but it could also indicate changes due to quenching of the subjets after a vacuum-like fragmentation.
A diagrammatic representation of the SoftDrop algorithm on a recoil jet is shown in Fig. 2, which highlights the
de-clustered tree and the leading and subleading prongs which are utilized in the measurements of zg and Rg. It is
important to note that the first selected split could indeed be different for HardCore and Matched jets due to the
inclusion of the softer components of the jet.

Figure 3 shows the SoftDrop zg (top) and Rg (bottom) for trigger (left) and recoil (right) jets with pT > 16
GeV/c and pT > 8 GeV/c, respectively. The Au+Au data are represented by solid symbols compared to the p+ p ⊕
Au+Au results in open markers. HardCore (Matched) jets are shown in the red squares (black circles). For both
zg and Rg we find no significant difference in the shape of the distributions between Au+Au and p+ p ⊕ Au+Au as
a consequence of jet quenching. The apparent peak in the HardCore zg distribution (as seen in the red markers in
the top right panel) is due to a kinematic constraint arising from a jet constituent threshold of 2 GeV/c. We observe
significant differences in the Rg distribution between HardCore and Matched jets (both trigger and recoil) where the
latter peaks at values closer to 0.33. Given that HardCore jets are less affected by the combinatorial background, the
Matched jet Rg shows its sensitivity to the underlying event. The 0.33 peak of the Matched jet Rg is indicative of a
geometric selection of particles at the edge of an R = 0.4 jet that pass the grooming requirement and are contained
within the jet.

We further quantify the effect of the underlying event on SoftDrop observables by embedding p + p events into
minimum-bias Au+Au events. Jets are found in both p+ p and p+ p ⊕ Au+Au embedding data and these jets are
then matched geometrically. The SoftDrop observables in the two datasets are compared via a 2D correlation. The
left panels in Fig. 4 show this correlation where the x-axis represents the observable from the p+ p jet and the y-axis
the corresponding value for the embedded, constituent subtracted p+ p ⊕ Au+Au jet. In the right panels, individual
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FIG. 2: Visualization of the SoftDrop de-clustering step applied
on a recoil jet resulting in the selection of the leading and sub-
leading prongs.

projections of the zg (top right) and Rg (bottom right) are shown with the p + p data in filled black circles and the
p+ p ⊕ Au+Au data in filled red boxes.

While the 1-dimensional zg distributions in the two datasets are similar, we do not observe a significant diagonal
correlation between substructure observables. The effect of the underlying event is prominent in the Rg, where the
correlation shows a particular failure mode of the SoftDrop algorithm (with default parameters zcut = 0.1 and β = 0)
in which particles from the underlying event, that are not correlated with the jet by definition, make it through
the grooming procedure and end up being selected as the first, hardest split. One can indeed modify the grooming
procedure to reduce the non-diagonal component in the correlation by varying the grooming criterion [102]. Since
we aim to tag jets based on their inherent angular scales via an opening angle, the subsequent bias on the surviving
jet population due to a momentum fraction threshold essentially gets varied and convoluted for jets of varying jet
kinematics. Thus, we present a new class of observables that characterizes jet substructure via reclustered subjets.

IV. MOMENTUM AND ANGULAR SCALES VIA SUBJETS

The idea of utilizing subjets to probe jet substructure has been explored recently in theoretical studies where
subjets are considered as advantageous probes to quantify jet-medium interactions [86]. We introduce and measure
subjet observables for the first time where anti-kT R = 0.4 jet constituents are reclustered with the anti-kT clustering
algorithm with smaller RSJ and the two highest pT subjets are considered as shown in Fig. 5. The momentum fractions
and opening angle are defined as follows,

zSJ =
min(pT,SJ1, pT,SJ2)

pT,SJ1 + pT,SJ2
,

θSJ = ∆R(SJ1,SJ2),

(3)

where SJ1 and SJ2 are the leading and sub-leading subjets, respectively. The fully corrected subjet distributions,
zSJ (top) and θSJ (bottom) in p + p collisions are measured for inclusive anti-kT, R = 0.4 jets. Figure. 6 shows
zSJ and θSJ with a subjet radius of RSJ = 0.1 for various jet pT selections increasing from left to right. The data in
the red star markers (along with the total systematic uncertainty in the shaded red regions) were corrected via an
iterative Bayesian unfolding technique as implemented in the RooUnfold framework [103]. The correction procedures
and systematic uncertainties are identical to the procedure outlined in a recent STAR publication [96].

There are four major sources of uncertainties, described in order of importance as the source and its corresponding
variation in parentheses: tracking efficiency in p + p collisions (±4%), BEMC tower energy scale (±3.8%), hadronic
correction (50%− 100%), and the unfolding correction. The systematic uncertainties due to the unfolding procedure
include changing the iteration parameter (2− 6) and varying the shape of the prior distribution. The default prior in
the unfolding procedure is PYTHIA 6 [104] with the STAR tune [95, 96], where PYTHIA 8 [105] using the Monash
tune and HERWIG 7 [106, 107] using the EE4C tune serve as systematic variations. The data are compared to leading
order MC predictions such as PYTHIA 6 (blue), PYTHIA 8 (black) and HERWIG 7 (pink). The zSJ distributions
show small but significant differences for pT,jet > 25 GeV/c with the MC predictions, whereas the θSJ exhibit very
good agreement between data and predictions. We also find a characteristic change in the shape of the zSJ distribution
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FIG. 3: Distributions of softDrop zg (top) and Rg (bottom) for trigger (left) and recoil (right) jets for Au+Au data (filled
symbols) and the p + p ⊕ Au+Au reference (open symbols). The shaded regions represent systematic uncertainty in the
embedded reference. The red and black points represent HardCore and Matched jets, respectively.

as the jet pT increases. The mean value of the θSJ shifts to smaller values and one of the subjets effectively captures
the jet core. We also note that the θSJ distribution is quantitatively similar for the different MC, which have different
parton showers and hadronization models and accurately reproduce the distribution in data, which points to the
stability of the θSJ observable.

Before measuring these substructure observables in Au+Au collisions, we studied the impact of the underlying
event by embedding PYTHIA 8 p+p events into Au+Au minimum-bias events. For a given subjet radius (RSJ = 0.1)
we estimated an effective subjet pT threshold in order to reduce sensitivity to the fluctuating background. A subjet
pT threshold of pT > 2.97 GeV/c was calculated by taking the mean (µ) plus 3σ limit estimated from random cone
studies5. It is important to note that the subjet selection criteria is based on absolute pT as opposed to SoftDrop,
which employs a momentum fraction (zcut) threshold. Given that these jets undergo interactions with the medium
at a characteristic energy scale, a momentum fraction cut could impose a hitherto unknown, varying survivor bias
in the selected jet population based on the jet kinematics. By selecting jets based on a subjet pT,SJ > 2.97 GeV/c
cut, the selection scale is constant with respect to jet momenta and the bias in the surviving jet population can be

5 This procedure involves dropping circles of radius R = 0.1 inside the PYTHIA 8 jets embedded in minimum-bias Au+Au events with a
random center η − φ within the jet cone.
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FIG. 4: Left panels: Correlation studies due to the heavy-ion underlying event for SoftDrop zg (top) and Rg (bottom). Right
panels: The projections along x- and y-axis shown with only statistical errors.
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FIG. 5: Visualization of the subjet definition and the selection
of the leading and subleading subjets which are utilized in the
selection of narrow/wide jets. The thrust axes for HardCore and
Matched jets can be slightly different since they are associated
via ∆R matching criterion.

theoretically quantified.
The effects of the underlying event on the two subjet observables are also explored in a procedure identical to the

one described in the previous section. Figure 7 shows the correlation matrix on the left and the individual distributions
on the right for zSJ (top row) and θSJ (bottom row). In contrast to SoftDrop observables, we find that both subjet
observables, zSJ and θSJ, have a relatively strong diagonal correlation along with an overlap in the distributions
themselves as shown in the right panels of Fig. 7. The robustness of the two subjet observables facilitates a direct
comparison between Au+Au and p+p ⊕ Au+Au results where the effect of the underlying event is effectively negated.
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FIG. 6: Distributions of fully unfolded two-subjet observables zSJ in the top panels and θSJ in the bottom panels for inclusive
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PYTHIA 6 (blue) and Herwig 7 (magenta) for low-pT jets on the left to high-pT jets on the right. The shaded red regions
represent the systematic uncertainties in the data points.

Figure 8 shows the subjet zSJ (top) and θSJ (bottom) distributions for trigger jets (left panels) with pT > 16
GeV/c and recoil (right panels) jets with pT > 8 GeV/c. HardCore and Matched jets are shown in the red squares
and black circles, respectively, with RSJ = 0.1 subjets. For both the HardCore and Matched jet distributions in
each panel of Fig. 8, the differences between the Au+Au data and the p + p ⊕ Au+Au reference distribution are
negligible indicating, once again, no significant modification of the jet substructure due to jet quenching. Given
that the substructure results are similar, we may conclude that the recoil jets in the kinematic range studied in this
analysis, fragment in a vacuum-like environment. The θSJ for Matched jets, in stark contrast to the SoftDrop Rg,
peaks at small values which include a natural lower cutoff at the subjet radius. Di-jet pairs are selected based on the
recoil Matched jet θSJ, and we define narrow (wide) recoil jets as 0.1 (0.2) < θSJ < 0.2 (0.3). The narrow (wide) jets
have a θSJ finding purity of 98% (75%) determined from the correlation matrix shown in the bottom left panel of
Fig. 7.

V. DI-JET ASYMMETRY DEPENDENCE ON ANGULAR SCALE

The differential measurements of momentum asymmetry for HardCore and Matched di-jets (in |AJ|) are shown
in Fig. 9 and Fig. 10, respectively. The black, blue and red markers represent recoil jets with selections on their
corresponding Matched jet θSJ with the ranges [0.1, 0.4], [0.1, 0.2] and [0.2, 0.3] for inclusive, narrow and wide jets,
respectively. The selection on the θSJ reflects the available resolution due to the statistics in the data sample. We
observe a clear di-jet imbalance indicating jet quenching effects in Au+Au collisions for all HardCore jets including
the wide angle jets. The Matched jets on the other hand are momentum balanced at RHIC energies, as is evident
by the overlap between the Au+Au (filled) and p + p ⊕ Au+Au (open) markers. This is consistent with our earlier
measurements [28], and agrees with the observation that both wide and narrow angle matched jets are, respectively,
balanced with the reference with little change in their overall shapes. This indicates that the lost energy from the
HardCore di-jets is recovered in the softer particles (0.2 < pT < 2.0 GeV/c) distributed around the jet cone of R = 0.4.
While one might expect that for wider jets, the energy loss would spread to larger angles, we observe that within
the available experimental resolution of θSJ, there is no significant difference in the energy loss signature of jets with
0.1 < θSJ < 0.3.
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FIG. 7: Left panels: Correlation studies of the two subjet observables zSJ (top row) and θSJ (bottom row) similar to Figure 4.
Right panels: The projections along x- and y-axis shown with only statistical errors.

VI. CONCLUSIONS AND DISCUSSION

We present the first differential measurement of partonic energy loss in Au+Au collisions at
√
sNN = 200 GeV for

jets tagged via their opening angle. The energy loss is quantified with measurements of the momentum asymmetry
AJ of specially selected di-jet pairs. The differential nature of these measurements involves identifying and selecting
jets of a particular topology or substructure, i.e., those that have narrow vs. wide opening angles. Since we compare
Au+Au data to an embedded p+ p ⊕ Au+Au reference, we require the substructure observable to be sensitive to the
jet kinematics, while simultaneously being insensitive to the heavy-ion underlying event. For SoftDrop observables
with zcut = 0.1 and β = 0, we find that the groomed jet radius (Rg) is impacted by the fluctuating underlying event
and this results in a significant fraction of jets tagged with a fake splitting as shown in Fig. 4. This effect arises
from background particles which satisfy the grooming criteria, thus complicating the use of Rg, particularly for larger
opening angles.

While the fake split fraction might be reduced by limiting the analysis to high-pT jets or by varying the SoftDrop
grooming parameters, we instead introduced a new class of subjet observables, zSJ and θSJ. In the present analysis
the subjets are reclustered via the anti-kT algorithm with the jet’s constituents as input and with a smaller resolution
parameter RSJ = 0.1. We present the fully corrected subjet observables (θSJ and zSJ) for p+p collisions, both of which
display a gradual change in the jet shape from a broad to a narrow distribution as the jet momentum increases. This
evolution with jet momentum, as shown in Fig. 6, indicates a transition from large momentum sharing (zSJ peaked at
large values) between the two leading subjets to a gradually more asymmetric momentum sharing for higher pT jets.
More importantly for our study, these subjet observables meet the requirement of being both sensitive to the jet
kinematics and insensitive to the heavy-ion background via an absolute pT threshold on the subjets as shown in the
correlation studies in Fig. 7. This achievement contrasts with the SoftDrop method which uses a fractional momentum



12

0.1 0.2 0.3 0.4 0.5

SJz

0

1

2

3

4

5

6

7

8

9

10

S
J

/d
z

je
t

) 
dN

je
t

(1
/N

 = 200 GeVNNsAu+Au, p+p 

 = 0.4jet RTAnti-k

 < 1.0
jet

|+R
jet

η|
 = 0.1SJ RTAnti-k

Trigger jets
 

0.1 0.2 0.3 0.4 0.5

SJz

0

1

2

3

4

5

6

7

8

9

10

S
J

/d
z

je
t

) 
dN

je
t

(1
/N

0-20% 

 

Au+Au

 Au+Au⊕p+p 

HC Mat

STARRecoil jets
 

0.1 0.2 0.3 0.4

SJθ
0

1

2

3

4

5

6

7

8

9

10

S
J

θ
/d

je
t

) 
dN

je
t

(1
/N

 R(jet, HT) < 0.4∆
 > 16 [GeV/c]

T
Trigger HC jet p

Trigger jets
 

0.1 0.2 0.3 0.4

SJθ
0

1

2

3

4

5

6

7

8

9

10

S
J

θ
/d

je
t

) 
dN

je
t

(1
/N

/3π(jet, HT) > 2φ∆
 > 8 [GeV/c]

T
Recoil HC jet p

STARRecoil jets
 

FIG. 8: Distributions of subjet observables zSJ(top) and θSJ(bottom) for trigger (left panels) and recoil (right panels) jets. The
Au+Au plots are shown in the filled markers whereas the open markers represent p+ p ⊕ Au+Au which includes the shaded
regions representing systematic uncertainty. The red and black points represent HardCore and Matched jets respectively.

cut, thus has a jet pT dependent bias due to the combination of quenching and surface bias effects on jet selection
criteria at RHIC energies.

In comparing the substructure distributions for Au+Au data and the p+p ⊕ Au+Au reference for both trigger/recoil
HardCore/Matched jets, we observe no significant differences in all cases, indicating that the splittings identified in jets
via the subjet method are vacuum-like. Measurements of AJ for recoil jets of varying θSJ demonstrate no significant
differences in the momentum balance/imbalance of Matched/HardCore di-jet pairs for recoil jets with 0.1 < θSJ < 0.2
or 0.2 < θSJ < 0.3. These results support the conclusion that these particular selected di-jets do not undergo
significantly different jet-medium interactions under varying angular scales.

We can now develop a consistent picture of partonic energy loss for specially selected di-jets at RHIC energies based
on three significant features that we observe in our data. The first is that these recoil jets are expected to have smaller
path-lengths in the medium on average, owing to the restrictive di-jet requirements which favor tangential production
vertices, in comparison to an inclusive or semi-inclusive jet population. The second is the observation that the jet
substructure distributions are comparable for Au+Au and p + p ⊕ Au+Au indicating vacuum like splitting. Third,
the recovery of the quenched energy for recoil Matched jets is independent of the jet opening angle measured via the
θSJ. Thus, we infer that the recoil jet’s first hard splitting during jet evolution possibly happens at formation times
comparable to the shorter in-medium path length for tangential di-jets, resulting in vacuum like distributions. Given
that the HardCore recoil jets do undergo quenching, as shown by an imbalanced AJ, the medium interaction that
these jets undergo happens at earlier times when the hard-scattered parton is traversing the medium.
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FIG. 9: Distributions of HardCore di-jet Asymmetry (AJ) for events with leading and subleading cuts of 16 GeV/c and 8
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These three features, together with the surface bias of unmodified trigger jets, lead us to a qualitative interpretation
of the data that energy loss in these recoil jets is due to medium induced radiation from a single color charge. Because
of the relatively small-scale resolution of the subjet opening angle in this measurement (∆θSJ = 0.1), we were able
to observe di-jet balance/imbalance for both narrow and wide jets. From the similarity of the results for narrow
and wide jets we conclude that there is no observational evidence of the characteristic signature of coherent or de-
coherent energy loss as the range of sampled jet opening angles encompasses the medium coherence length scale.
The differential measurements presented here can now be utilized in stringent tests of various quenching models,
and also interpretations resulting from jet selection and fragmentation biases. These studies lead the community
towards a study of soft gluon radiation in the QGP, as in the QCD analog of the Landau-Pomeranchuk-Migdal
effect [78, 108–110], which has long been expected to be a significant factor in parton energy loss at RHIC.
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FIG. 10: Distributions of Matched di-jet Asymmetry (|AJ|) for events with leading and subleading cuts of 16 GeV/c and 8
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error bars represent statistical uncertainty on the data points.
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Appendix: Detector effects and comparisons

The Au+Au data in this publication are compared to an embedded reference at the detector-level which presents the
measurement without any correction for detector effects. We therefore provide the relevant performance parameters
for the STAR detector, mainly the TPC and the BEMC. This enables predictions of MC models or theoretical
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calculations to be directly applied to the detector-level data. For charged-particle tracks in the TPC, the tracking
efficiency is shown in Fig. 11 as a function of the track pT for particles at mid-rapidity (|η| < 1.0). The red and
black markers show the efficiencies for p+ p and Au+Au 0-20% events taken during 2006 and 2007, respectively. The
tracking efficiency is also assumed to be flat as a function of track momentum for 2.0 < pT < 30 GeV/c for both
datasets. The TPC also produces a momentum smearing which is modeled by

σ = −0.026 + 0.02 · ptrueT + 0.003 · (ptrueT )2, (A.1)

taken to be the same for both p+ p and Au+Au collisions.
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FIG. 11: TPC tracking efficiencies for the 2006 p + p and 2007 Au+Au datasets utilized in the embedding studies for tracks
within |η| < 1.0.

The BEMC has a spatial segmentation of 0.05×0.05 in (η, φ) with an energy resolution of σ(ET) = 14%/
√
ET [94].

The hadronic correction procedure described at the beginning of Sect. II ensures that the energy deposited by charged-
particles in the BEMC is not double-counted, such that σ(ET) estimates the error in the neutral energy of a jet.

In addition to the preceding detector effects, the impact of the heavy-ion underlying event on the jet momentum
and substructure observables should be taken into account for direct comparison with the data presented here.
These effects for the HardCore and Matched jet momenta are presented in the supplemental material of an earlier
publication [28]. The left panels of Fig. 4 and Fig. 7 of this reference show the effect of the heavy-ion underlying event
on the substructure observables.
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