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Experiments at the Relativistic Heavy Ion Collider (RHIC) have measured the net po-
larization of Λ and Λ̄ hyperons and attributed it to a coupling between their spin and the
vorticity of the fluid created in heavy ion collisions. Equipartition of energy is generally
assumed, but the dynamical mechanism which polarizes them has yet to be determined. We
consider two such mechanisms: vorticity fluctuations and helicity flip in scatterings between
strange quarks and light quarks and gluons. With reasonable parameters both mechanisms
lead to equilibration times orders of magnitude too large to be relevant to heavy ion colli-
sions. Our conclusion is that strange quark spin or helicity is unchanged from the time they
are created to the time they hadronize. A corollary is that vorticity fluctuations do not affect
the hyperon spin either.

I. INTRODUCTION

Experiments at the Relativistic Heavy Ion Collider (RHIC) and at the Large Hadron Collider
(LHC) have provided an abundance of data on the hot, dense matter created in heavy ion collisions
[1]. Among these data are the coefficients of a Fourier expansion in the azimuthal angle for a
variety of physical observables. The data provide strong evidence for collective expansion of the
hot, dense matter and provide information on transport coefficients such as the shear viscosity [2].
In addition, the polarization of Λ and Λ̄ hyperons was proposed as yet another observable that
provides information on collective flow, in particular vorticity [3, 4]. The vorticity arises in non-
central heavy ion collisions where the produced matter has considerable angular momentum. The
spins of the Λ and Λ̄ couple to the vorticity, resulting in a splitting in energy between particles with
spin parallel and antiparallel to the vorticity. The decay products of these hyperons are used to infer
their polarizations. Measurements of the polarizations have been made by the STAR collaboration
from the lowest to the highest beam energies at RHIC [5–7], noting that RHIC produces matter
with the highest vorticity ever observed.

The standard picture of Λ and Λ̄ polarization in non-central heavy ion collisions assumes
equipartition of energy [8, 9]. The spin-vorticity coupling is the same for baryons and antibaryons,
which is approximately what is observed. The relatively small difference was studied in Ref. [10]
and will not be addressed here. Similar to the difficult question of how the quarks and gluons
come to thermal equilibrium is the dynamical mechanism by which the hyperons become polar-
ized. Within the quark model the spin of the Λ is carried by the strange quark [11, 12]. One
possibility is that the s and s̄ quarks become polarized in the quark-gluon plasma phase and pass
that poalrization on to the Λ and Λ̄ during hadronization. We shall estimate the relaxation rates and
times for the strange quark spin to come to equilibrium with the vorticity in an idealized situation
of a rotating quark-gluon plasma.

Suppose that the strange quark spin is not in equilibrium. We consider two mechanisms by
which it would be brought back to equilibrium. The first mechanism recognizes that there will
be fluctuations in the direction and magnitude of the vorticity in heavy ion collisions. These
fluctuations will drive the spins back towards equilibium, just as fluctuations around a constant
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magnetic field drive electron spins towards equilibrium. The second mechanism considers the
scattering of massive strange quarks with massless up and down quarks and gluons in the plasma.
Since helicity is conserved in QCD interactions when the quark is massless, helicity flip can only
occur when the quark has a mass. At the scales of interest, the current quark masses of the up and
down quarks are in the range from 4 to 7 MeV and may be considered massless. If their helicities
are out of equilibrium they cannot be brought into equilibrium by scattering. They evolve without
change. The current quark mass of the strange quark is in the range of 100 to 120 MeV. Their
equilibration times will be nonzero due to scattering.

The outline of the paper is as follows. In Sec. II we review the use of tetrads for spin-
1/2 fermions in an accelerated system, in particular for a rotating system. In Sec. III we find
the eigenvalues and eigenvectors for spin-1/2 fermions in a model Hamiltonian where the orbital
angular momentum is small enough that it may be neglected. In Sec. IV we review fluctuations
at the level of second order response theory as linear response theory is insufficient. We apply
this to a massive Pauli particle in Sec. V, to a massless Dirac particle in Sec. VI, and to a
massive Dirac particle in Sec. VII. In the latter two sections we restrict our attention to the case
when the momentum is parallel or anti-parallel to the direction of vorticity, both for reasons of
simplicity and because we neglect orbitatal angular momentum in these sections. In Sec. VIII
we apply kinetic theory to the rate of helicity flip of strange quarks and anti-quarks using lowest
order QCD perturbation theory. In Sec. IX we present numerical results, and in Sec. X we give
our conclusions. Some useful commutation and anti-commutation relations are recalled in the
appendix. The appendix also contains many of the tedious mathematical details.

Readers mainly interested in the results and not the mathematical details may wish to read
Secs. IX and X first.

II. TETRADS AND SPIN

Consider a fluid element undergoing linear acceleration, expansion, and rotation. Although
we are mostly interested in rotation the tetrad formalism is able to handle all types. See Ref. [13]
for a clear review of the topic.1 The idea is to set up an inertial coordinate system at rest with
respect to a fluid element at every space-time point. Let xµ represent the space-time coordinates
of an observer at rest in the fluid element and ξa the coordinates of an inertial frame. Then

gµν(x)dxµdxν = ηabdξ
adξb . (1)

When there is no cause for confusion we use Greek indices for the x-coordinates, Latin indices
a, b, ... for the ξ-coordinates, and Latin indices i, j, ... for spatial indices. The Minkowski metric is
ηab = diag(1,−1,−1,−1). The tetrad is defined as

e a
µ (x) =

∂ξa

∂xµ
(2)

while the inverse tetrad is
eµa(x) = gµν(x)ηabe

b
ν (x) . (3)

Note that Greek indices are raised and lowered with gµν(x) and its inverse, while Latin indices are
raised and lowered by ηab and its inverse. The tetrads obey the orthogonality properties

e a
µ (x)eµb(x) = δab
eµa(x)e a

ν (x) = δµν . (4)
1 Equation (188) in this reference is consistent with the literature. The more compact expression given in Eq. (194d)

is wrong since it gives a different result for the Γµ derived below.
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In analogy to the affine connection Γλµν there is a spin connection ω a
µ b which is used to take

covariant derivatives of spinors. It satisfies the equation

ω a
µ b = e a

ν e
λ
bΓ

ν
µλ − eλb∂µe a

λ . (5)

The Dirac matrices γ̂µ(x) become space-time dependent. They are obtained from the usual Dirac
matrices γa by

γ̂µ(x) = eµa(x)γa . (6)

They satisfy
γ̂µγ̂ν + γ̂ν γ̂µ = 2gµν (7)

compared to
γaγb + γbγa = 2ηab . (8)

One finds that the gradient of a spinor is replaced by a covariant derivative.

∂µψ → Dµψ = (∂µ + Γµ − ieAµ)ψ (9)

Here an electromagnetic vector potential is included for reference. The symbol Γµ is also called
the spin connection, which is confusing in several ways. The Dirac equation is [14]

iγ̂µ(x)Dµψ −mψ = 0 . (10)

The spin connection is
Γµ = −1

2
ωµabS

ab (11)

where
Sab =

i

2
σab and σab =

i

2
[γa, γb] . (12)

Consider a region of space where a fluid element is rotating in an anti-clockwise sense around
the z axis with angular speed ω which may be considered constant within that region. Here we
follow Ref. [15] and choose the tetrad as the 4× 4 matrix

e a
µ (x) =


1 vx vy 0
0 1 0 0
0 0 1 0
0 0 0 1

 (13)

where vx ≡ −ωy and vy ≡ ωx. From this is it straightforward to find the metric

gµν(x) =


1− v2 −vx −vy 0
−vx −1 0 0
−vy 0 −1 0

0 0 0 −1

 , (14)

the inverse metric

gµν(x) =


1 −vx −vy 0
−vx −1 + v2

x vxvy 0
−vy vxvy −1 + v2

y 0
0 0 0 −1

 , (15)
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and the inverse tetrad

eµa(x) =


1 0 0 0
−vx 1 0 0
−vy 0 1 0

0 0 0 1

 . (16)

To get the spin connection it is useful to have

eνa(x) =


1 −vx −vy 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 . (17)

The nonzero components of the affine connection are

Γ1
00 = ωvy

Γ2
00 = −ωvx

Γ2
01 = ω

Γ1
02 = −ω . (18)

The nonzero components of ωµab are

ω012 = −ω021 = ω . (19)

Hence the only nonzero component of Γµ is

Γ0 = − i
2
ωΣ3 (20)

where

Σj =

(
σj 0
0 σj

)
. (21)

Finally the Dirac matrices are

γ̂0 = γ0

γ̂1 = γ1 − vxγ0

γ̂2 = γ2 − vyγ0

γ̂3 = γ3 (22)

The single particle Hamiltonian can be found by writing the Dirac equation in the form i∂0ψ =
Hψ with the result

H = βm− iαj∂j + iω(x∂2 − y∂1)− 1
2
ωΣ3 (23)

Defining the vorticity
1
2
∇× v = ω (24)

we can express the Hamiltonian in terms of the orbital and spin angular momentum as

H = βm+α · p− ω · (L + S) . (25)

It can also be written as
H = βm+α · p− v · p− ω · S . (26)
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This Hamiltonian is consistent with the literature. When taking the nonrelativistic limit via the
Foldy-Wouthuysen procedure, it is known that the orbital angular momentum term gives rise to
the usual Coriolis and centrifugal forces [16, 17]. The last term is the spin-rotation coupling.

The conserved current density is
jµ = ψ̄γ̂µψ (27)

which, as a 4-vector, should satisfy

∂µj
µ + Γνναj

α = 0 . (28)

Since
Γννα =

1√
−g

∂α
(√
−g
)

(29)

where g = det (gµν), and g = −1 in the present case, it follows that the current is ordinarily
conserved. One also finds by direct calculation from the Dirac equation that

∂µj
µ = 0 . (30)

III. EIGENVALUES AND EIGENVECTORS

As mentioned earlier, in this paper we are interested in the spin-rotation coupling. The vor-
ticity couples to the total angular momentum J = L + S, and it is J which commutes with the
Haniltonian of Eq. (25) or (26). Nevertheless in this section we shall drop the term ω · L = v · p.
Because the vorticity in energy units is so small in high energy heavy ion collisions, typically on
the order of several MeV, this appears justifiable. Alternatively, one may restrict attention to the
region near the origin where the orbital angular momentum is small and |v| � 1. Keeping the
coupling of vorticity to orbital angular momentum complicates the problem significantly, and one
should perhaps use an angular momentum basis rather than a momentum basis.

Consider the Hamiltonian H = mβ + α · p − 1
2
ω0Σ3. Due to rotational symmetry around

the z axis we take the transverse momentum to be in the x direction and set p2 = 0. Define
E =

√
p2 +m2 and E3 =

√
p2

3 +m2. The two positive energy states have eigenvalues E± =√
E2 + 1

4
ω2

0 ± ω0E3. The unnormalized eigenvector for the upper sign is

u+ =



−p1p3

(E3 +m)
(
E+ + E3 + 1

2
ω0

)
1

p1

E+ + E3 + 1
2
ω0

−(E3 −m)

p3


. (31)
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and the unnormalized eigenvector for the lower sign is

u− =



1

p3(E− − E3 + 1
2
ω0)

p1(E3 +m)

p3

E3 +m

E− − E3 + 1
2
ω0

p1


. (32)

These eigenvectors are orthogonal. When p1 → 0, u+ is an eigenstate of Σ3 with eigenvalue −1
while u− is an eigenstate of Σ3 with eigenvalue +1.

The two negative energy states have eigenvalues −E±. The unnormalized eigenvector for the
upper sign is

v+ =



− (E3 −m)

p3

−p1

E+ + E3 + 1
2
ω0

1

p1 (E3 −m)

p3

(
E+ + E3 + 1

2
ω0

)


. (33)

and the unnormalized eigenvector for the lower sign is

v− =



−
(
E− − E3 + 1

2
ω0

)
p1

p3

E3 +m

−p3(E− − E3 + 1
2
ω0)

p1(E3 +m)

1


. (34)

When p1 → 0, v+ is an eigenstate of Σ3 with eigenvalue +1 while v− is an eigenstate of Σ3 with
eigenvalue −1.

IV. FLUCTUATION THEORY

The expressions given in Sec. II remain valid no matter what direction in space the angular
velocity is pointing in. They also remain true if the vorticity is allowed to depend on t, although it
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cannot depend on space. We write it as

ω(t) = (ω1(t), ω2(t), ω0 + ω3(t)) (35)

where ω0 is the constant, average angular velocity and the ωi(t) are small, fluctuating quantities
whose averages are zero. We want to calculate the equivalent of the Bloch equations for this
situation, which entails using second order perturbation theory (second order response theory).
We mostly follow the notation of Ref. [18]. See also Ref. [19]. Note that the latter reference uses
the density matrix formalism whereas we use the commutator formalism.

Consider a time independent Hamiltonian H0. The eigenvalues and eigenstates of H0 are
such that H0|n〉 = En|n〉. This is in the Heisenberg picture where |n〉 ≡ |n〉H = eiH0t|n, t〉S
with the subscripts H and S referring to the Heisenberg and Schrödinger pictures. Consider a
time independent operator AS in the Schrödinger picture. In the Heisenberg picture it is AH(t) =
eiH0tAS e

−iH0t. The thermal average of this operator is

〈AH(t)〉0 =
1

Z0

Tr
(
e−β(H0−µN)AH(t)

)
=

1

Z0

Tr
(
e−β(H0−µN)AS

)
=

1

Z0

∑
n

e−β(En−µNn)〈n|AS|n〉 = 〈AS〉0 . (36)

The subscript 0 on the right angular bracket indicates that the average is taken with respect to the
Hamiltonian H0 together with any conserved charge N . The average is clearly time independent.

Next consider the HamiltonianH(t) = H0+V (t), where V (t) is a time dependent perturbation
that vanishes when t < 0. The time evolution operator for the full H(t) is denoted by U(t). It
satisfies the equation of motion

d

dt
U(t) = −iH(t)U(t) . (37)

It can be factorized as
U(t) = e−iH0tUI(t) . (38)

This leads to the equation of motion for UI(t)

d

dt
UI(t) = −iVI(t)UI(t) (39)

where VI(t) = eiH0tV (t) e−iH0t is the perturbation in the interaction picture. This can be solved
iteratively to yield

UI(t) = 1 +
1

i

∫ t

0

dt′VI(t
′) +

1

i2

∫ t

0

dt′
∫ t′

0

dt′′VI(t
′)VI(t

′′) + · · · . (40)

The density matrix now becomes time dependent,

ρ(t) = U(t)ρ0U
†(t) = e−iH0tUI(t)ρ0U

†
I (t)eiH0t , (41)

and
ρI(t) = eiH0tρ(t)e−iH0t = UI(t)ρ0U

†
I (t) , (42)

where

ρ0 =
e−β(H0−µN)

Z0

. (43)
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The ρI satisfies
dρI

dt
= −i [VI, ρI] . (44)

Averages are taken with ρ(t) instead of ρ0. This is denoted by replacing the subscript 0 with t on
the right angular bracket. Thus

〈A〉t = Tr (ρ(t)AS) = Tr
(
e−iH0tρI(t) e

iH0tAS

)
= Tr (ρI(t)AI) . (45)

The average is representation independent, as it must be.
We are interested in the equation of motion for 〈A〉t. To this end we calculate

d

dt

[
ρ0U

†(t)AS U(t)
]

=
d

dt

[
ρ0U

†
I (t)AI(t)UI(t)

]
= ρ0

[
U †I
dAI

dt
UI +

dU †I
dt

AIUI + U †IAI
dUI

dt

]
(46)

and take the trace. Using the equation of motion dAI/dt = i[H0, AI], the first term on the far RHS
contributes to d〈A〉t/dt the term

iTr
(
ρ0U

†
I (t)[H0, AI(t)]UI(t)

)
= iTr (ρI(t)[H0, AI(t)]) = iTr (ρ(t)[H0, AS]) = i〈[H0, AS]〉t .

(47)
The second and third terms on the far RHS are

iρ0 [VI(t), AI(t)]− ρ0

∫ t

0

dt′[VI(t
′), [VI(t), AI(t)]]

up to and including terms of second order in the perturbation. Taking the trace yields

d

dt
〈A〉t = i〈[H0, AS]〉t + i〈[VI(t), AI(t)]〉0 −

∫ t

0

dt′〈[VI(t
′), [VI(t), AI(t)]]〉0 . (48)

Next we shall perform an ensemble or time average over the fluctuating fields. We assume that
V (t) = VI(t) = 0. The average of the product V (t)V (t′) = VI(t)VI(t′) is not zero but is assumed
to be correlated on a time scale of τc. It is also assumed that fluctuations induced inAI(t) are small
enough that we may ignore VI(t′)AI(t). This is coarse graining, also sometimes called the Born
approximation. Therefore, up to second order in the fluctuations we have

d

dt
〈A〉t = i〈[H0, AS]〉t −

∫ t

0

dt′〈〈[VI(t
′), [VI(t), AI(t)]]〉〉0 . (49)

Here the double angular bracket means that averaging over the fluctuating fields is performed in
addition to the thermal ensemble average of Eq. (36). It is a more convenient notation than the
overline.

V. MASSIVE PAULI PARTICLE

The Hamiltonian for a massive, nonrelativistic particle with spin one-half is

H0 =
p2

2m
− 1

2
ω0σ3 . (50)
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Since the kinetic energy commutes with the spin operator, this is basically the simple spin model
presented in Section IV of Ref. [19]. Let us apply the results of Sec. IV with H0 = −1

2
ω0σ3. Then

eiH0t = cos
(

1
2
ω0t
)
− i sin

(
1
2
ω0t
)
σ3 . (51)

Recall the well known similarity transformations

σ1(t) ≡ eiH0tσ1e
−iH0t = cos(ω0t)σ1 + sin(ω0t)σ2

σ2(t) ≡ eiH0tσ2e
−iH0t = cos(ω0t)σ2 − sin(ω0t)σ1

σ3(t) ≡ eiH0tσ3e
−iH0t = σ3 . (52)

From here on in, whenever a Pauli or Dirac matrix appears without a time argument it is understood
to remain unaffected by the time evolution. Equivalently, it is evaluated at t = 0.

We are most interested in the operator AS = σ3. It quickly follows that

[VI(t), σ3] = iω1(t)σ2(t)− iω2(t)σ1(t) . (53)

The model assumes that fluctuations in different directions in Cartesian coordinates are uncorre-
lated, namely

ωi(t)ωj(t′) = ω2
i e
−|t−t′|/τc δij (54)

where τc is a correlation time. We can write the double commutator as

[[VI(t
′), [VI(t), σ3]] = W11 +W22 + cross terms (55)

with

W11 = ω1(t)ω1(t′) cos[ω0(t− t′)]σ3

W22 = ω2(t)ω2(t′) cos[ω0(t− t′)]σ3 . (56)

Cross terms involve ωi(t)ωj(t′) with i 6= j; these average to zero. Averaging involves the integral∫ t

0

dt′ e−|t−t
′|/τc cos[ω0(t− t′)] . (57)

For t� τc this integral becomes
T0 =

τc
1 + ω2

0τ
2
c

. (58)

Recognizing that we are interested in the small departure from the equilibrium value of the z
component of the spin

seq
3 = 1

2
tanh(βω0/2) (59)

we find that
ds3

dt
= −s3 − seq

3

τ
(60)

where the relaxation time is given by

1

τ
=
(
ω2

1 + ω2
2

)
T0 . (61)

This agrees with the Eq. (IV.33) of Ref. [19] which based its calculations on the density matrix.
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Analogous calculations can be done for the components of spin perpendicular to the vorticity.
The double communators needed for the x component of spin are

[σ2(t′), [σ2(t), σ1(t)]] = 4σ1(t′)

[σ3, [σ3, σ1(t)]] = 4σ1(t) (62)

and for the y component

[σ1(t′), [σ1(t), σ2(t)]] = 4σ2(t′)

[σ3, [σ3, σ2(t)]] = 4σ2(t) . (63)

One encounters integrals like∫ t

0

dt′e−(t−t′)/τcσ2(t′) = T0 [σ2(t) + ω0τcσ1(t)] . (64)

Putting them all together results in the remaining two spin equations.

ds1

dt
= ω0

(
1 + ω2

2τcT0

)
s2 −

(
ω2

3τc + ω2
2T0

)
s1

ds2

dt
= −ω0

(
1 + ω2

1τcT0

)
s1 −

(
ω2

3τc + ω2
1T0

)
s2 (65)

These are the same as Eqs. (IV.31) and (IV.32) of Ref. [19] apart from two points. First, the sign of
our H is the opposite of theirs which flips the sign of the spin precession terms. Second, the spin
precession terms in Eqs. (IV.31) and (IV.32) have a correction to the spin precession frequency
which is reduced (minus sign), whereas our result indicates an enhancement (plus sign). This
might be a misprint, or it might be traced to an incorrect reading of the sign of the imaginary part
of Eq. (IV.22).

VI. MASSLESS DIRAC PARTICLE

In this section we apply the general formulas to the case of a massless Dirac particle. We focus
on the situation where the momentum is parallel to the vorticity. The general case is much more
involved and does not provide significantly more useful information.

The Hamiltonian is
H0 = pα3 − 1

2
ω0Σ3 . (66)

Note that Σ3 commutes with H0. The time evolution operator is (for details see the appendix)

eiH0t = cos
(

1
2
ω0t
)

cos(pt) I + sin
(

1
2
ω0t
)

sin(pt) γ5

+ i cos
(

1
2
ω0t
)

sin(pt)α3 − i sin
(

1
2
ω0t
)

cos(pt) Σ3 . (67)

The similarity transformations of the Σ matrices are

Σ1(t) = eiH0tΣ1e
−iH0t = cos(ω0t) cos(2pt)Σ1 + sin(ω0t) cos(2pt)Σ2

+ sin(ω0t) sin(2pt)α1 − cos(ω0t) sin(2pt)α2

Σ2(t) = eiH0tΣ2e
−iH0t = cos(ω0t) cos(2pt)Σ2 − sin(ω0t) cos(2pt)Σ1

+ sin(ω0t) sin(2pt)α2 + cos(ω0t) sin(2pt)α1

Σ3(t) = eiH0tΣ3e
−iH0t = Σ3 . (68)
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The single and double commutators needed for the fluctuations of ωi(t) in the i = 1 direction are

[Σ1(t),Σ3] = −2iΣ2(t) (69)

and

[Σ1(t′), [Σ1(t),Σ3]] = 2 {cos[(ω0 + 2p)(t− t′)] + cos[(ω0 − 2p)(t− t′)]}Σ3

+ 2 {cos[(ω0 − 2p)(t− t′)]− cos[(ω0 + 2p)(t− t′)]}α3 . (70)

The latter shows that 〈Σ3〉 and 〈α3〉 are coupled. Therefore we also need

[Σ1(t), α3] = 2i sin(ω0t) cos(2pt)α1 − 2i cos(ω0t) cos(2pt)α2

− 2i cos(ω0t) sin(2pt)Σ1 − 2i sin(ω0t) sin(2pt)Σ2

= −2iα2(t) (71)

and

[Σ1(t′), [Σ1(t), α3]] = 2 {cos[(ω0 + 2p)(t− t′)] + cos[(ω0 − 2p)(t− t′)]}α3

+ 2 {cos[(ω0 − 2p)(t− t′)]− cos[(ω0 + 2p)(t− t′)]}Σ3 . (72)

Averaging over the fluctuating fields ωi(t) can be performed using Eqs. (57) and (58). This
results in

d

dt
〈Σ3〉t = −〈Σ3〉t

τ1

− 〈α3〉t
τ2

d

dt
〈α3〉t = −〈α3〉t

τ1

− 〈Σ3〉t
τ2

(73)

where
1

τ1

= 1
2

(
ω2

1 + ω2
2

)
(T− + T+)

1

τ2

= 1
2

(
ω2

1 + ω2
2

)
(T− − T+) (74)

and
T± =

τc
1 + (2p± ω0)2τ 2

c

. (75)

This makes use of the rotational symmetry around the vorticity axis. The normal modes are

d

dt
〈Σ3 ± α3〉t = −〈Σ3 ± α3〉t

τ±
(76)

where
1

τ±
=
(
ω2

1 + ω2
2

)
T∓ . (77)

In Eq. (76) it is to be understood that these represent departures from the equilibrium values,
otherwise the equilibrium values should be inserted by hand on the right hand side, as in Eq. (60).
Of phenomenological interest is the situation where ω0 � |p|. In that limit

1

τ±
≈

(
ω2

1 + ω2
2

)
τc

1 + 4p2τ 2
c

. (78)



12

VII. MASSIVE DIRAC PARTICLE

Now add a mass term but keep the momentum parallel to the vorticity. The Hamiltonian is

H0 = mβ + pα3 − 1
2
ω0Σ3 . (79)

The evolution operator has the form

eiH0t = C1I + C2γ5 + C3βΣ3 + iC4β + iC5α3 + iC6Σ3 . (80)

The coefficients are calculated in the appendix with the result

C1 = cos(Et) cos
(

1
2
ω0t
)

C2 =
p

E
sin(Et) sin

(
1
2
ω0t
)

C3 =
m

E
sin(Et) sin

(
1
2
ω0t
)

C4 =
m

E
sin(Et) cos

(
1
2
ω0t
)

C5 =
p

E
sin(Et) cos

(
1
2
ω0t
)

C6 = − cos(Et) sin
(

1
2
ω0t
)
. (81)

Operators in the interaction picture can be obtained from those in the Schrödinger picture with
tedious algebra. Of particular interest are

Σ1(t) = B1(t)Σ1 +B2(t)Σ2 +B3(t)α1 −B4(t)α2 + iB5(t)βα1 + iB6(t)βα2 , (82)

Σ2(t) = B1(t)Σ2 −B2(t)Σ1 +B3(t)α2 +B4(t)α1 + iB5(t)βα2 − iB6(t)βα1 , (83)

while Σ3(t) = Σ3 on account of the fact that it commutes with H0. The Bi are given in the
appendix. We shall also need

α3(t) =

[
p2

E2
+
m2

E2
cos(2Et)

]
α3 +

mp

E2
[1− cos(2Et)] β + i

m

E
sin(2Et)βα3 , (84)

and

β(t) =

[
m2

E2
+
p2

E2
cos(2Et)

]
β +

mp

E2
[1− cos(2Et)]α3 − i

p

E
sin(2Et)βα3 . (85)

One can check that mβ(t) + pα3(t) = mβ + pα3, as it should be since this operator commutes
with H0. From these the final relevant one is easily found to be

β(t)α3(t) = cos(2Et)βα3 − i
p

E
sin(2Et)β + i

m

E
sin(2Et)α3 . (86)

What is needed for fluctuations for Σ3 are the double commutators

[Σ1(t′), [Σ1(t),Σ3]] = [Σ2(t′), [Σ2(t),Σ3]]

[Σ1(t′), [Σ1(t), α3]] = [Σ2(t′), [Σ2(t), α3]]

[Σ1(t′), [Σ1(t), β]] = [Σ2(t′), [Σ2(t), β]]

[Σ1(t′), [Σ1(t), βα3]] = [Σ2(t′), [Σ2(t), βα3]] . (87)
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Explicit expressions in terms of the products Bi(t
′)Bj(t) are given in the appendix. After a fair

amount of algebra these lengthy expressions can be put into a more useful form by defining θ± =
(2E ± ω0)(t− t′)) and θ0 = ω0(t− t′).

[Σ1(t′), [Σ1(t),Σ3]] = 2

[
p2

E2

(
cos θ− + cos θ+

)
+ 2

m2

E2
cos θ0

]
Σ3

+ 2
p

E

[(
cos θ− − cos θ+

)( p2

E2
+
m2

E2
cos(2Et)

)
+
m2

E2

(
2 sin θ0 + sin θ− − sin θ+

)
sin(2Et)

]
α3

+ 2
mp2

E3

[(
cos θ− − cos θ+

)(
1− cos(2Et)

)
−
(
2 sin θ0 + sin θ− − sin θ+

)
sin(2Et)

]
β

+ 2i
mp

E2

[(
cos θ− − cos θ+

)
sin(2Et)−

(
2 sin θ0 + sin θ− − sin θ+

)
cos(2Et)

]
βα3 (88)

[Σ1(t′), [Σ1(t), α3]] = 2
p

E

[
cos θ− − cos θ+

]
Σ3

+ 2

[
p2

E2

(
cos θ− + cos θ+

)
+ 2

m2

E2
cos θ0 cos(2Et)

]
α3

+ 2
mp

E2

[
cos θ− + cos θ+ − 2 cos θ0 cos(2Et)

]
β

+ 4i
m

E

[
cos θ0 sin(2Et)

]
βα3 (89)

[Σ1(t′), [Σ1(t), β]] = 0 (90)

[Σ1(t′), [Σ1(t), βα3]] = 2i
mp

E2

[
2 sin θ0 + sin θ− − sin θ+

]
Σ3

+ 2i
m

E

[(
2
m2

E2
cos θ0 +

p2

E2

(
cos θ− + cos θ+

))
sin(2Et)

+
p2

E2

(
sin θ− + sin θ+

)(
1− cos(2Et)

)]
α3

+ 2i
p

E

[(
sin θ− + sin θ+

)(m2

E2
+
p2

E2
cos(2Et)

)
−
(

2
m2

E2
cos θ0 +

p2

E2

(
cos θ− + cos θ+

))
sin(2Et)

]
β

+ 2

[(
2
m2

E2
cos θ0 +

p2

E2

(
cos θ− + cos θ+

))
cos(2Et) +

p2

E2

(
sin θ− + sin θ+

)
sin(2Et)

]
βα3 (91)

The following integrals are useful for averaging over the fluctuations. The arrows represent
the steady state where τc � t.∫ t

0

dt′ e−(t−t′)/τc cos[ω0(t− t′)]→ T0 . (92)

∫ t

0

dt′ e−(t−t′)/τc sin[ω0(t− t′)]→ ω0τcT0 . (93)
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∫ t

0

dt′e−(t−t′)/τc cos[(2E ± ω0)(t− t′)]→ T± (94)∫ t

0

dt′e−(t−t′)/τc sin[(2E ± ω0)(t− t′)]→ (2E ± ω0)τcT± (95)

Here
T± =

τc
1 + (2E ± ω0)2τ 2

c

(96)

and
T0 =

τc
1 + ω2

0τ
2
c

(97)

as defined earlier.
The results of performing the integration over t′ in the steady state are∫ t

0

dt′e−(t−t′)/τc [Σ1(t′), [Σ1(t),Σ3]] = 2

[
p2

E2

(
T− + T+

)
+ 2

m2

E2
T0

]
Σ3

+ 2
p

E

[(
T− − T+

)( p2

E2
+
m2

E2
cos(2Et)

)
+ τc

m2

E2

(
2ω0T0 + (2E − ω0)T− − (2E + ω0)T+

)
sin(2Et)

]
α3

+ 2
mp2

E3

[(
T− − T+

)(
1− cos(2Et)

)
− τc

(
2ω0T0 + (2E − ω0)T− − (2E + ω0)T+

)
sin(2Et)

]
β

+ 2i
mp

E2

[(
T− − T+

)
sin(2Et)− τc

(
2ω0T0 + (2E − ω0)T− − (2E + ω0)T+

)
cos(2Et)

]
βα3 (98)

∫ t

0

dt′e−(t−t′)/τc [Σ1(t′), [Σ1(t), α3]] = 2
p

E

[
T− − T+

]
Σ3

+ 2

[
p2

E2

(
T− + T+

)
+ 2

m2

E2
T0 cos(2Et)

]
α3

+ 2
mp

E2

[
T− + T+ − 2T0 cos(2Et)

]
β

+ 4i
m

E

[
T0 sin(2Et)

]
βα3 (99)
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∫ t

0

dt′e−(t−t′)/τc [Σ1(t′), [Σ1(t), βα3]] = 2iτc
mp

E2

[
2ω0T0 + (2E − ω0)T− − (2E + ω0)T+

]
Σ3

+ 2i
m

E

[(
2
m2

E2
T0 +

p2

E2

(
T− + T+

))
sin(2Et)

+ τc
p2

E2

(
(2E − ω0)T− + (2E + ω0)T+

)(
1− cos(2Et)

)]
α3

+ 2i
p

E

[
τc
(
(2E − ω0)T− + (2E + ω0)T+

)(m2

E2
+
p2

E2
cos(2Et)

)
−
(

2
m2

E2
T0 +

p2

E2

(
T− + T+

))
sin(2Et)

]
β

+ 2

[(
2
m2

E2
T0 +

p2

E2

(
T− + T+

))
cos(2Et)

+ τc
p2

E2

(
(2E − ω0)T− + (2E + ω0)T+

)
sin(2Et)

]
βα3 (100)

These still need to be expressed in terms of the time-dependent operators in the Dirac basis. The
relationships are given in the appendix.

Finally, we need the commutators of the operators in the interaction picture with the unper-
turbed Hamiltonian, which are

[H0,Σ3(t)] = 0

[H0, α3(t)] = 2mβα3(t)

[H0, β(t)] = −2pβα3(t)

[H0, β(t)α3(t)] = 2mα3(t)− 2pβ(t) . (101)

Then the equations of motion can be written in matrix form as

d

dt


〈Σ3(t)〉
〈α3(t)〉

〈iβ(t)α3(t)〉
〈β(t)〉

 =


−h0 −h2 h1 0
−h2 −h0 2m −h3

h1 −2m −h0 (2p+ h4)
0 0 −2p 0



〈Σ3(t)〉
〈α3(t)〉

〈iβ(t)α3(t)〉
〈β(t)〉

 (102)

where

h0 =

[
p2

2E2

(
T− + T+

)
+
m2

E2
T0

]
ω2
⊥

h1 =
τcmp

2E2

[
2ω0T0 + (2E − ω0)T− − (2E + ω0)T+

]
ω2
⊥

h2 =
p

2E

(
T− − T+

)
ω2
⊥

h3 =
mp

2E2

(
T− + T+ − 2T0

)
ω2
⊥

h4 =
τcp

2E

[
(2E − ω0)T− + (2E + ω0)T+

]
ω2
⊥

(103)
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with
ω2
⊥ = ω2

1 + ω2
2 . (104)

As in the case of massless Dirac particles, it is understood that we are solving for the departures
from the equilibrium values.

The eigenvalues λ are found from a fourth order polynomial. Defining λ′ = λ + h0 for
convenience this polynomial is

P = λ′4 − h0λ
′3 +

(
4E2 + 2ph4 − h2

1 − h2
2

)
λ′2

+
[
4mph3 + h0

(
h2

1 + h2
2 − 4m2

)]
λ′ − 2ph2 (2ph2 + h2h4 − h1h3) . (105)

Consider some limiting cases.
When p = 0 then h1 = h2 = h3 = h4 = 0. There is one zero eigenvalue belonging to 〈β(t)〉.

The spin 〈Σ3(t)〉 has eigenvalue−ω2
⊥T0. The quantities 〈α3(t)〉 and 〈iβ(t)α3(t)〉 are coupled with

complex eigenvalues −ω2
⊥T0 ± 2mi. There is only one relaxation time and it is the same as found

earlier.
When m = 0 then h1 = h3 = 0. Defining λ± = ω2

⊥T∓, with λ+ ≥ λ−, the remaining h’s are

h0 = 1
2

(λ+ + λ−)

h2 = 1
2

(λ+ − λ−)

h4 = pτc (λ+ + λ−)− 1
2
ω0τc (λ+ − λ−) . (106)

As we saw earlier, 〈Σ3(t)〉 and 〈α3(t)〉 are coupled with eigenvalues−λ+ and−λ−. The quantities
〈β(t)〉 and 〈iβ(t)α3(t)〉 are coupled with eigenvalues

−1
4

(λ+ + λ−)± 1
4

√
(λ+ + λ−)2 − 32p (2p+ h4) .

These are real for small momentum and become complex at larger momentum. This momentum
scale is essentially (λ+ + λ−)/8. Then the pair of conjugate eigenvalues at larger momenta are to
good approximation just

−1
4

(λ+ + λ−)± 2pi .

VIII. STRANGE QUARK HELICITY FLIP IN QUARK GLUON PLASMA

In this section we explore another mechanism for the relaxation rate for strange quark spin,
which is spin/helicity flip in collisions of strange quarks with up or down quarks, antiquarks, or
gluons. As is well-known, the helicity of a massless quark is conserved in such collisions due
to the vector coupling to gluons. For a quark whose mass is small compared to its energy the
cross section for helicity flip is proportional to m2. The current quark mass of the strange quark
is around 100 MeV, whereas the temperature of the plasma might range from 500 MeV down to
200 MeV. Therefore we may use this as an approximation to estimate the rate of helicity flip in the
plasma.

A common approximation is the energy-dependent relaxation time approximation. Consider
the reaction a+ b→ c+ d. The relaxation time τa(Ea) for species a with energy Ea as measured
in the rest frame of the plasma is given by [20, 21]

1 + daf
eq
a

τa(Ea)
=
∑
bcd

N
1 + δab

∫
dΓb dΓc dΓdW (a, b|c, d)f eq

b (1 + dcf
eq
c ) (1 + ddf

eq
d ) . (107)
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Here the f eq
i are Fermi-Dirac or Bose-Einstein distribution functions, and the di are −1 for

fermions and +1 for bosons. The integration over phase space involves

dΓi =
d3pi

(2π)3
. (108)

The W is related to the dimensionless amplitudeM by

W (a, b|c, d) =
(2π)4δ4 (pa + pb − pc − pd)

2Ea2Eb2Ec2Ed
|M(a, b|c, d)|2 . (109)

The |M(a, b|c, d)|2 is averaged over spin in both the initial and final states; this compensates the
spin factor 2si + 1 in the phase space integration. It is further related to the differential cross
section by

dσ

dt
=

1

64πs

1

p2
∗
|M|2 (110)

where p∗ is the initial state momentum in the center-of-momentum frame. Finally, the N is a
degeneracy factor for spin, color, and any other internal degrees of freedom. Its value depends on
how these variables are summed or averaged over in |M|2.

In order to obtain analytical results we shall drop the Pauli suppression and Bose enhancement
factors in the final state. For the reactions s + q → s + q and s + q̄ → s + q̄, where q = u or d,
this will only slightly enhance the rate. For the reaction s+ g → s+ g these two final state effects
should approximately cancel. Therefore we expect this approximation to result in an accurate or
slight overestimate of the rate.

In Eq. (107) let a be the incoming strange quark with momentum pµ, b be the incoming light
quark, anti-quark, or gluon with momentum pµ2 , c be the outgoing strange quark with momentum
pµ3 , and d be the outgoing light quark, anti-quark, or gluon with momentum pµ4 . With no loss of
generality we will work in the rest frame of the plasma and take

p̂ = (1, 0, 0)

p̂3 = (cosφ3, sinφ3, 0)

p̂4 = (cosφ4 sin θ4, sinφ4 sin θ4, cos θ4) . (111)

The Mandelstam variables are s = (p + p2)2 = (p3 + p4)2 and t = (p3 − p)2 = (p4 − p2)2.
Following Ref. [22] we insert integrations over s and t with a Dirac δ-function for each. This is a
natural thing to do since |M|2 depends only on those two variables.

We can use the 3-dimensional δ-function in Eq. (107) to eliminate the integration over p2.
Then consider the integral

J =

∫
dΩ3 dΩ4 δ

(
E+E2−E3−E4

)
δ
(
s−2E3E4(1− p̂3 · p̂4)

)
δ
(
t+2EE3(1− p̂ · p̂3)

)
, (112)

where E2 = |p3 + p4 − p|. In these coordinates∫
dΩ3 dΩ4 =

∫ 2π

0

dθ3

∫ π

0

dφ3 sinφ3

∫ π

0

dθ4 sin θ4

∫ 2π

0

dφ4 .

The result is

J =
2πE2

EE3E4

θ(y − E)√
Ax2 +Bx+ C

(113)
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where

x = E3 − E4

y = E3 + E4

A = −1
4
s2

B = 1
2
s(s+ 2t)(2E − y)

C = st(s+ t) + s2E(y − E)− 1
4
(s+ 2t)2y2 . (114)

Part of the remaining integration is dE3dE4 = 1
2
dxdy. Integration over x can be done immediately∫ x−

x+

dx√
Ax2 +Bx+ C

=
2π

s
(115)

where

x± =
−B ±

√
B2 − 4AC

2A

since B2 − 4AC ≥ 0 and A < 0. The integral over y is simply∫ ∞
E+s/4E

dy f eq
2 (y − E) = T ln

(
1± e−s/4ET

)±1
(116)

where the upper sign is for fermions and the lower sign for bosons. The expression (107) reduces
to

1− f eq(E)

τ(E)
=

N T

32(2π)3E2

∫
ds

s
ln
(
1± e−s/4ET

)±1
∫
dt |M(s, t)|2 . (117)

First consider the reaction s+ q → s+ q shown in Fig. 1. The strange quark is allowed to flip

FIG. 1. Scattering of a massive strange quark (double line) which flips its helicity. The massless quark or
anti-quark cannot change its helicity.

its helicity because it has a small mass while the lighter quark is not. There are four combinations:
a positive helicity strange quark can flip to negative helicity with a light quark of either helicity,
and a negative helicity strange quark can flip to positive helicity with a light quark of either helicity.
A straighforward calculation (see Appendix D) yields

|M|2helicity flip = −8

9
g4m2

[
1

t
+

s

(s−m2)2

]
(118)
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for any one of these four combinations. Here g is the QCD coupling constant. In this expression
initial colors are averaged over while final colors are summed over. If we want the rate for helicity
flip of the strange quark we should use the above expression along withN = 6 because of scatter-
ing from a light quark of either helicity and of any of three colors. The integral over t is essentially
the cross section. Since a massless particle, the gluon, is being exchanged the cross section would
be logarithmically divergent. Many-body effects are necessary to screen this divergence.

Here we follow Ref. [22]. We remove the region of phase space causing the divergence. We
integrate over

−(s−m2)2

s
+ k2

c ≤ t ≤ −k2
c , (119)

and similarly for u, where k2
c is an infrared cutoff. This way of regulating the divergence treats

t and u symmetrically. It maintains s + t + u = 2m2. In order that the restricted range of t be
sensible means that a small region of s must also be removed. We should take s ≥ s0 where

(s0 −m2)2

s0

= 2k2
c , (120)

or s0 = m2 + k2
c + kc

√
2m2 + k2

c . For the photon production processes addressed in Ref. [22]
all quarks were massless so then s0 = 2k2

c . The contribution from the region of phase space
removed must be added back in using the method of hard thermal loops, as Ref. [22] did. Now
the t integration gives∫ −k2c

−(s−m2)2/s+k2c

dt |M|2helicity flip =
8

9
g4m2

{
ln

[
(s−m2)2

sk2
c

− 1

]
− 1 +

2s k2
c

(s−m2)2

}
. (121)

The remaining integral over s is

Iq = 4

∫ ∞
s0

ds

s

{
ln

[
(s−m2)2

sk2
c

− 1

]
− 1 +

2s k2
c

(s−m2)2

}
ln
(
1 + e−s/4ET

)
. (122)

In Ref. [22] it was shown that by adding the hard thermal loop contribution (the region of phase
space removed) essentially replaced k2

c with the effective mass of the exchanged quark in the
plasma, as defined not at zero momentum but at high momentum, such that k2

c ∝ g2T 2. It is worth
noting that the hard thermal loop contribution came from a branch cut, not a pole. In the present
case we would expect k2

c to be replaced by the effective mass of the exchanged gluon, k2
c = m2

P ,
with

m2
P = 1

6
g2
(
Nc + 1

2
Nf

)
T 2 (123)

where Nc is the number of colors and Nf is the number of light flavors. Performing the hard
thermal loop calculation to validate this is outside the scope of this paper.

Allowing for scattering from u, ū, d and d̄ provides another factor of 4. Putting it all together
yields

1

τq(E)
=
α2
s T

3π

m2

E2

(
1 + e−E/T

)
Iq . (124)

Unfortunately the expression for Iq cannot be evaluated analytically.
There is another way to approach this problem, which is to insert a static color electric screen-

ing mass in the gluon propagator. Replace Eq. (118) with

|M|2helicity flip = −2

9
g4m2

[
t+

st2

(s−m2)2

]
1

(t−m2
el)

2
(125)



20

where m2
el = 2m2

P . This is the approach used in the parton cascade model ZPC [23] as imple-
mented in the AMPT model which simulates high energy heavy ion collisions [24]. Although
appealing, this approach is not manifestly gauge invariant so we do not pursue it here.

Next consider the reaction s+g → s+g shown in Fig. 2. A lengthy calculation (see Appendix

crossed+ +

FIG. 2. Scattering of a massive strange quark (double line), which flips its helicity, with a gluon.

D) yields

|M|2helicity flip =
4g4m2(−t)

3s4
m

{
4s2

[
3 +

3t

um
+

4t2

3u3
m

]
+ 8(m4 − su)2

[
3

t2
− 3

umt
+

4

3u2
m

]

+
7m4t2

3u2
m

+ 3

[
(m4 − su− smum)

um
− 2(m4 − su)

t

]2
}
. (126)

Here sm = s −m2, um = u −m2, and r2 = m4 − su. Then sm + t + um = 0. This is obtained
by summing over all colors in the initial and final states, and dividing by 3 to obtain the rate for
scattering of a strange quark with a specified (average) color. When integrating over t or u it is
helpful to express this as

|M|2helicity flip =
16g4m2

3s4
m

[
−a
t

+
b

u2
m

+
c

um
+ dum − e

]
(127)

where the coefficients

a = 9s4
m

b =
4

3
s3
m

(
s2 + 3m4

)
c =

1

3
s2
m

(
3s2 + 25m2s+ 38m4

)
d =

2

3

(
42s2 − 9m2s+ 2m4

)
e =

1

3
sm
(
7s2 − 133m2s+ 6m4

)
(128)

depend only on s and m2.
Integration over t∫ −k2c

−s2m/s+k2c
dt |M|2helicity flip =

∫ s2m/s−sm−k2c

−sm+k2c

dum |M|2helicity flip (129)
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results in ∫ −k2c
−s2m/s+k2c

dt |M|2helicity flip =
16g4m2

3s4
m

{
a ln

(
s2
m

sk2
c

− 1

)
− c ln

(
s(sm − k2

c )

s(m2 + k2
c )−m4

)
+

b(s2
m − 2k2

cs)

(sm − k2
c ) (s(m2 + k2

c )−m4)
+
dsm

2

[
s3
m

s2
− 2(sm + k2

c )sm
s

+ 4k2
c

]
− e

(
s2
m

s
− 2k2

c

)}
. (130)

The remaining integral over s is

Ig =

∫ ∞
s0

ds

s

1

s4
m

{
b(s2

m − 2k2
cs)

(sm − k2
c ) (s(m2 + k2

c )−m4)
+
dsm

2

[
s3
m

s2
− 2(sm + k2

c )sm
s

+ 4k2
c

]

− e

(
s2
m

s
− 2k2

c

)
+ a ln

(
s2
m

sk2
c

− 1

)
− c ln

(
s(sm − k2

c )

s(m2 + k2
c )−m4

)}
× ln

(
1− e−s/4ET

)−1
. (131)

Finally we obtain the rate as

1

τg(E)
=
α2
s T

3π

m2

E2

(
1 + e−E/T

)
Ig . (132)

In principle one should use a density matrix to determine the spin or helicity relaxation time
along the vorticity axis. We shall be content to use this formula as a proxy, recognizing that it
should be a very close estimate. The reason is that the energy difference between spin parallel and
anti-parallel to the vorticity is less than 10 MeV, which is only a few percent of the temperature.
In that case the difference between helicity and vorticity equilibration times should be negligible.

IX. NUMERICAL RESULTS

In this section we provide numerical results for the relaxation times using the formulas derived
in previous sections. The strange quark mass is set at m = 110 MeV. We begin with vorticity
fluctuations and move on to helicity flip in quark-gluon plasma.

Apart from the mass and momentum of the strange quark, the vorticity fluctutations require
knowledge of the average vorticity ω0, the magnitude of the fluctutations ω2

⊥, and the correlation
time τc for these fluctuations. These cannot be known a priori but must be found by a combina-
tion of experimental measurements and numerical simulations of high energy heavy ion collisions.
They clearly depend on the beam energy, size of the colliding nuclei, and centrality (impact pa-
rameter). Measurements by the STAR Collaboration [6] of the hyperon polarization indicate that
ω0 = (9± 1)× 1021 s−1, with a systematic error of a factor of two, when averaging over the entire
RHIC energy range. This converts to an energy of ω0 = 6 MeV. For illustrative purposes we take
ω2
⊥ = 8 MeV2 and τc = 4 fm/c.

Figure 3 shows the imaginary part of the four eigenvalues coming from vorticity fluctuations.
Two of the eigenvalues are purely real, while the other two are complex conjugates of each other.
With the chosen parameters, and within numerical accuracy, one of the purely real eigenvalues
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FIG. 3. Imaginary parts of the eigenvalues from Sec. VII on vorticity fluctuations. Two of them are zero.
The other two are closely approximated by ±2E.

has the eigenvector (m/E)〈β(t)〉+ (p/E)〈α3(t)〉. The other one has the eigenvector 〈Σ3(t)〉 with
an admixture of (m/E)〈β(t)〉 + (p/E)〈α3(t)〉 at the level of 10−4 or less. These are associated
with the two operators which commute with the Hamiltonian. The complex eigenvalues have
eigenvectors which are linear combinations of (m/E)〈β(t)〉 − (p/E)〈α3(t)〉 and 〈iβ(t)α3(t)〉,
whose associated operators do not commute with the Hamiltonian. The imaginary parts are nearly
equal to ±2Ei, following the discussion at the end of Sec. VII in the limits m = 0 and p = 0.

Figure 4 shows the equilibration time for the four modes. These come from the inverse of
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FIG. 4. Equilibration times for the four modes from Sec. VII on vorticity fluctuations. Three of them are
nearly equal and shown as the solid curve.
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the real parts of the eigenvalues. The largest equilibration time diverges like 1/p2 as p → 0 and
is associated with the zero eigenvalue of 〈β(t)〉, as discussed at the end of Sec. VII. This mode
has a minimum when p ≈ m, which arises from the transition from 〈β(t)〉 to 〈α3(t)〉 as described
above. When p� m this eigenvalue has the limiting form

λ→ −N
D
p2 (133)

where

N = 2

(
T− + T+

T0

)
ω2
⊥τc −

(
T− + T+

2T0

− 1

) (ω2
⊥τc

)3

m2

+ τc

[
2

(
T− + T+

T0

)
− ω0

m

(
T− − T+

T0

)](
ω2
⊥τc

)2

. (134)

In this expression and this expression only the T± are evaluated at E = m. Also

D = 4m2 +
(
ω2
⊥τc

)2

. (135)

When p� m it has the limiting form

λ→ − ω2
⊥τc

1 + 4E2τ 2
c

. (136)

A good representation of the dashed curve is

τ ≈ D

N

1

p2
+

1 + 4E2τ 2
c

ω2
⊥τc

. (137)

The other three modes have smaller equilibration times and appear to all be equal, but that is
only because of the logarithmic scale used in the figure. As we saw at the end of Sec. VII, these
three modes become degenerate when p→ 0. At that point the equilibration time is

1 + ω2
0τ

2
c

ω2
⊥τc

.

Within the thickness of the solid curve in the figure they can all be approximated by the formula

τ ≈

(
1 + 4E2τ 2

c

ω2
⊥τc

)(
1 + ω2

0τ
2
c

1 + 4m2τ 2
c

)
(138)

as a function of p. Since the time scale for quark-gluon plasma expansion, cooling and entering
the hadronization stage is in the range from several to at most ten fm/c, it is clear that these
equilibration times are far too large to influence the evolution of strange quark spin.

For numerical estimates of the helicity flip rate we take g = 2 corresponding to αs = 1/π.
This may not seem like a small number, and it is not, but it is a realistic number for plasma
temperatures on the order of 200 and 400 MeV. For comparison the fine structure constant 1/137
implies that the electromagnetic coupling is e = 0.30. Figure 5 shows the dimensionless integrals
Iq and Ig appearing in Eqs. (122) and (131). Both integrals increase with momentum and decrease
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FIG. 5. (Color online) The dimensionless integrals Iq (blue) and Ig (red) appearing in the kinetic theory.
The dashed curves correspond to a temperature of 200 MeV and the solid curves to 400 MeV.

with temperature. The integral coming from scattering with massless quarks is comparable to the
integral coming from scattering with gluons.

Figure 6 shows the equilibration times for strange quark helicity separately for the reactions
s + q and s + g. At a given temperature the equilibration time for scattering with gluons is
slightly smaller than scattering with massless quarks. Figure 7 shows the net equilibration time
τ−1

net = τ−1
q + τ−1

g . These equilibration times are also far too large to influence the evolution of
strange quark spin in high energy heavy ion collisions.
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FIG. 6. (Color online) The equilibration times from kinetic theory for the reactions s + q (blue) and s + g

(red). The dashed curves correspond to a temperature of 200 MeV and the solid curves to 400 MeV.
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FIG. 7. The equilibration time from kinetic theory including both the reactions s+ q and s+ g. The dashed
curve corresponds to a temperature of 200 MeV and the solid curve to 400 MeV.

X. CONCLUSION

Measurements of the net polarization of Λ and Λ̄ hyperons in heavy ion collisions at RHIC
have been interpreted as being due to a coupling between their spin and the vorticity of the fluid
created in these collisions. This motivated the present study of the equilibration time for strange
quark spin in rotating quark-gluon plasma, as the spin in these hyperons is generally attributed to
the strange quark. We considered two mechanisms: vorticity fluctuations and helicity flip in scat-
terings between strange quarks and light quarks and gluons. Our calculations lead to equilibration
times orders of magnitude too large to be relevant to heavy ion collisions.

Certainly our calculations and parameters can be improved upon. Regarding vorticity fluc-
tuations, we made some rough estimates of the parameters involved, but ultimately they should
come from numerical simulations of high energy heavy ion collisions. In order to make the cal-
culations relatively tractable for a strange quark moving with relativistic speeds we studied only
the case where its momentum was either parallel or anti-parallel to the vorticity. Otherwise we
would have to include orbital angular momentum, which would probably entail using an angular
momentum basis rather than a linear momentum basis. Relaxing that restriction cannot change
the equilibration time by very much, as the nonrelativistic limit yields a result independent of the
direction of the momentum. In fact, the nonrelativistic limit can be applied to the hyperons in
the later hadronic phase. Our results strongly suggest that vorticity fluctuations cannot alter the
polarization of a hyperon either.

Regarding helicity flip, the contribution from hard thermal loops [25] should be calculated. In
this paper we assumed that the infrared cutoff should be associated with the thermal mass of the
exchanged gluon in the t-channel. Given how small the helicity flip rate is makes it questionable
whether such a calculation has more than theoretical interest.

How then do the Λ and Λ̄ hyperons acquire their polarization in heavy ion collisions? One
possibility is that the strange quarks are created with a net polarization. It is generally acknowl-
edged that gluons are produced first, and they create the majority of the quarks and anti-quarks.
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Phase space alone would favor quarks and anti-quarks being created with a preference for their
spin to be aligned with the vorticity. Vorticity fluctuations and helicity flip scattering would not
change the polarization as the quark-gluon plasma evolves. The strange quarks and anti-quarks
could then pass along their spin to the hyperons.

A specific mechanism for polarizing quarks during the initial stage of heavy ion collisions
was proposed in Ref. [3] and developed further in Refs. [26, 27]. They considered parton-parton
scattering in a longitudinal shear flow. By Fourier transforming the differential cross section from
transverse momentum to transverse distance, and taking into account the asymmetry in coordinate
space due to the shear, they find that the partons can become polarized. Recently this idea has
been extended to include the scattering of wave packets [28]. Whether this is in fact the origin
of the polaization observed remains to be seen. If it is, then the relationship between hyperon
polarization and vorticity is much more complicated than equipartition of energy, as is usually
assumed.

Recently, a general analysis of the spin current in relativistic viscous fluids has been proposed
[29]. It points out that the spin current is not conserved, because angular momentum can be
transferred between orbital and spin degrees of freedom. As with other transport coefficients, the
corresponding relaxation times are not determined by thermodynaics but must be calculated from
the microscopic dynamics.

Another possibility is that strange quarks and anti-quarks in the quark-gluon plasma phase in
heavy ion collisions are not polarized at all. Rather, the hadronization from quarks and gluons to
hadrons favors hyperons polarized parallel to the vorticity simply due to the available phase space.

Finally, we point out the potential application of our work to the chiral magnetic effect (CME)
and the chiral vortical effect (CVE) in high energy heavy ion collisions [30].
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Appendix A: Dirac Algebra

Following is a compendium of commutators and anticommutators useful for the matrices that
frequently enter the calculations.

[αi, αj] = 2iεijkΣk {αi, αj} = 2δij

[Σi,Σj] = 2iεijkΣk {Σi,Σj} = 2δij

[αi,Σj] = 2iεijkαk {αi,Σj} = 2δijγ5 (A1)
[γ5, αi] = 0 {γ5, αi} = 2Σi

[γ5,Σi] = 0 {γ5,Σi}= 2αi

[β,Σi] = 0 {β, αi}= 0

[βαi, αj] = 2βδij {β, γ5}= 0

[βαi,Σj] = 2iεijkβαk [β, αi] = 2βαi (A2)
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Appendix B: Massless Dirac Particle

This appendix contains some of the details of the calculations in Sec. VI. Starting with the
Hamiltonian

H0 = pα3 − 1
2
ω0Σ3 (B1)

it is straightforward to calculate the first few terms in the expansion of eiH0t.

H2
0 =

(
p2 + 1

4
ω2

0

)
I − pω0γ5

H3
0 = p

(
p2 + 3

4
ω2

0

)
α3 − 1

2
ω0

(
3p2 + 1

4
ω2

0

)
Σ3

H4
0 =

(
p4 + 3

2
p2ω2

0 + 1
16
ω4

0

)
I − 2pω

(
p2 + 1

4
ω2

0

)
γ5 (B2)

We observe that only four matrices enter the expansion. Therefore we can express the evolution
operator in the general form

eiH0t = C1I + C2γ5 + iC3α3 + iC4Σ3 (B3)

where all Ci are real. Since the evolution operator is unitary eiH0te−iH0t = 1 we find the two
conditions

C2
1 + C2

2 + C2
3 + C2

4 = 1 (B4)

and
C1C2 + C3C4 = 0 . (B5)

The first condition suggests that we express the Ci in terms of the Hopf angles for a sphere in four
dimensions.

C1 = cos ξ2 cos η

C2 = sin ξ1 sin η

C3 = cos ξ1 sin η

C4 = sin ξ2 cos η . (B6)

The second condition says that ξ1 = −ξ2 ≡ ξ. Hence the evolution operator can be expressed of
those two angles by

eiH0t = cos ξ cos η I + sin ξ sin η γ5 + i cos ξ sin η α3 − i sin ξ cos ηΣ3 . (B7)

The angles must both vanish when t = 0. Doing a Taylor series expansion in ξ and η, and com-
paring to Eq. (B2), results in the identification η = pt and ξ = 1

2
ω0t. This is a clear generalization

of Eq. (51).

Appendix C: Massive Dirac Particle

This appendix contains some of the details of the calculations in Sec. VII. Starting with the
Hamiltonian

H0 = mβ + pα3 − 1
2
ω0Σ3 (C1)

the first few terms in the expansion of eiH0t are

H2
0 = E2

||I − pω0γ5 −mω0βΣ3

H3
0 = m(E2

|| +
1
2
ω2

0)β + p
(
E2
|| + ω2

0

)
α3 − ω0

(
1
2
E2
|| + E2

)
Σ3

H4
0 =

(
E4
|| + ω2

0E
2
)
I − 2pω0E

2
||γ5 − 2mω0E

2
||βΣ3 (C2)
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where E2 = p2 + m2 and E2
|| = E2 + 1

4
ω2

0 . We observe that six matrices enter the expansion.
Hence the evolution operator has the form

eiH0t = C1I + C2γ5 + C3βΣ3 + iC4β + iC5α3 + iC6Σ3 (C3)

where all Ci are real. Requiring that the above expression be unitary results in the constraints

C1C2 + C5C6 = 0

C1C3 + C4C6 = 0

C2C4 − C3C5 = 0 , (C4)

and
6∑
i=1

C2
i = 1 . (C5)

Matching the Taylor series expansion of the exponential results in Eq. (81).
Operators in the interaction picture can be obtained from those in the Schrödinger picture. We

shall need

Σ1(t) = B1(t)Σ1 +B2(t)Σ2 +B3(t)α1 −B4(t)α2 + iB5(t)βα1 + iB6(t)βα2 , (C6)

Σ2(t) = B1(t)Σ2 −B2(t)Σ1 +B3(t)α2 +B4(t)α1 + iB5(t)βα2 − iB6(t)βα1 , (C7)

while Σ3(t) = Σ3 on account of the fact that it commutes with H0. The Bi are expressed in terms
of the Ci as

B1 = C2
1 + C2

2 − C2
3 + C2

4 − C2
5 − C2

6

B2 = 2 (C3C4 − C1C6 − C2C5)

B3 = 4C1C2

B4 = 2 (C1C5 + C2C6)

B5 = 4C2C4

B6 = 2 (C2C3 − C4C5) . (C8)

When averaging over fluctuations it is helpful to express these as sums of sines and cosines.

B1 =
p2

2E2
[cos ((2E + ω0)t) + cos ((2E − ω0)t)] +

m2

E2
cos(ω0t)

B2 =
p2

2E2
[sin ((2E + ω0)t)− sin ((2E − ω0)t)] +

m2

E2
sin(ω0t)

B3 =
p

2E
[cos ((2E − ω0)t)− cos ((2E + ω0)t)]

B4 =
p

2E
[sin ((2E − ω0)t) + sin ((2E + ω0)t)]

B5 =
pm

2E2
[sin ((2E − ω0)t)− sin ((2E + ω0)t) + 2 sin(ω0t)]

B6 =
pm

2E2
[cos ((2E + ω0)t) + cos ((2E − ω0)t)− 2 cos(ω0t)] (C9)

Similarly one finds that

α3(t) =
(
C2

1 + C2
2 − C2

3 − C2
4 + C2

5 + C2
6

)
α3 + 2 (C2C3 + C4C5) β + 2i(C1C4 − C3C6)βα3

=

[
p2

E2
+
m2

E2
cos(2Et)

]
α3 +

mp

E2
[1− cos(2Et)] β + i

m

E
sin(2Et)βα3 , (C10)
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and

β(t) =
(
C2

1 − C2
2 + C2

3 + C2
4 − C2

5 + C2
6

)
β + 2 (C2C3 + C4C5)α3 + 2i(C2C6 − C1C5)βα3

=

[
m2

E2
+
p2

E2
cos(2Et)

]
β +

mp

E2
[1− cos(2Et)]α3 − i

p

E
sin(2Et)βα3 . (C11)

The inverse relations are

β =

(
m2

E2
+
p2

E2
cos(2Et)

)
β(t) +

mp

E2
(1− cos(2Et))α3(t) + i

p

E
sin(2Et)β(t)α3(t)

α3 =
mp

E2
(1− cos(2Et)) β(t) +

(
p2

E2
+
m2

E2
cos(2Et)

)
α3(t)− im

E
sin(2Et)β(t)α3(t)

βα3 = i
p

E
sin(2Et)β(t)− im

E
sin(2Et)α3(t) + cos(2Et)β(t)α3(t)

Σ3 = Σ3(t) . (C12)

Appendix D: Quark Helicity Flip Amplitude

Consider a massless quark scattering from a massive strange quark. To lowest order there is
only a single Feynman diagram which involves the exchange of a gluon in the t channel. We are
interested in the situation where the strange quark changes its helicity. The helicity of the massless
quark cannot change. The amplitude is denoted byM(σσ′,−σσ′) where σ is the helicity of the
incoming strange quark and σ′ is the helicity of the massless quark. Using the method of Ref. [31]
one readily finds that

M(σσ′,−σσ′) =
2g2mp∗ sin θ∗

t
T ajiT

a
lk (D1)

irrespective of the sign of σ and σ′. Here p∗ is the momentum and θ∗ the scattering angle in the
center of momentum frame, and i, j, k, l are the quark colors. Squaring this, averaging over initial
colors and summing over all colors using∑

a,b

(
TrT aT b

)2
= 1

4
(N2 − 1) (D2)

for an SU(N) gauge theory, gives

|M|2helicity flip =
8

9
g4m

2p2
∗

t2
sin2 θ∗ = −8

9
g4m2

[
1

t
+

s

(s−m2)2

]
(D3)

for any choice of σ and σ′. This result is also true for scattering of a massless anti-quark.
To our knowledge the quark helicity flip amplitude for a massive quark scattering with a gluon

has not been published before. Here we outline the major steps of the calculation at the tree
level. The amplitude for scattering of a quark of helicity σ with a gluon of helicity λ to a quark of
helicity σ′ and a gluon of helicity λ′ is denoted byM(σλ, σ′λ′). It is useful to define sm = s−m2,
um = u−m2, and r2 = m4 − su. Then sm + t + um = 0. We use the polarization vector choice
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of Ref. [32]. After a lengthy calculation one finds the amplitudes

M(++,−+) =M(+−,−−) =
2g2mr2

√
−t

s2
m

[
1

2um
{T a, T b}ji +

(
1

2um
− 1

t

)
ifabcT cji

]
M(++,−−) =

g2m
√
−t

s2
m

[
m2t

um
{T a, T b}ji +

(
r2 − smum

um
− 2r2

t

)
ifabcT cji

]
M(+−,−+) =

2g2st
√
−t

s2
m

[
1

2um
{T a, T b}ji +

(
1

2um
+

1

t

)
ifabcT cji

]
. (D4)

As usual, a and b are the color indices for the initial and final state gluons, while i and j are the
color indices for the initial and final state strange quark. The only t-channel contribution comes
from the diagram with a triple gluon vertex. The Abelian version of these amplitudes correspond
to helicity flip of an electron in Compton scattering [32].

The squared amplitudes are

|M(++,−+)|2 = |M(+−,−−)|2 =
4g4m2r4(−t)

s4
m

[
7

3u2
m

+ 3

(
1

um
− 2

t

)2
]

|M(++,−−)|2 =
4g4m2(−t)

s4
m

[
7m4t2

3u2
m

+ 3

(
r2 − smum

um
− 2r2

t

)2
]

|M(+−,−+)|2 =
4g4m2s2(−t)3

s4
m

[
7

3u2
m

+ 3

(
1

um
+

2

t

)2
]
. (D5)

These are obtained by summing over all colors in the initial and final states using the trace identities∑
a,b

Tr {T a, T b}{T a, T b} =
(N2 − 1)(N2 − 2)

2N
=

28

3∑
a,b,c,d

Tr fabcfabdT cT d =
N(N2 − 1)

2
= 12 (D6)

where the numbers on the far right side are forN = 3. To obtain the rate for scattering of a strange
quark with a specified (average) color we must divide these by 3. These add incoherently, so that
after addition and division by 3 we obtain

|M|2helicity flip =
4g4m2(−t)

3s4
m

{
4s2

[
3 +

3t

um
+

4t2

3u3
m

]
+ 8(m4 − su)2

[
3

t2
− 3

umt
+

4

3u2
m

]

+
7m4t2

3u2
m

+ 3

[
(m4 − su− smum)

um
− 2(m4 − su)

t

]2
}
. (D7)


