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Numerous scientific fields including astrophysics, nuclear power, and nuclear forensics require
a knowledge of basic nuclear properties for large numbers of short-lived, radioactive isotopes far
removed from stable nuclei. Neutron-capture cross sections are one such piece of nuclear data where
direct measurements are not possible and theoretical predictions can vary by orders of magnitude.
A recently developed indirect technique for inferring neutron capture rates, the β-Oslo method,
has been introduced but not compared against a known, directly measured neutron capture cross
section. To provide this benchmark, two indirect methods based on β decay and charged-particle
reactions were used to extract the nuclear level density and γ-ray strength function of 51Ti. The
nuclear level density and γ-ray strength function from the two data sets were found to be equivalent
and were used to extract the neutron capture cross section of 50Ti which agrees with previous direct
measurements at high neutron energies. The results demonstrate the validity of the β-Oslo method
for extracting neutron capture cross sections of short-lived nuclei and provide a sufficiently small
uncertainty to be used in various applications.

I. INTRODUCTION

Basic nuclear reaction data, such as neutron capture
reaction cross sections on short-lived isotopes, are criti-
cally important to a breadth of scientific fields. Elements
heavier than iron (Z = 26) are created in various astro-
physical environments either during the normal life of
a star or through cataclysmic events with extreme neu-
tron densities. The vast majority of the isotopes of the
heavy elements are created in processes (s and r process)
where neutron-capture reactions compete against β de-
cay, and therefore accurate knowledge of both decay and
reaction properties is critical [1, 2]. Neutron star mergers
were just confirmed as an r-process site [3–8], implying
that neutron-capture cross sections are crucial for the fi-
nal abundance pattern as an (n,γ)-(γ,n) equilibrium can-
not be maintained at all times [9, 10]. Neutron capture
cross sections are needed to predict astrophysical elemen-
tal production important for cosmic chronometers, such
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as the Re/Os clock [11, 12]. Neutron capture cross sec-
tions are also desired on a number of isotopes to optimize
Gen-IV nuclear power reactor designs [13, 14] and deter-
mine ideal parameters for the burnup of nuclear waste
[14, 15], lessening the amount of material destined for
long-term storage. Finally, neutron capture cross sec-
tions are needed to evaluate novel routes for medical
isotope production, quantify elemental abundances from
neutron activation analysis of rare or fragile objects, and
for nuclear forensics.

Direct measurements of neutron capture cross sections
are limited to stable nuclei and those with long half-lives.
If applications require knowledge of neutron capture cross
sections on unstable nuclei with short half-lives, direct
measurements are precluded since the construction of ei-
ther a target of neutrons or of short-lived radioactive iso-
topes is not currently feasible. Therefore, such applica-
tions resort to large sets of theoretically calculated reac-
tion rates which are poorly constrained by experimental
measurements, leading to orders of magnitude variations
in predicted neutron capture cross sections just a few
neutrons away from stability [16, 17].

To obtain neutron-capture cross sections, indirect



2

methods have been developed which include the γ-ray
strength [18], surrogate reaction [19, 20], Oslo [21, 22],
and most recently, β-Oslo [23] methods. Even with
these techniques, only a handful of reaction cross sec-
tions on short-lived isotopes have been determined (see
e.g. [16, 24]). Only the β-Oslo method can be applied to
nuclei produced at rates down to a few particles per sec-
ond allowing indirect measurements of neutron capture
rates further from stability. For this reason, it is impor-
tant to validate the technique against a known, directly
measured neutron capture cross section.

The Oslo, and β-Oslo methods extract the nuclear level
density (NLD) and γ-ray strength function (γSF) from
experimental data and use them to constrain a calcula-
tion of the neutron capture cross section using a statis-
tical reaction model. The difference between the β-Oslo
and Oslo methods lies in the population mechanism of
β decay and charged-particle reactions, respectively. Ra-
diative neutron capture is controlled primarily by three
separate quantities: the interaction between the neutron
and the target nucleus undergoing neutron capture, the
residual nucleus’ available quantum levels, and the re-
spective decay properties of the levels populated in the
(n, γ) reaction. The interaction between the neutron and
the target nucleus can be accounted for by an appropri-
ate optical model potential and there are relatively small
changes in predicted neutron capture rates between dif-
ferent choices of the neutron optical model for nuclei rel-
atively close to stability [16, 25]. The other two quanti-
ties, the NLD and the average, γ-decay probability, the
γSF, shed light on the dynamic behavior of the nucleus
in the intermediate excitation-energy region. How these
two quantities change as a function of both neutron and
proton number is an open question [26–29], leading to or-
ders of magnitude uncertainty in the calculated neutron
capture cross section.

All of the indirect techniques must eventually be val-
idated against directly measured neutron capture cross
sections before wide-spread use in a particular applica-
tion. This validation has been accomplished for the γSF
[30], Oslo [31–33] and surrogate methods [20]. The β-
Oslo method has not yet been validated. The technique
has been used to extract (n, γ) cross sections for 75Ge [23]
and 68,69Ni [16, 34] but in both cases there was no pre-
viously measured neutron capture cross section for com-
parison. It could be assumed that the validation of the
β-Oslo method derives from the validation of the Oslo
method itself. However, the spin distributions populated
following β decay or a charged-particle reaction are of-
ten not the same and the validity of the β-Oslo method
cannot be immediately assured.

Herein, we present the application of both the β-Oslo
and traditional Oslo methods to the extraction of the
NLD and the γSF of 51Ti from the 51Sc →51Ti β decay
and 50Ti(d,p)51Ti reaction. The resulting NLD and γSF
are used to constrain the 50Ti(n,γ)51Ti cross section and
compare it to previously measured data. It is demon-
strated herein that the β-Oslo technique: (1) is a valid

means of determining neutron capture cross sections for
short-lived isotopes, (2) agrees with the Oslo technique
despite the differences in population mechanism, and (3)
provides significantly reduced uncertainties in the (n, γ)
cross section as compared to predictions where no data
constraints are available, as is the case for many short-
lived isotopes.

II. EXPERIMENTAL DETAILS

The β-decay experiment was performed at the Na-
tional Superconducting Cyclotron Laboratory (NSCL).
A primary beam of 86Kr at 140 MeV per nucleon was
impinged on a 9Be fragmentation target. The resulting
products were sent through the A1900 fragment separa-
tor [35] to isolate 51Sc which was delivered to the ex-
perimental station. The incoming radioactive ion beam
was characterized using standard energy-loss and time-
of-flight measurements. The energy loss was taken from
a 1-mm thick Si PIN detector. The time-of-flight was
measured using the same Si detector and a scintillator
placed at a focal point of the A1900. The secondary 51Sc
ions were delivered at a rate of approximately 700 pps
and the beam was greater than 90% pure.

The 51Sc ions were deposited into a 1-mm thick double-
sided silicon strip detector (DSSD) segmented into 16,
1.2-mm strips on the front and back. The DSSD was
used to record the position and time of arrival of the
51Sc ions and their subsequent β decays. The β-delayed
photons were monitored with the Summing NaI(Tl) de-
tector (SuN) [36]. SuN is a 16-inch cylindrical volume of
NaI(Tl), segmented into eight optically isolated segments
with an inner bore hole of 1.7 inches in diameter. The
β-Oslo method has been described previously [16, 23, 34]
and only the salient features will be repeated here. SuN
is used as a total absorption spectrometer; the sum of
all γ-ray energy deposited into the detection volume pro-
vided the excitation energy, Ex, of the daughter state
populated in β decay. The segmentation of SuN also al-
lowed for the observation of individual γ-ray transitions,
Eγ , within the cascades.

The decay of 51Sc (Qβ = 6.503 MeV) populated high-
energy states in the daughter nucleus, 51Ti. States above
the neutron separation energy in 51Ti (Sn = 6.372 MeV)
were not observed to be populated. The total γ-ray
energy emitted in the decay of the excited 51Ti to the
ground state was measured in SuN and plotted against
the energies detected in the individual segments. The
resulting Ex − Eγ matrix contained contributions from
both the parent 51Sc decay (t1/2 = 12.4 s [37]) and daugh-

ter 51Ti decay (t1/2 = 5.76 min [38–40]). To isolate

the 51Sc →51Ti β decay, the secondary ion beam was
pulsed. Beam was delivered to the experimental station
for eight minutes and then turned off for eight minutes.
The time window between 3-8 minutes while the beam
was off was used to obtain the total absorption spectrum
for the daughter 51Ti →51V decay. The 51Ti decay was
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subtracted from the total spectrum based on the inten-
sity of the strong 320-keV γ-ray transition between the
5/2− and 7/2− states in 51V leading to the raw excitation
energy as a function of γ-ray energy spectrum presented
in Fig. 1(a).

The charged-particle 50Ti(d,p)51Ti experiment was
conducted at the Oslo Cyclotron Laboratory (OCL), us-
ing a 3.5-nA deuteron beam at 12.5 MeV. A 1.08 mg/cm2

50Ti target, 88% enriched in 50Ti, with 48Ti as the main
contaminant, was used. The Q-value of the reaction is
4147.92 keV [41].

Charged particles were detected with the Silicon Ring
(SiRi) [42], which comprises 64 individual ∆E − E tele-
scopes, covering angles of 126 − 140◦ in the laboratory
frame. Coincident γ rays were measured with the CAC-
TUS NaI scintillator array [43]. The proton energy de-
posited in SiRi was converted to an excitation energy, Ex,
in the residual 51Ti nucleus using information on the re-
action kinematics and the known Q-value. The resulting
Ex − Eγ matrix is presented in Fig. 1(d). This matrix,
together with the one in Fig. 1(a), are the starting points
for the data analysis.

III. DATA ANALYSIS AND EXTRACTION OF
LEVEL DENSITY AND γ-RAY STRENGTH

The known response functions of the SuN detector [36]
and CACTUS [43] were used to unfold the excitation-
energy tagged spectra using the technique described in
Ref. [44]. The unfolded γ-ray matrices obtained in both
the β decay and reaction data presented in Fig. 1(b,e),
contain all γ rays from all possible decay cascades at a
given excitation energy. The distribution of the first γ ray
emitted in each cascade, i.e. the primary γ rays, can be
obtained by an iterative subtraction technique detailed
in Ref. [21]. The basic principle behind the technique is
that a bin Ex will contain all γ rays from all cascades,
while the lower energy bins Ei < Ex will contain the same
γ rays except the primary transitions from bin Ex to bin
Ei. The underlying assumption is that the γ-ray deexci-
tation from a specific excitation energy bin is, on average,
independent of whether the bin is reached through γ-ray
population from higher excited states or through either
the (d,p) reaction or β decay. The systematic errors as-
sociated with this procedure were detailed previously in
Ref. [45].

The primary Ex − Eγ matrices for the 51Sc→ 51Ti β
decay and the 50Ti(d,p)51Ti data are shown in Fig. 1(c,f).
The areas within the dashed lines were used for the ex-
traction of the NLD and γSF. The extracted NLD and
γSF are not particularly sensitive to small changes in the
specific location of the dashed line within approximately
500 keV on the excitation energy axis and 250 keV on
the γ-ray energy axis as long as the lower limit on Ex is
placed within a region of high level-density and the lower
limit on Eγ is placed above an energy where the extrac-
tion of the primary spectrum is known to have artifacts

(see Ref. [45] for more details).
The intensity variation of the experimental, primary

γ-ray spectra Pexp(Ex, Eγ) in Fig. 1(c,f) can be related
to the NLD and γSF using [22]:

Pexp(Ex, Eγ) ∝ T (Eγ)ρ(Ex − Eγ), (1)

where ρ(Ex−Eγ) is the NLD at the excitation energy af-
ter the emission of the γ ray with energy Eγ , and T (Eγ)
is the γ-ray transmission coefficient. The γ-ray transmis-
sion coefficient is related to the γSF, f , by

f(Eγ) =
T (Eγ)

2πE3
γ

, (2)

assuming that dipole radiation dominates, as supported
by angular-distribution measurements in this mass re-
gion [46, 47].

Using Eq. (1), one can approximate Pexp(Ex, Eγ) by
Pth(Ex, Eγ), where

Pth(Ex, Eγ) =
T (Eγ)ρ(Ex − Eγ)∑Ex

E′
γ=E

min
γ
T (E′γ)ρ(Ex − E′γ)

, (3)

where we have first normalized each experimental pri-
mary γ-ray spectrum to unity for each excitation-energy
bin:

Ex∑
E′
γ=E

min
γ

Pexp(Ex, E
′
γ) = 1. (4)

As shown in Ref. [22], if one solution ρ(Ex − Eγ) and
T (Eγ) of Eq. (1) is obtained, then one can construct an
infinite set of equivalent solutions given by the transfor-
mation:

ρ̃(Ex − Eγ) = A exp[α(Ex − Eγ)] ρ(Ex − Eγ), (5)

T̃ (Eγ) = B exp[αEγ ] T (Eγ). (6)

Any combination of values A, B and α will yield solutions

ρ̃ and T̃ obeying:

Pth(Ex, Eγ) =
T̃ (Eγ)ρ̃(Ex − Eγ)∑Ex

E′
γ=E

min
γ
T̃ (E′γ)ρ̃(Ex − E′γ)

. (7)

However, it is important to stress that, for a given A, B
and α, the χ2-minimization procedure gives a completely
unique solution. Each (Ex, Eγ) bin used in the analysis
gives one constraint to the fit. As an example, for the
(d,p) data set, we have in total 304 (Ex, Eγ) bins within
the dashed, black lines of Fig. 1f using a bin width of
195 keV. In contrast, we have 28 function values to be
determined for ρ(Ex − Eγ) and the same for T (Eγ), in
total 56 free parameters. Hence, there are many more
constraints than unknown and the fit is in fact overcon-
strained. Of course, this is only true if the Brink-Axel
hypothesis [48, 49] is fulfilled, so that the γ-ray transmis-
sion coefficient is a function of Eγ alone and not of Ex,
as discussed in several other works [45, 50, 51].
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FIG. 1. (a) Raw experimental 51Ti (Eγ , Ex) matrix from β decay of 51Sc after subtraction of the daughter β decay of 51Ti
(see text for details). Eγ is the measured γ-ray energy in the NaI(Tl) segments of the SuN detector and Ex is the sum of
all γ-ray energies (total absorption spectrum); (b) unfolded γ-ray distribution as a function of excitation energy from the β
decay of 51Sc; (c) primary γ-ray distribution from the β decay of 51Sc. The area within the dashed, black line is used for the
extraction of the NLD and γSF; (d) Raw Ex versus Eγ matrix from the 50Ti(d,p)51Ti reaction; (e) unfolded γ-ray distribution
as a function of excitation energy for the 50Ti(d,p)51Ti reaction; (f) primary γ-ray distribution from the 50Ti(d,p)51Ti reaction.

In Figs. 2 and 3, examples of individual primary γ-
ray spectra for a given excitation energy bin are shown.
These spectra are compared to the calculated primary
spectra using the ρ and T functions that are obtained
from the χ2 fit. Note that the individual spectra are
taken at specific excitation-energy bins as marked in the
panels, while the extracted functions are determined for
the whole range of excitation energies within the dashed
lines in Fig. 1c,f. Overall, the product ρ× T reproduces
the experimental spectra very well, although some data
points lie more than one standard deviation away from
the calculated spectra. However, it should be noted that
no attempts to include Porter-Thomas fluctuations [52]
have been made, and as 51Ti is a rather light nucleus
with an overall low level density, such fluctuations are
expected to be significant. Considering this fact, the
agreement appears to be satisfactory.

To determine the slope α, and the scaling A and B,
the usual approach has been to obtain these parame-
ters using three experimental quantities: the known low-
excitation-energy nuclear level density, the level density
at the neutron separation energy, ρ(Sn), and the average,
total radiative width, 〈Γγ〉 [22, 45]

In our case, the data were normalized based on quanti-
ties extracted from the existing level scheme of 51Ti, the
measured (γ,n) data on 50Ti, and (n,γ) data on neigh-

boring nuclei 46Sc and 54Cr. In the normalization proce-
dure, no assumption was made a priori on the value of
〈Γγ〉. ρ(Sn) was deduced using the known level scheme
of 51Ti. This situation mimics the one encountered when
extending the present method to more exotic isotopes
for which little complementary experimental information
exists. All known 51Ti levels from the National Nu-
clear Data Center [53] database were used to create a
cumulative distribution of levels as a function of excita-
tion energy. This distribution was fit with a constant
temperature model [54, 55] from zero to a variable up-
per excitation energy limit in line with the approach in
Refs. [28, 56]. As demonstrated in Ref. [54], the con-
stant temperature model is more appropriate for light
nuclei than the Fermi-gas model. Also, in recent years,
several authors have investigated the applicability of the
constant-temperature model for nuclei in various mass re-
gions; see, e.g., Refs. [57–63]. The best energy range was
0–3.5 MeV based on the quality of the fit to the cumu-
lative level distribution as determined by the respective
χ2 values leading to a temperature, T, of 1.23(7) MeV
and an energy shift, E0, of 0.0(2) MeV. Above ∼4 MeV,
the level scheme of 51Ti appears incomplete due to the
deteriorating match between the constant temperature
model and the cumulative level distribution taken from
known data. A χ2 fit to the non-cumulative level density
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FIG. 2. Comparison of experimental, primary spectra extracted from the β-decay data (black crosses) to the calculated ones
(light blue histogram) using the ρ and T functions obtained from the χ2 fit. The comparison is performed for individual
primary γ-ray spectra for a given ≈ 200-keV excitation-energy bin.
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FIG. 3. Same as Fig. 2 but for the 50Ti(d,p)51Ti reaction.

over a range from 0 to 3.5 MeV was also performed and
resulted in values of E0 = 0.0(2) and T = 1.3(1). Fur-
ther, the suggested values of E0 and T from RIPL3[29]
are 0.78(30) and 1.1(1), respectively. The values of E0

= 0 and T = 1.23 were used for the remainder of the
analysis.

The NLD for 51Ti was normalized to the cumulative
distribution of known levels up to 3.2 MeV for both the
(d,p) and β-decay data, taking into account the fact
that neither the (d,p) reaction nor β decay populates
all known states. The ground state of 51Sc is assigned
spin/parity (7/2−) in the NNDC database [53]. However,

from measured angular distributions of protons emitted
from the 48Ca(α, p)51Sc reaction [64], the 7/2− assign-
ment is indeed very convincing and we assume in the
following that this is correct. Thus, through allowed
(Gamow-Teller) β decay, the initial levels in 51Ti have
spin/parity 5/2−, 7/2−, 9/2−. Based on previous stud-
ies [53], levels with spin/parity 1/2−, 3/2−, 5/2−, 7/2−,
9/2+ are seen to be populated in the (d,p) and (d,pγ)
reactions, only considering levels with firm spin/parity
assignments. Within the excitation-energy range 0–3.2
MeV, β decay and the (d,p) reaction each populate a
subset of ≈ 73% of all observed levels. For the final levels
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reached by one γ-ray transition, assuming both E1 and
M1 transitions, ≈ 78% of all observed levels are reached.
Therefore, a reduction factor of ≈ 78% in the extracted
level density is taken for both the β-decay data and the
(d,p) reaction data. Since the reduction factor is based
on a small number of levels there could be an additional
uncertainty in the reduction factor as a function of exci-
tation energy. It should be noted that this factor is ex-
tracted for the β decay and (d,p) reaction independently
and if only the β-decay data were known, the β-decay
normalization would not be adversely impacted.

The upper normalization for the NLD was performed
by fitting the experimental data points to the obtained
CT level density in the Ex range 4.0-5.0 MeV and 3.7-3.9
MeV for the (d,p) data and beta-decay data, respectively
leading to a value for the level density at Sn of ρ(Sn) =
146 MeV−1, corresponding to a D0 = 140 keV. A spin
cutoff parameter of σJ(Sn) = 3.12(11) taken from Eq.
(16) in Ref. [65] was used in the level density calculation
at Sn to correct for the subset of levels populated by β
decay and the (d,p) reaction. It is assumed that σ2

J is a
linear function of Ex as discussed in Ref. [66]:

σ2
J(Ex) = σ2

d +
Ex − Ed
Sn − Ed

(σ2
J(Sn)− σ2

d). (8)

The quantity σd = 2.0 is determined from known discrete
levels [53] in the excitation energy region Ed = 1.7± 0.4
MeV, where the level scheme is considered complete. Dif-
ferent models for the spin cutoff parameter, σJ(Sn), leads
to values ranging from 2.8 [55] to 3.4 [67]. The chosen
value is in the middle of this range and the deviation has
a small impact compared to other sources of error and is
not considered further. Using the one-standard-deviation
variations on T and E0 in the constant temperature fit
of the cumulative level distribution leads to a range of
values for ρ(Sn) = 91 − 248 MeV−1 (±1σ), correspond-
ing to D0 = 225−82 keV. The resulting normalized level
density is shown in Fig. 4. The error bars include sta-
tistical errors, systematic errors from the unfolding and
the extraction of primary γ rays, and uncertainties in
the normalization procedure. The shaded band shows
the absolute-normalization uncertainty in the case of the
(d,p) data, demonstrating that this is the largest contri-
bution to the total uncertainty for the NLD at high exci-
tation energies. It is interesting to note that various eval-
uations recommend very different values for the D0 value
of 51Ti. Both the first and second version of the Refer-
ence Input Parameter Library, RIPL-1 and RIPL-2, give
D0 = 125(70) keV [28, 68], while the third version, RIPL-
3, recommends D0 = 24.9(16) keV [56]. In the most re-
cent Atlas of Neutron Resonances by Mughabghab [69],
there is no D0 value given, but from the list of resonances
there are only four ` = 0 resonances within an energy
window of ≈ 330 keV, giving support to the rather large
resonance spacing suggested in RIPL-1 and RIPL-2. We
also note that the RIPL-1 and RIPL-2 value is quite close
to our estimated value of D0 = 140 keV from our best fit
to the cumulative number of levels.
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FIG. 4. (Color online) Normalized nuclear level density of
51Ti from the (d,p) reaction (dark cyan squares) and β-decay
data (green diamonds). The bin widths are 200 keV/channel
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The solid-line histogram shows known, discrete levels, while
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error bars on the data points are due to statistical errors and
uncertainties from the unfolding and primary-γ ray extrac-
tion. The absolute-normalization uncertainties are included
in the error bars for the β-decay data. The systematic error
bars for the β-decay and (d,p) data are similar. The shell-
model level density is displayed as crosses.

The γSF was normalized to a simultaneous fit of the
known 50Ti(γ,n) data1 [70] and the γSF extracted from
the β-decay and (d,p) reaction data, in addition to the
summed E1 and M1 strength functions obtained from
(n,γ) reactions from RIPL-2 [28] for 46Sc and 54Cr (val-
ues are given in Tab. I). We used the following approach:
(i) keeping the NLD normalization giving ρ(Sn) = 146
MeV−1, a first, rough normalization was done by scal-
ing the (d,p) γ-strength function so that the highest-Eγ
data points roughly match the 46Sc and 54Cr data; (ii)
the γ-strength function extracted from the β-decay data
was scaled to the same absolute value as the (d,p) data
in the range Eγ ≈ 4 − 5 MeV; (iii) a phenomenological
model (see below) was fit simultaneously to the β-decay
and (d,p) data over the whole range of data points, as
well as to the 50Ti(γ,n) data and the 46Sc and 54Cr ex-
perimental strength functions. Steps (i)–(iii) were then

1 Note that (γ,n) data are a good proxy for the γSF only when
the neutron channel in the photoneutron data dominates.
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repeated (improved scaling factor of the (d,p) data, im-
proved scaling factor of the β-decay data, and perform-
ing a new fit) until a best fit was obtained as judged by
the χ2-square value. Then, to estimate strength-function
uncertainties both due to the NLD normalization uncer-
tainty and the uncertainty in the absolute scaling, we
repeated the fits for each individual NLD normalization
(low, middle, high) as well as for a low and high scaling
of the γ-strength function. The starting point for the low
scaling was the lower 1σ error of the 46Sc RIPL-2 data
point, while for the high scaling we used the upper 1σ
error (see Tab. I).

To apply photo-absorption data for normalization of
the γ-decay strength, we assume that the principle of
detailed balance holds [71] so that fup = fdown, as well
as the Brink-Axel hypothesis [48, 49], which implies that
the strength function is independent of the spin/parity
of the initial and final levels.

The fit function was composed of the sum of two
Generalized Lorentzian (GLo) functions for the E1
strength [72, 73]. The GLo model is given by

fGLo(Eγ , Tf ) =
1

3π2h̄2c2
σE1ΓE1× (9)[

EγΓ(Eγ , Tf )

(E2
γ − E2

E1)2 + E2
γΓ(Eγ , Tf )2

+ 0.7
Γ(Eγ = 0, Tf )

E3
E1

]
,

with

Γ(Eγ , Tf ) =
ΓE1

E2
E1

(E2
γ + 4π2T 2

f ). (10)

Here, the parameters ΓE1, EE1 and σE1 correspond to
the width, centroid energy, and peak cross section of the
giant dipole resonance (GDR). The final states following
γ-ray emission are assigned a constant nuclear temper-
ature Tf so that the Brink-Axel hypothesis is regained
[48, 49].

In addition, two standard Lorentzian (SLo) compo-
nents [48] were added to model the features at ∼14 MeV
and account for the resonance-like structure observed in
the (d,p) reaction data around Sn. The SLo model is

fSLo(Eγ) =
1

3π2h̄2c2
σSLoΓ2

SLoEγ
(E2

γ − E2
SLo)2 + Γ2

SLoE
2
γ

. (11)

Here, the parameters ΓSLO, ESLO and σSLO correspond
to the width, centroid energy, and peak cross section of
the respective features. The peak in the strength function
observed at Sn is assumed to be dominantly E1 in char-
acter. Changing the assumption to M1 being dominant
does not appreciably change the extracted cross section
above En ≈ 200 keV; however the average, total radia-
tive width at Sn, 〈Γγ〉, is reduced significantly to about
500 meV compared to a value of 1240 meV obtained as-
suming E1. The peak structure is clearly visible in the
matrices displayed in Fig. 1d-f as a peak at Ex ≈ Eγ ≈ 6
MeV, i.e. on the diagonal representing direct decay to
the 3/2− ground state. We note that strong M1 spin-
flip transitions have been observed via (p,p′) reactions

in very forward angles in this mass region [74, 75]. For
50Ti, there are M1 excitations with large cross section
at Ex ≈ 5.7, 6.4, 7.3, and 8.0 MeV, and strong spin-flip
M1 excitations between Ex ≈ 8.5−11.0 MeV, see Figs. 1
and 2 in Ref. [74]. Therefore, it could well be that our
phenomenological model fit in the region Eγ ≈ 7 − 12
MeV underestimates the true strength for 51Ti.

An upbend of the γSF is observed at low γ-ray ener-
gies similar to previous investigations in nearby Ti and
Fe isotopes [76–78]. To describe the γSF below Eγ =
4 MeV an exponential form fM1

upbend = C exp (−ηEγ) is
used and is assumed to be M1 in character based on shell
model studies of the Ti isotopes [79] and the shell model
calculations presented later. The total dipole-strength fit
function is given by

fL=1 = fE1
GLo1 + fE1

GLo2 + fE1
SLo1 + fE1

SLo2 + fM1
upbend, (12)

with parameters [EGLo1, EGLo2] = [18.1(1), 21.7(1)]
MeV; [σGLo1, σGLo2] = [72(1), 14(1)] mb;
[ΓGLo1,ΓGLo2] = [4.2(1), 1.7(2)] MeV; Tf = 0.0(16) MeV;
[ESLo1, ESLo2] = [6.4(2), 13.8(4)] MeV; [σSLo1, σSLo2] =
[1.5(5), 9(1)] mb; [ΓSLo1,ΓSLo2] = [1.3(3), 5(1)] MeV;
C = 2.2+1.8

−0.6 · 10−8 MeV−3; η = 1.0(2) MeV−1. Al-
together, 15 free parameters were used in the fit, and
they were fitted to all available data within the range
Eγ = 1.4− 25.0 MeV. We applied restrictions on the Tf
and the ΓSLo2 parameter, where Tf ∈ [0.0, 1.3] MeV and
ΓSLo2 ∈ [0.0, 5.0] MeV.

The resulting, normalized γ-ray strength function is
shown in Fig. 5. For the (d,p) data, the various contri-
butions to the total uncertainties are shown separately:
error bars on the data points display statistical errors
plus errors from unfolding and extraction of primary
γ rays, while uncertainties due to the NLD normaliza-
tion and the absolute scaling of the γ-ray strength are
shown as shaded bands. The error bars shown for the
β-decay data include statistical errors, systematic er-
rors from the unfolding and extraction of primary γ
rays, and systematic errors from the absolute normal-
ization. The photodissociation data from from Pywell
et al. [70] and the strength functions from the Refer-
ence Input Parameter Library (RIPL) version 2 [28] for
46Sc and 54Cr are also shown (Tab. I). Using our nor-
malization approach, we obtain an average, total radia-
tive width 〈Γγ0〉 ≈ 1240 meV for the middle normaliza-
tion (fully consistent with the RIPL-2 value of 1100(300)
meV [28]), a maximum of

〈
Γmax
γ0

〉
≈ 1960 meV and a

minimum of
〈
Γmin
γ0

〉
≈ 740 meV. These values are fully

compatible with 〈Γγ0〉 values in this mass region [29];
for example, (n,γ)49Ti gives 〈Γγ0〉 = 2300(140) meV,
(n,γ)47Ti gives 〈Γγ0〉 = 1400(400) meV, and (n,γ)50Ti
has 〈Γγ0〉 = 810(240) meV.

We note that in nuclei further from stability, the ab-
sence of any experimental E1 data near the separation
energy for the nucleus under study requires a different
approach for absolute normalization, such as reliance on
theoretical models or information from neighboring nu-
clei as was done recently done in the Ni region [16, 34].



8

TABLE I. Experimental E1 and M1 strength functions from
Ref. [28] used in the absolute normalization.

Nucleus Eγ E1 M1 E1 +M1

(MeV) 10−8(MeV−3) 10−8(MeV−3) 10−8(MeV−3)
46Sc 7.1 1.6(6) 1.2(6) 2.8(17)
54Cr 6.7 1.7(2) 0.59(6) 2.3(4)
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FIG. 5. (Color online) Normalized γ-ray strength function of
51Ti from the (d,p) and β-decay data. For the (d,p) data, the
uncertainties are broken down to the statistical plus system-
atic errors from unfolding and extraction of primary γ rays
(error bars on data points), uncertainties due to normaliza-
tion of ρ (dark, cyan band) and absolute-scaling uncertainties
(light, cyan band). The bin widths are 200 keV/channel for
the β-decay data and 195 keV/channel for the (d,p) data.
Also shown are the data from Pywell et al. [70] and strength
functions of 46Sc and 54Cr as evaluated by Kopecky in RIPL-
2 [28]. The fitted E1 and M1 components for the middle
normalization of both the NLD and γSF are shown as a solid
black line (E1), dashed black line (M1 upbend) and a solid,
thick blue line (E1 + M1). The dashed-dotted line, the dot-
ted line, and the thick dashed-dotted line show the E1, M1
and E1 + M1 contribution to the γSF obtained from shell-
model calculations in comparison with the data. The neutron
separation energy in 51Ti is 6.372 MeV [80].

IV. RESULTS AND DISCUSSION

To further investigate the suitability of the level-
density and γSF normalization, configuration-interaction
shell model calculations were performed using the
KSHELL code [81]. We applied the SDPF-MU interac-
tion [82], which comprises the full 2s1d and 2p1f shells,

and the interaction matrix elements for the latter are
based on GXPF1. With this model space, both parities
are available, and we calculated 100 levels for each spin
up to and including 15/2 for both parities. For this model
space, it was necessary to apply a 1h̄ω truncation, mean-
ing that we only allowed basis elements with at most one
particle-hole excitation over the sd-pf shell gap. With
this truncation, the m-scheme dimension was 2.6 × 106

for positive parity and 2.0× 108 for negative parity. The
shell-model level density is shown as crosses in Fig. 4 and
it is seen to agree very well with known, discrete levels
as well as the present data sets.

For the γSF extraction, the M1 component was calcu-
lated using the GXPF1a interaction [83], which comprises
the full 2p1f shell. No truncation was applied for the cal-
culation, bringing the m-scheme dimension to 2.6× 106.
One hundred levels for each spin up to and including 29/2
were calculated. All possible M1 transitions between lev-
els were determined and included in the extraction of the
γSF. The γSF was extracted from the calculations using
the relation

fX1(Eγ , Ei, Ji, πi) = aX1〈BX1〉(Eγ , Ei, Ji, πi)ρ(Ei, Ji, πi),

where aM1 = 11.5473× 10−9 µ−2N MeV−2, aE1 = 1.047×
10−6 e−2 fm−2 MeV−2, and ρ(Ei, Ji, πi) and 〈B(X1)〉 are
the partial level density and the average reduced transi-
tion strength, respectively, of states with the given ex-
citation energy, spin and parity. Using the generalized
Brink-Axel hypothesis, fXL(Eγ , Ei, Ji, πi) ≈ fXL(Eγ).
Hence fX1(Eγ) was obtained by averaging over Ei, Ji and
πi where only Ei, Ji, πi states where fM1 is allowed are
included in the average.

The E1 component was calculated with the SDPF-MU
interaction [82] which required the inclusion of the next
major shell to achieve the parity change between initial
and final states. All E1 transitions between all levels
were determined and included in the γSF extraction. The
Lawson method [84] with a β parameter of 20 MeV was
used to avoid spurious center-of-mass states [85–88]. The
result is shown as the dashed-dotted (E1) and dotted
(M1) lines in Fig. 5.

The shell-model calculations clearly support an asser-
tion of M1 character for the low-energy upbend, in accor-
dance with other recent shell-model work [89–93]. In the
case of 56,57Fe, there is experimental evidence that the
upbend is dominated by dipole transitions [46, 94]. Also,
a recent paper by Jones et al. presenting Compton polar-
ization measurements of transitions in the upbend region
of 56Fe, demonstrate a small bias towards M1 transitions
being dominant [47]. Assuming magnetic character of the
low-energy increase is also consistent with a new study
by Krtička et al. [95] of neutron-resonance data for a wide
range of nuclei measured with the DANCE detector.

We observe that the shell-model calculations reproduce
excellently the overall shape of the γ-ray strength func-
tion data. The absolute value of the shell-model calcula-
tions is at the lower end of the estimated error bars. It
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should be emphasized that the two widely different exper-
imental techniques and population mechanisms, β decay
and (d,p) reactions, provide equivalent NLDs and γSFs
when analyzed and normalized in a consistent manner.

The extracted NLD and γSF from both the (d,p)
data and the β-decay data are applied as input to the
Hauser-Feshbach code TALYS-1.9 [96, 97] to constrain
the 50Ti(n,γ)51Ti rate provided in Fig. 6. More specifi-
cally, for the NLD, we used the first 14 known, discrete
levels of 51Ti up to Ex = 3.2 MeV, and above that energy
we used the constant-temperature model with parame-
ters as described in Sec. III corresponding to the low,
middle, and high normalizations (ρ(Sn) = 91, 146, 248
MeV−1). Furthermore, for the γSF, we created tabu-
lated values of the fit function given in Eq. (12) for all
the various normalization options and used those as input
to TALYS.

Although the NLD and γSF impact most the calcu-
lated (n,γ) cross section, other parameters contribute
to the uncertainty as well. Therefore, both the op-
tical model of Jeukenne-Lejeune-Mahaux (JLM) type
[98] and the phenomenological potential from Ref. [99]
were tested and their (small) variation in the pre-
dicted cross section are included in the estimated uncer-
tainty band. Moreover, two approaches for calculating
width fluctuations are considered: the usual Moldauer
expression [100, 101] and the Hofmann-Richert-Tepel-
Weidenmüller model [102–104]. In addition, a possi-
ble direct-capture contribution is estimated by using the
prescription of Ref. [105]. To estimate one-standard-
deviation errors, we calculated the (n,γ) cross section
varying each uncertainty parameter one at a time and
derived the deviation relative to the recommended (mid-
dle) normalization. For each incoming neutron energy
En in the calculation energy grid, the upper uncertainty
δerr,high of the data-constrained cross section σrec is cal-
culated as

δ2err,high = σ2
rec

[(
σwf − σrec

σrec

)2

+

(
σnOMP − σrec

σrec

)2

+

(
σNLDup − σrec

σrec

)2

+

(
σγSFup − σrec

σrec

)2

+

(
σDC − σrec

σrec

)2
]
.

Here, σrec represents the recommended cross section us-
ing the middle normalization of the NLD and γSF, the
default optical potential of Ref. [99], and the default
Moldauer expression for the width-fluctuation correction.
Furthermore, σwf is obtained by using the Hofmann-
Richert-Tepel-Weidenmüller model for the width fluc-
tuation correction, and σnOMP using the JLM neutron
optical-model potential. Finally, σNLDup is calculated us-
ing the upper NLD normalization, σγSFup with the upper
γSF normalization, and σDC is calculated by including
the direct-capture contribution. Similarly, the lower un-

FIG. 6. Experimental 50Ti (n,γ) 51Ti cross section taken from
Refs. [106–109], shown by the points, compared to the cross
section constrained using the β decay of 51Sc and from the
50Ti(d,p)51Ti reaction data as input into a TALYS calcula-
tion. The blue-shaded error band shows the one-standard de-
viation on the cross section, including uncertainties from the
width-fluctuation model, the two different n-OMPs and the
direct capture contribution (only in the upper one-σ limit).
The gray band shows the maximum and minimum TALYS
predictions varying the input models for the level density,
γSF and neutron optical model. The different NLD models
were not normalized to D0 in the TALYS calculations.

certainty δerr,low is estimated by

δ2err,low = σ2
rec

[(
σwf − σrec

σrec

)2

+

(
σnOMP − σrec

σrec

)2

+

(
σNLDlow − σrec

σrec

)2

+

(
σγSFlow − σrec

σrec

)2
]
.

Note that we have not included the direct-capture con-
tribution here, as this term will only provide an increase
in the cross section and not a reduction. Further, as the
NLD and γSF normalizations are also not symmetric, it
was necessary to estimate the lower and upper uncertain-
ties separately.

The experimentally-constrained cross section is com-
pared to existing experimental data [107–109] and a
NON-SMOKER calculation [110, 111]. For such a light-
mass nucleus with a relatively low level density, the com-
parison between the previously measured values and the
present cross section is reasonable. There appears to be
some resonance-like behavior in the experimentally mea-
sured capture cross section at lower energies which is not
captured in the present measurement since the treatment
of the NLD and γSF within TALYS will lead to an aver-
age cross section. Above En ≈ 0.6 MeV, the agreement
is excellent.

The uncertainty in the cross section extracted for the
50Ti neutron capture cross section is roughly a factor of
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two. For the neutron-energy range En ' 0.6 − 2 MeV,
where the Hauser-Feshbach model is considered appli-
cable for this light target nucleus, our experimentally-
guided calculations present a significant improvement
compared to the TALYS predictions for which all input
models are varied. As an example of the applicability
of such neutron capture rates, astrophysical sensitivity
studies [17, 112] have called for determining neutron cap-
ture rates of short-lived isotopes with errors less than
an order of magnitude and this appears achievable with
the β-Oslo technique. Current r-process simulations for
a neutron-star merger scenario indicate temperatures of
the range ∼ 0.1−10 GK [9, 10], corresponding to neutron
energies of ∼ 0.01−1 MeV. For these energies, especially
for neutron captures taking place at freeze-out, most nu-
clei in the r-process reaction network would have suffi-
ciently high neutron separation energies, and thus high
level densities, so that the Hauser-Feshbach treatment
applies [113].

V. SUMMARY AND CONCLUSIONS

In summary, the NLD and γSF function of 51Ti have
been independently determined following the β decay of
51Sc and the (d,p) reaction on 50Ti and are in excellent
agreement. The neutron capture cross section of 50Ti was
constrained based on the measured NLD and γSF and
compared to previously measured direct neutron capture
data. For incoming neutrons above ≈ 0.6 MeV, the close
match between the β-Oslo and Oslo methods with the
direct measurements validates the newly developed β-

Oslo method for the determination of neutron capture
cross sections. Hence, the β-Oslo method provides a new
tool for the extraction of neutron capture cross sections
far from stability that are difficult to obtain otherwise.
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F. Käppeler, U. Abbondanno, G. Aerts, H. Álvarez-Pol,
F. Alvarez-Velarde, S. Andriamonje, J. Andrzejewski,
P. Assimakopoulos, L. Audouin, G. Badurek, P. Bau-
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Koning, Phys. Rev. C 88, 015805 (2013).

[31] T. G. Tornyi, M. Guttormsen, T. K. Eriksen, A. Görgen,
F. Giacoppo, T. W. Hagen, A. Krasznahorkay, A. C.
Larsen, T. Renstrøm, S. J. Rose, S. Siem, and G. M.
Tveten, Phys. Rev. C 89, 044323 (2014).

[32] T. A. Laplace, F. Zeiser, M. Guttormsen, A. C. Larsen,
D. L. Bleuel, L. A. Bernstein, B. L. Goldblum, S. Siem,
F. L. B. Garotte, J. A. Brown, L. C. Campo, T. K.
Eriksen, F. Giacoppo, A. Görgen, K. Hadyńska-Klȩk,
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