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In addition to spin, electrons in many Dirac materials possess an additional pseudo-spin degree
of freedom known as ‘valley’. In materials where the spin and valley degrees of freedom are weakly
coupled, they can be both excited and controlled independently. In this work, we study a model
describing the interplay of the spin and valley Hall effects in such two-dimensional materials. We
demonstrate the emergence of an additional longitudinal neutral current that is both spin and
valley polarized. The additional neutral current allows to control the spin density by tuning the
magnitude of the valley Hall effect. In addition, the interplay of the two effects can suppress the
Hanle oscillation, that is, the oscillation of the nonlocal resistance of a Hall bar device with in-plane
magnetic field. The latter observation provides a possible explanation for the absence of the Hanle
oscillation in a number of recent experiments. Our work also opens the possibility to engineer the
conversion between the valley and spin degrees of freedom in two-dimensional materials.

I. INTRODUCTION:

Spin-orbitronics 1–5 and valleytronics 6–9 aim at ma-
nipulating internal degrees of freedom of Bloch elec-
trons, which can have applications in low-energy con-
sumption electronics and quantum computation. Some
two-dimensional (2D) materials such as transition metal
dichalcogenides (TMD) 10,11 are known to exhibit
large spin-orbit coupling (SOC), whilst for others like
graphene, it has been predicted that SOC can be en-
hanced by means of decoration with various types of
absorbates12–15 or by proximity to a substrate such as
a TMD material16–19. Both intrinsic and extrinsic SOC
can lead to the spin Hall effect (SHE), i.e. the genera-
tion of a spin current perpendicular to the applied electric
field.
In many 2D materials Bloch electrons are endowed

with an additional pseudo-spin degree of freedom known
as ‘valley’. The latter is related to the existence of in-
dependent high symmetry points in the Brillouin zone
where the band structure exhibits degenerate Dirac
points or extrema20–23. Analogous to the SHE, these sys-
tems are capable of exhibiting the so-called valley Hall
effect (VHE)24–27, i.e. the appearance of a transverse
valley-polarized bulk current in response to the appli-
cation of an external electric field. Indeed, symmetry
considerations imply that spin and valley are coupled
in materials with broken spin-rotation and/or inversion
symmetry. As such, 2D materials and van der Walls het-
erostructures have emerged as some of the most promis-
ing platforms to investigate this interesting interplay of
spintronics and valleytronics. While spin and valley cur-
rents are electrically neutral, both currents carry angu-
lar momentum. In pristine graphene where SOC is neg-
ligible, valley current carries orbital angular momentum

FIG. 1. (a) Sketch of a Hall-bar device used for measuring
the nonlocal resistance Rnl: A current I is injected on one
side and a (non local) voltage Vnl is detected in the oppo-
site side. The nonlocal resistance is defined as Rnl ≡ Vnl/I .
In this work, we assume that the spin and valley Hall effect
coexist in the device. (b) Sketch of the four types of current
response described by our model. Unlike the longitudinal elec-
tric (charge) current (Jc), the transverse spin (Js) and valley
(Jv) currents and the longitudinal spin-valley (Jsv) current
are all electrical neutral and therefore cannot be detected by
all electrical means. In the absence of SHE (VHE), ωvτ (ωsτ )
determines the conversion rate from Jc to Jv (Js). However,
when both SHE and VHE are present, Jsv mediates a cou-
pling between Js and Jv , which has important consequences
for the spin-diffusion as shown on the spin density of Fig. 2(a).

while spin current carries spin angular momentum. In the
opposite limit, in TMDs, for which the spin-momentum
locking SOC is strong, there is often no distinction be-
tween the two.

Being electrically neutral, direct detection of spin and
valley currents is not possible and their existence must
be inferred by indirect means such as nonlocal transport
measurements performed on a Hall bar device as depicted
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in Fig. 1(a). In this setup, spin/valley currents are gen-
erated by driving an electric current between the two op-
posite right hand side contacts of the device. The neutral
(spin/valley) currents diffuse in the transverse direction
to the applied electric current (field), leading to a charge
accumulation and a nonlocal voltage on the left hand side
of the device. The nonlocal resistance (NLR) is defined
as the ratio of the nonlocal voltage, Vnl to the exter-
nal current applied to the device, I. Using this setup,
the VHE has been experimentally observed in devices
made by depositing monolayer graphene on hexagonal
boron nitride (hBN)25, bilayer graphene in a perpendic-
ular displacement field28, as well as optically pumped
TMDs29–32. Likewise, the SHE has been experimentally
observed in graphene decorated with absorbates33–36 and
graphene-TMDs heterostructures37–39.
In connection to the observation of the SHE, the Hanle

oscillation (HO), i.e. the modulation of the NLR as a
function of an in-plane magnetic field is considered to be
the hallmark of the existence of spin currents33,34,40,41.
However, the absence of HO in some experiments in
which a large enhancement of the NLR was observed42–44

hints at the existence of additional contributions to the
NLR that are insensitive to the magnetic field. One can-
didate that can contribute to the NLR is a valley current,
which, as we have shown elsewhere27, can arise from a
modest amount of nonuniform strain present in the Hall
bar device.
Previous theoretical studies of nonlocal transport have

focused either on the VHE26,27,45 or the SHE40,41. Build-
ing upon and largely extending earlier work, here we
study the interplay between the two effects. In connec-
tion to the experiments described above, we show that
this interplay can have nontrivial consequences for the
spin transport in 2D materials. For instance, we find
that spin density along the Hall bar can be modulated by
the coupling between spin and valley currents, which can
be controlled by the application of a nonuniform strain
to the device27. This provides an exciting link between
spintronics and straintronics46–49. In addition, we find
that the HO can be strongly suppressed by the inter-
play with the VHE, and even absent under some circum-
stances. This finding can reconcile the apparently con-
tradictory experimental results of various groups43,44,50,
some of which have observed a large enhancement of the
NLR but failed to observe the HO43,44. Thus, the study
reported here can be useful in guiding future studies of
nonlocal transport in graphene, TMDs, and other 2D
materials.

II. THEORY

We shall work in the diffusive regime where kF ℓ ≫ 1,
kF being the Fermi momentum of the electrons and ℓ
the elastic mean-free path. This is the relevant regime
to the devices that are experimentally studied (e.g.
Refs.33,34,43,44,50). In this regime, the transport of spin

and valley degrees of freedom can be described by a set of
drift-diffusion equations. In the steady state, the equa-
tions take the following generic structure:

D∂iN
µ − σDEµ

i = [−δµν δij + (RH)
µ
ν ǫij ] J

ν
j . (1)

Here, we have used the convention that repeated in-
dices are summed over. The Latin indices correspond
to the spatial component of the current, or field, i.e.
{i, j} ∈ {x, y} and ǫij is the antisymmetric 2D Levi-
Civita tensor. The Greek indices of the currents, Jµ, and
densities, Nµ, take values from the set {c, sv, v, s}. The
latter stand for charge (c), spin-valley (sv), valley (v),
and spin (s) current (density) respectively. Assuming
that the spin splitting energy is much smaller than τ−1,
where τ is the elastic scattering time, we have derived
the above set of drift-diffusion equations from a quan-
tum Boltzmann equation (see Appendix B for details).
In this derivation, due to the co-existence of the valley
and spin Hall effects, the spin-valley current Jsv and den-
sity Nsv appear naturally as hydrodynamic modes that
must be treated on equal footing to the spin and valley
currents. As it results from this derivation of Eq. (1), the
coefficients σD = ne2τ/m and D = v2F /2 take the same
value for all (charge, spin, and spin-charge) currents. It
is expected that, for instance, Coulomb interaction (i.e.
Fermi-liquid) effects [see e.g. Ref.51] can renormalize the
coefficients D and σD such that they become different for
charge, spin, valley, and spin-valley currents. We have
neglected such renormalization effects and therefore we
end up with the same coefficients σD and D. Our the-
ory can be easily extended to account for this kind of
renormalization. However, such a study lies beyond the
scope of the present work. Furthermore, even at the phe-
nomenological level, accounting for the different values
of D and σD will unnecessarily increase complexity the
model.
The left hand side of Eq. (1) contains the driving terms

that result from spatial non-uniformity of the densities
∝ ∂iN

µ and the generalized electric fields ∝ Eµ
i (to de-

scribe real devices, we shall set Eµ
i = 0 for all µ 6= c).

The right hand side of Eq. (1) describes the effective
Lorentz forces as well as current relaxation. The Drude
conductivity is σD = ne2τ/m and the diffusion constant
is D = v2F τ/2. Next, we introduce the coupling be-
tween different currents via the Hall resistivity matrix
RH which describes both SHE and VHE. The latter cou-
ples the charge (c, 1st row) and spin-valley currents (sv,
2nd row) to valley (v, 3rd row) and spin (s, 4th row)
currents:

RH =






0 0 ωvτ ωsτ
0 0 ωsτ ωvτ

ωvτ ωsτ 0 0
ωsτ ωvτ 0 0






c
sv
v
s

(2)

The SHE (VHE) can be regarded as emerging from an ef-
fective spin (valley) dependent Lorentz force27,29,52,53. In
RH , the magnitude of such forces are parameterized by
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the “cyclotron” frequencies ωs and ωv, for spin and valley,
respectively. These forces can have their origin in intrin-
sic or extrinsic SOC for the SHE2, and in nonuniform
strain27 or skew scattering with impurities in gapped
(monolayer/bilayer) graphene (valley)54,55. In the latter
case, we neglect intrinsic Berry-curvature contributions
to the valley current, as they are subdominant in the
limit where impurities are dilute55. Note that when the
valley and spin Hall effects coexist, the effective Lorentz
force driving the VHE (SHE) current will act on the spin
(valley) current. This is described by the additional en-
tries in the RH which are not present when only the SHE
or the VHE exist in the material (see Fig. 1(b)).
In order to describe spin-valley transport with the

above equations, we invert the resistivity matrix RH in
the right hand side of Eq. (1) and solve for the currents
Jµ
i :

Jµ
i = − (Dij)

µ
ν ∂jN

ν + (σij)
µ
ν E

ν
j . (3)

Note that the diffusion matrix is a rank-2 tensor in the
Latin indices i, j, and therefore it can be split into a sym-
metric (∝ δij) and antisymmetric (∝ ǫij) part according
to Dij = D0δij +DHǫij , where

D0 = Dr






1 η 0 0
η 1 0 0
0 0 1 η
0 0 η 1




 , (4)

DH = Dr






0 0 θv θs
0 0 θs θv
θv θs 0 0
θs θv 0 0




 , (5)

Dr = D 1 + (ωvτ)
2 + (ωsτ)

2

[1 + (ωvτ)2 + (ωsτ)2]2 − 4ωsωvτ2
. (6)

Similarly, a decomposition of conductivity matrix as
σij = σ0δij + σHǫij can be obtained by replacing in
the above expressions the diffusion constant D with the
Drude conductivity σD. Note that the diffusion equa-
tion (3) involves an off-diagonal diffusion coefficient (cf.
Eqs. 4 to 6) and conductivity, which reduces to the well
known limits. Thus, it yields the spin diffusion equa-
tions for a 2D electron gas53,56 when the second and third
rows and columns of the diffusion matrixD vanish. How-
ever, when the entries of the second and fourth rows and
columns of D vanish, Eq. (3) describes the diffusion of
valley polarization.
In order to understand some of the physical conse-

quences of the coupling of spin and valley Hall effect de-
scribed by the above equations, let us first solve Eq. (3) in
the spatial uniform case where ∂jN

µ = 0. The ratios of
the induced current (spin-valley Jsv, valley Jv, spin cur-
rent Js) over charge current Jc are the figures of merit
for the various effects and they are denoted respectively
as η, θs, θv; in particular, θs and θv are the spin Hall and

valley Hall angles; η describes the conversion efficiency
of the electric current to the spin-valley current, and it
is given by the following expression:

η = − 2 (ωvτ) (ωsτ)

1 + (ωvτ)2 + (ωsτ)2
. (7)

Note that η is proportional to the product of ωvτ and
ωcτ , as therefore it is nonvanishing provided both SHE
and VHE coexist. As shown in Fig. 1(b), the generation
of the spin-valley current is a two-stage process requiring
the generation of a spin (valley) current from driving elec-
tric current via the SHE (VHE). The resulting transverse
current is then again deflected by the effective Lorentz
force that causes the VHE (SHE) resulting in a longitu-

dinal spin-valley current. The factor of two in Eq. (7)
stems from the two possible routes by which this spin-
valley conversion can take place: charge to spin to spin-
valley and charge to valley to spin-valley (see Fig. 1(b)).
Furthermore, due to the spin-valley interplay, the val-

ley (θv) and spin Hall (θs) angles are modified as follows:

θv =
1 + (ωvτ)

2 − (ωsτ)
2

1 + (ωvτ)2 + (ωsτ)2
ωvτ, (8)

θs =
1 + (ωsτ)

2 − (ωvτ)
2

1 + (ωvτ)2 + (ωsτ)2
ωsτ. (9)

As expected, the spin (valley) Hall angle reduces to
the familiar form θs = ωsτ (θv = ωvτ) only when
η ∝ ωsωv = 0. However, in general θs (θv) deviates
from their “bare” values due to the interplay of the spin
and valley Hall effects. In typical spintronic materials,
ωsτ ≪ 12. However, nonuniform strain in graphene 27,
for instance, can yield large values of the (bare) Hall an-

gles for which |ωvτ | ∼ 1. In this case, |θs| ∼ |ωsτ |3 ≪ 1
implying that the spin current will be strongly suppressed
(see discussion in the following section).

III. CONTROL OF SPIN DIFFUSION BY

MEANS OF STRAIN

Next, we study the consequences of the interplay be-
tween spin and valley Hall effects for the spin transport
in experimentally relevant devices. We first derive the
drift-diffusion equations by supplementing Eq. (1) with
the steady-state continuity equations for the currents, i.e.
∂iJ

µ
i = −δµν (τ

ν)−1Nν , where the limit τµ → +∞ for
µ = c must be taken since the electric current is strictly
conserved. Hence,

[

(D0)
µ
ν ∇2 − δµν

τν

]

Nν = Sµ. (10)

In the above equations, τν are the relaxation times of
the various currents.57 We have also assumed that spin-
charge conversion mechanisms like the Edelstein effect or
the direct magneto-electric coupling40,56 can be neglected
in a first approximation. Sµ is a source term given by

Sµ = ǫij
[
−∂i (DH)

µ
ν ∂jN

ν + ∂i (σH)
µ
ν E

ν
j

]
. (11)
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FIG. 2. (Color online) (a) Spin polarization, Ns(x) at x = 2µm for a Hall bar device of width w = 0.5µm versus ωvτ ,
which is controlled by the non-uniform strain applied to the device (τ is mean elastic collision time). The red dotted line is
plotted by artificially setting the coupling η that controls the interplay of spin and valley to zero. Notice that ignoring the
interplay when solving the diffusion equations (cf. Eq. 12) results in a substantial difference in the value of the spin-density
diffusing along a Hall bar device. The inset shows the spin Hall angle θs from Eq. (9) normalized to ωsτ ≃ −0.12. Notice
that a modest nonuniform strain can lead to a large valley Hall effect27, ωvτ (& 1). ωvτ = 1 can be induced by e.g. applying
a nonuniform (uniaxial) strain of 2.0% to a ribbon of width w = 0.50µm. Panels (b) and (c) show the nonlocal resistance
Rnl(x,H) (normalized to Rnl(x,H = 0)) plotted versus the in plane magnetic field H for two different values of the ratio of the
valley to spin diffusion lengths: (b) for ℓv = ℓs and (c) for ℓv = 2ℓs. Parameters: ℓs = 0.53 µm, x = 2.00µm and y = 0.25 µm.

Note that Sµ vanishes in the bulk of the Hall bar de-
vice, and it is only nonzero wherever DH and σH are
discontinuous, i.e. at the boundary. Thus, away from
the boundaries, DH and σH become constant and Eq.
(10) can be written as follows:

∇2Nµ −Mµ
νN

ν = 0, (12)

where

Mµ
ν =

1

1− η2

[
ℓ−2
v −ηℓ−2

s

−ηℓ−2
v ℓ−2

s

]
v
s
. (13)

Only spin and valley densities are considered in the
above equations because they are the only responses
in the transverse direction to the applied electric field.
In this expression, ℓv =

√
Drτv (ℓs =

√
Drτs) is val-

ley (spin) relaxation length and Dr is the (renormal-
ized) diffusion constant (cf. Eq. 6). Note that the
off-diagonal terms proportional to η mix the spin and
valley densities. Eq. (12) is solved by first finding the
eigenvalues and eigenvectors of the diffusion matrix, i.e.
Mµ

ν |êνa〉 = L−2
a |êµa〉, where La (a = 1, 2) corresponds to

the diffusion length of the eigenvector |êµa〉.
In order to illustrate the properties of the solution

to the above diffusion equations, we consider a non-
uniformly strained graphene device decorated with ab-
sorbates that locally induce SOC. As mentioned above,
this system can be relevant to the experiments reported
in Refs.43,44. In the long wave-length limit, the effect of
nonuniform strain can be described by a out-of-plane (or-
bital) pseudo-magnetic field, which takes opposite signs
at opposite valleys27,46,47. In earlier work, we have shown

that modest amounts of nonuniform strain can lead to a
sizable VHE27. In addition, skew scattering with the
absorbates induces the SHE33,53,58,59. Thus, in this sys-
tem both VHE and SHE coexist and the spin and valley
transport is described by Eq. (12), whose solution we
shall analyze in what follows.
For the sake the simplicity, we take the Hall bar to

be an infinitely long conducting channel of width w26,41.
The solution of the coupled diffusion equations is sim-
plified by setting N c(r) = 0, which results from assum-
ing the complete screening of the electric field inside the
metal. Thus, the electrostatic potential Φ (r) obeys the
Laplace equation, i.e. ∇2Φ (r) = 0. Using the appropri-
ate boundary conditions26,27, the valley and spin densi-
ties, at the edge (y = ±w/2), are given by the following
expression:

Nµ(x) =
iI

Dr

∑

ν,b

ê
µ
b (ê

−1)bνθν

∫ ∞

−∞

dk

2πk

eikxFb (k)

1 +
∑

a
Θ2

aFa (k)
,

Fa(k) =
k tanh(kw/2)

κa tanh(κaw/2)
, (14)

with a, b = (1, 2); µ = v, s correspond to valley and

spin densities, respectively. κa =
√

k2 + L−2
a and Θ2

a =
[êµaθµ] [(ê

−1)νaθν ].
Using the above solution, we show in what follows that

the spin polarization diffusing in the Hall bar can be
controlled by the application of nonuniform strain. In
Fig. 2(a), we plot the spin polarization Ns(x, y) (tak-
ing x = 2µm and y = 0.25µm) as a function of the
ωvτ , which is determined by the strength of the pseudo-
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magnetic field induced by the nonuniform strength ap-
plied to device27. Interestingly, the spin polarization does
not vanish even when the strain is tuned to make the
effective spin Hall angle (cf. Eq. (9)) θs = 0 (see red
circle in the inset of Fig. 2(a)). This is a dramatic conse-
quence of the coupling between the SHE and VHE, whose
strength is measured by η (cf. Eq. (7)). Due to this cou-
pling, the valley density accumulation induced by VHE
can be converted to spin density. Note that if we solve
the diffusion equations by ignoring the spin-valley cou-
pling (i.e. by artificially setting the parameter η = 0 in
Eq. 14) the behavior of the spin polarization (red line in
Fig. 2(a)) would be very different.

IV. HANLE OSCILLATION

Finally, we show that the interplay between the SHE
and VHE can lead to the suppression of the Hanle os-
cillation (HO). As mentioned above, the quantity of ex-
perimental interest is the NLR of the Hall bar measured
at distance x from the current injection point. The HO
results in the appearance of an oscillatory component in
the NLR as a function of the external magnetic field H
applied in the plane of the device. The oscillation is the
result of the precession of the electron spins in the exter-
nal magnetic field H .
By solving the coupled diffusion and Laplace equa-

tions, the NLR can be obtained from:

Rnl (x,H) =
1

I

[

Φ
(

x,−w

2
, H

)

− Φ
(

x,
w

2
, H

)]

(15)

where Φ(x, y,H) is the electrostatic potential for an in-
plane magnetic field H . In the absence of both SHE
and VHE, the NLR is given by the van der Paw law:
R0

nl ≃ 4
πσc e

−|x|/L0 , for |x| ≫ L0 = w/π. However, ex-

perimentally it is found33,34,40,43 that the NLR is greatly
enhanced with respect to the Ohmic signal. When the
spin-diffusion length ℓs is shorter than the valley-diffusion
length, ℓv, a suppression of the HO is expected. This
is because the valley currents, which diffuse much far-
ther and therefore will yield the dominant contribution
to Rnl(x,H), are completely insensitive to the in-plane
magnetic field. Strikingly, we find that for ℓv and ℓs take
comparable values, the HO can be suppressed by a mod-
erate amount of nonuniform strain present in the device.
In order to compute Rnl(x,H) we add to the diffusion

equations (10), a Zeeman term, which induces preces-
sion. A magnetic field H ∝ ŷ converts the out-of-plane
spin polarization, Ns(x), into an in-plane spin polariza-
tion (along the x-direction). Since the nonlocal voltage
is determined by the magnitude of Ns(x) at the loca-
tion the voltage probes (see Appendix C), this results
in the NLR developing an oscillatory component. When
the SHE and VHE coexist, describing precession requires
that we account for the diffusion of the components of the
spin and spin-valley densities in the plane perpendicular
to H . The solution of the resulting diffusion equations

becomes more involved and the details are provided in
the Appendix D. Here we focus on the discussion of the
result for the NLR, which is shown in Fig. 2(b,c). The
origin of the suppression described below can be traced
back to the solution of the drift-diffusion equations. We
find there are multiple diffusion eigenmodes which do not
have a pure spin or valley character (i.e. they are mixed).
The eigenmodes also possess different (complex) diffusion
eigenlengths and thus yield different contributions to the
nonlocal resistance in response to the precession induced
by the applied magnetic field.

In Fig. 2(b), the NLR versus the applied magnetic field
H has been plotted for ℓv = ℓs. Setting ωvτ = 0, we re-
cover the result obtained by Abanin et al.41, showing the
characteristic oscillatory component in Rnl(x,H) associ-
ated with the HO. As the nonuniform strain (i.e. ωvτ)
in the Hall bar increases, the amplitude of the oscilla-
tory component in the NLR is suppressed and almost
disappears for ωvτ ∼ 0.5, which, for typical experimen-
tal parameters43, corresponds to a nonuniform (uniaxial)
strain of ≈ 1% applied to a Hall bar 0.5 µm wide. For
larger valley diffusion length (ℓv = 2ℓs), the suppression
of the HO becomes even more obvious and happens for
smaller amount of strain, as shown in Fig. 2(c). In the
Appendix D we show that the suppression of the HO is
not affected by charging the carrier density or sign. No-
tice that small to moderate amounts of nonuniform strain
could be unintentionally introduced during the process of
device fabrication. Thus, our findings are relevant for the
interpretation of some of the nonlocal transport measure-
ments in graphene decorated with hydrogen44 and gold
adatoms43, where a large enhancement of the NLR was
detected without HO.

Before concluding, it is worth commenting on other
possible causes for the suppression of the HO. Indeed,
suppression of the effect may also arise from a sizable
spin-valley locking such as the one present in the band
structure of TMDs60. Effectively, this type of spin-valley
locking can be described as a Zeeman coupling to an out-
of-plane magnetic field which takes opposite signs at op-
posite valleys. However, in graphene devices, such type
of spin-valley would require breaking the sub lattice sym-
metry, which can be induced by either the substrate or
the absorbates decorating the device. However, such a
strong sublattice symmetry breaking was not experimen-
tally observed43. The strong spin-valley coupling result-
ing from the spin-orbit coupling in TMDs will substan-
tially modify the present theory. In particular, we can
expect that the spin and valley currents will no longer be
independent due to the large spin-orbit splitting, which
effectively locks the valley and spin degrees of freedom.
This also means that the spin-valley current will become
irrelevant in such a theory.
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V. SUMMARY AND OUTLOOK

We have explored a number of physical consequences
of a simple models describing the coexistence of spin and
valley Hall effects in two-dimensional materials: We have
shown the latter leads to the emergence of neutral longi-
tudinal spin and valley polarized current. Furthermore,
we have shown the spin polarization diffusing in the ma-
terial can be controlled by means of nonuniform strain.
Finally, we have shown the Hanle effect in response to an
in-plane magnetic field can be strongly suppressed due to
the competition of the two effects. We believe the sup-
pression of the Hanle effect noticed here will shed light
on experimental controversies concerning the origin of the
enhancement of the nonlocal resistance in various types of
graphene devices 33,34,43,44,50. The theory presented here
can also be extended in various other directions, such as
accounting for other spin-charge conversion mechanisms
beyond the SHE (such as the inverse spin-galvanic ef-
fect) and a weak spin-valley (Zeeman) coupling, which
is present in hybrid graphene-TMD structures. Both ef-
fects are expected to be important when spatial inversion
symmetry is broken.
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Appendix A: Kinetic theory

1. Boltzmann equation

In this subsection, we introduce a quantum Boltzmann
equation (QBE) capable of describing a system in which
both spin (SHE) and valley Hall (VHE) effects co-exist:

ṅk + vk · ∇rnk + F k · ∇knk + iωL [nk, s ·m] = Ir [nk] .
(A1)

In the above expression, the function nk is the density-
matrix distribution function of the carriers (electrons or
holes) in the Bloch state characterized by (crystal) mo-
mentum k. Thus, it is a 4×4 matrix in spin-valley space.
The force F driving the carrier motion can be split into
three terms:

F k = F l
k + F s

k + F v
k, (A2)

where

F l
k = FE

k + FB
k ≡ eE + evk ×B, (A3)

F s
k = evk × (ŝzBs), (A4)

F v
k = evk × (τ̂zBv). (A5)

The F l
k is the electromagnetic Lorentz force due to exter-

nal (in-plane) electric and (out-of-plane) magnetic fields

(E ⊥ ẑ and B ‖ ẑ, respectively). While F
s/v
k are the

effective (Lorentz-like) forces for effective (out-of-plane)
spin/valley magnetic field (Bs ‖ ẑ and Bv ‖ ẑ, respec-
tively), from which the SHE and VHE originate. In
Eq. (A3), e(< 0) is the charge of the electron, vk =
~
−1∇kǫk is the velocity of electron with (crystal) mo-

mentum k, and ǫk is the band dispersion. We assume
that there is no Berry curvature in the band and there-
fore anomalous velocity vanishes. ŝa, τ̂a (a = o, x, y, z)
are Pauli matrices describing the spin and valley (pseudo-
spin), respectively. The matrix so (τo) corresponds to the
spin (valley) unit matrix.
The magnitude of the SHE (VHE) has been parameter-

ized in the above equations by the effective spin (valley)
magnetic field ŝzBs (τ̂zBv), which points in opposite di-
rections for electrons of different spins (valleys). The last
term of the left hand side of Eq. (A1) describes spin pre-
cession with a Larmor frequency ωL = gµBH/~, which is
proportional to the magnitude of the total applied (Zee-
man) magnetic field H (g is the gyromagnetic factor and
µB is the Bohr magneton). In Eq. (A1), m = H/H
denotes the direction of the total magnetic field and B

in Eq. (A3) denotes the component of the magnetic field
perpendicular to the plane of the material. In what fol-
lows, we shall assume that the external magnetic field
(when present) is applied in the plane of the 2D system,
which means B = 0 and therefore the magnetic field part
of Lorentz force FB

k = 0.
On the right hand side of Eq. (A1) Ir [nk] is the (dis-

sipative) collision integral. Strictly speaking, the force

terms proportional to F
s/v
k can arise from the collision

integral as a result of skew scattering (see A 3 below and
e.g. Refs.27,53). Alternatively, a weak uniform (i.e. in-
trinsic) Rasbha-type SOC can also give rise to a Lorentz-
like force term like F s

k in the QBE56,61. Furthermore,
nonuniform strain can give rise to a force like F v

k (see
below, A 3, and Ref.27).

2. Linearized Boltzmann equation

For small applied electric field, E, the solution to the
QBE (A1), can be obtained by using the following ansatz
for electron density-matrix distribution function:

nk(r, t) = n0 [ǫk − µF − γν(µ
ν (r, t) + vν (r, t) · k)] .

(A6)
In the above equation, n0(ǫ) is Fermi-Dirac distribution
at the absolute temperature T and global chemical po-
tential µF . The convention of summing over repeated
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Greek indices like ν has been used, with matrix γν be-
longing to the set of 4× 4 matrices {ŝo, ŝz} ⊗ {τ̂o, τ̂z} =
{ŝoτ̂o, ŝoτ̂z , ŝz τ̂o, ŝz τ̂z}, which are a set of 4 × 4 matrices
in spin-valley space. The index ν runs over the com-
binations for charge (c = oo), spin-valley (sv = zz),
valley (v = oz) and spin (s = zo) indices. The fields
vν(r, t) and µν (r, t) correspond to the drift velocity of
the electron fluid and the local chemical potential, respec-
tively. Both are proportional to applied electric field, i.e.,
|vν(r, t)| ∝ |E| and µν (r, t) ∝ |E|. To linear order in

vν(r, t) and µν (r, t), the deviation of distribution func-
tion from its equilibrium, δnk = nk − n0

k reads:

δnk(r, t) ≃ γν [µ
ν (r, t) + vν (r, t) · k]

[
−∂ǫn

0
ǫ

]

ǫ=µF

,

(A7)
with ν = (c, sv, v, s). Hence,

∇kδnk(r, t) ≃ γνv
ν (r, t)

[
−∂ǫn

0
ǫ

]

ǫ=µF

. (A8)

Thus, to linear order in E, linearization of QBE yields:

δṅk + vk · ∇rδnk + e
(
E + vk ×B

)
· ∇kn

0
k + F s

k · ∇kδnk + F v
k · ∇kδnk + iωL [δnk, s ·m] = Ir [δnk] , (A9)

where we have used:

F s
k · ∇kn

0
k ∝ (k̂ × ẑ) · k̂ = 0, (A10)

F v
k · ∇kn

0
k ∝ (k̂ × ẑ) · k̂ = 0, (A11)

together with the vanishing of the collision integral for
the equilibrium distribution n0

k.

3. Example of a microscopic model

The above linearized QBE can be obtained for var-
ious types of microscopic models. In this subsection,
we study an instance of much experimental interest de-
scribing a monolayer of graphene subject to nonuniform
strain and decorated with adatoms. The latter induce
spin-orbit coupling (SOC) by proximity to the graphene
layer. For the sake of simplicity, the spatial dependence
of SOC is approximated by a Dirac delta potential (but
more complicated dependence will not alter our results
qualitatively58). The spin-dependence corresponds to the
so-called Kane-Mele SOC, which is known to lead to ex-

trinsic SHE53,58.

a. Pseudo-magnetic field in strained graphene

Within the k·p approximation to the band structure of
graphene (see e.g.20), nonuniform (shear) strain can be
described as a pseudo-gauge field which takes opposite
signs at opposite valleys (see e.g.20,46–48):

H0[k − τ̂zA(r)] = ~vF [τ̂zσ̂x(kx − eτ̂zAx)

+σ̂y(ky − eτ̂zAy)] . (A12)

In the above expression vF is the Fermi velocity and
σx, σy are the Pauli matrices describing the sublattice
pseudo-spin. The pseudo-gauge A(r) field which de-
scribes the (strain-induced) local displacement of the
Dirac points at the two valleys is given by the follow-
ing expression:

A(r) = (Ax,Ay) =
β
ae (uxx − uyy,−2uxy) , (A13)

where β = d log t
d log a ≃ 2, t being the nearest neighbor hop-

ping amplitude, a is the carbon-carbon distance, and

uij =
1

2
(∂iuj + ∂jui), (A14)

is strain tensor. Note that, since uij is invariant (i.e.
even) under time-reversal (TR) and τ̂zA(r) even under
TR (recall that τz → −τz under TR). This is different
from a real magnetic field, for which the gauge field is
odd under TR.
The pseudo-magnetic field that determines the valley

Lorentz-like force, F v
k can be obtained from the standard

expression:

τ̂zBv = τ̂z∇×A(r) = τ̂z(∂xAy − ∂yAx) ẑ. (A15)

Thus, as mentioned above, the pseudo-magnetic field
τ̂zBv induced by nonuniform strain has opposite signs at
opposite valleys as required by the fact that strain does
not break TR invariance. In what follows, for the sake
of simplicity, we shall assume that the pseudo-magnetic
field τ̂zBv is spatially uniform, which requires partic-
ular configurations of nonuniform strain27,46,48. Thus,
we have shown how strain can give rise to an effective
Lorentz-like force F v

k, which drives the VHE (alterna-
tively, this force can emerge from skew scattering with
scalar impurities in bands with nonzero Berry curva-
ture55). Via the semi-classical equations of motion11, the
latter will enter the QBE in (A1).

b. Adatom-induced SHE

The spin transport properties of graphene can be
modified by the presence of adatom impurities35,53,58,59.
In the dilute impurity limit, the dominant mechanism
for the spin-charge conversion via the extrinsic SHE is
skew scattering3, which effectively gives rise to a spin-
dependent Lorentz-like force53.
Within the k · p theory, the potential for a single-

impurity takes the following form:

V (r) = (Vcŝoτ̂oσ̂o + Vsŝz τ̂z σ̂z)R
2δ (r) . (A16)
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In the above expression, R is a length scale of the order
of the impurity radius. We shall assume that R ≫ a,
that is, much larger than the inter-carbon separation so
that inter-valley scattering can be safely neglected62 but
R . 10 nm, so that the potential can be approximated
by a Dirac δ-function. This approximation should be a
good description of a monolayer of graphene decorated by
adatom clusters34,58. Hence, upon solving the scattering
problem, the on-shell T -matrix projected on the carrier
band can be obtained and reads:

T+
kp = tc(k)ŝo cos(θkp/2) + ts(k)ŝz sin(θkp/2). (A17)

The functions tc(k) and ts(k) depend on momentum k of
the incoming electron and the impurity potential param-
eters, i.e. Vc,Vs, in our model. See e.g. Refs.63 and27 for
the detailed expressions of these functions.
The effect of impurities is described by the collision in-

tegral I [δnk]. The complete form of the latter (which in-
cludes the dissipative Ir[δnk] introduced in Eq. A1) has
been derived in Ref.63, extending earlier work of Kohn
and Luttinger in order to account for the effects of dis-
order on the electron internal degrees of freedom such
as spin and valley pseudo-spin. To leading order in the
density of impurities, ni, the collision integral reads:

I[δnk] =
2π

~
ni

∑

p

δ(ǫk − ǫp)
[

T+
kpδnpT

−
pk (A18)

−1

2

{

δnkT
+
kpT

−
pk + T+

kpT
−
pkδnk

}]

,

which is determined by the scattering data of a single
scatterer. Using the above ansatz, Eq. (A7), the collision
integral (A18) reduces to:

I [δnk] =
π

~
ni

∑

p

δ (ǫp − ǫk) 2T̂
+
kpT̂

−
kp(δnp − δnk),

(A19)

where

2T̂+
kpT̂

−
kp =

[

|tc|2 (1 + cos θ) + |ts|2 (1− cos θ)
]

γc

+ 2Im(tct
∗
s) sin θγ

s (A20)

δnp − δnk =
[
−∂ǫn

0 (ǫ)
]

ǫ=µF

∑

ν

γνvν (r) · ~(p− k).

(A21)
Substituting Eqs. (A20) and (A21) into Eq. (A18), the
collision integral takes the following form:

I [δnk] =
[
∂ǫn

0 (ǫ)
]

ǫ=µF

~k ·
{

γc

τ

∑

ν

γνvν (r)

+ γsωs

∑

ν

γνvν (r)× ẑ

}

, (A22)

where

1

τ(k)
=

kni

4~2vF

[

|tc(k)|2 + 3 |ts(k)|2
]

, (A23)

ωs(k) =
kni

4~2vF
[−2Im{tc(k)ts(k)}] . (A24)

The above collision integral can be rewritten as

I [δnk] = −~k

τ
· ∇kδnk − F s

k · ∇kδnk, (A25)

with

Bs = −~kωs

evF
ẑ. (A26)

Thus, as anticipated in A1 (cf. Eqs. (A1) and (A4)), an
effective Lorentz-like force driving the SHE emerges from
skew scattering with adatom impurities. This Lorentz-
like force term needs to be factored out of the collision
integral, and the remaining terms are grouped in the dis-
sipative part of the the collision integral, Ir [nk], which
we introduced in Eq. (A1), See A 1 .

Appendix B: Diffusion equations

In order to derive the diffusion equations that we have
employed in the main text, let us first consider the sim-
pler case where there is no applied magnetic field and
therefore the Larmor frequency vanishes, i.e. ωL = 0 in
Eq. (A9).
First of all, let us the define currents and generalized

polarization densities as follows:

Jν
i =

∑

k

evki Tr [γ
νδnk] , (B1)

Nν =
∑

k

eTr [γνδnk] . (B2)

At zero temperature, Jν
i and Nν reduce to:

Jν
i (r) = eνFµF v

ν
i (r) , (B3)

Nν (r) = 2eνFµ
ν (r) , (B4)

where νF = k2F / (πµF ) is the total density of states at the
Fermi energy µF = ~vFkF at zero temperature, where kF
is the Fermi momentum.

1. Continuity and constitutive equations

The constitutive and continuity equations in steady
state, can be obtained by tracing the linearized QBE
(A9), i.e. by taking

∑

k ev
kTr [γµQBE] for the consti-

tutive equations and
∑

k eTr [γ
µQBE]) for the continuity

relations, respectively. The latter procedures yield the
following expressions:

D∂iN
µ − σDEµ

i = [−δµν δij + (RH)µν ǫij ] J
ν
j , (B5)
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∂iJ
µ
i = 0. (B6)

Here D = v2F τ/2 is diffusion constant and σD = ne2τ/m
(n is carrier density andm is mass) is Drude conductivity.
In the above expression, repeated indices are summed
and ǫij is the antisymmetric 2D Levi-Civita tensor (i, j =
x, y). The Greek superscripts of the currents Jµ and the
densities Nµ take values over the set {c, sv, v, s}, which
stand for for charge, spin-valley, valley, and spin currents
(densities), respectively. The coupling between spin and
valley currents naturally leads to the existence of spin
and valley polarized currents that are longitudinal, i.e.
have the same direction as charge current Jc(external
electric field Ec = E). On the other hand, the spin and
valley currents are transverse, i.e. perpendicular to Jc

(E).
The left hand side of Eq. (B5) contains the driving

forces for the currents, which are the results of spatial
nonuniformity of the densities ∝ ∇Nµ and the appli-
cation of the generalized electric fields Eµ (in order to
describe real devices, we shall set Eµ = 0 for all µ 6= c).
The right hand side of Eq. (B5) describes the effective
Lorentz forces as well as current relaxation. The relax-
ation rates for all currents are the same and equal to the
Drude relaxation time τ (which is related to the mean-
free path by ℓ = vF τ where vF is the Fermi velocity).
The Hall resistivity matrix RH describes SHE and VHE,
and couples longitudinal charge and spin-valley currents
to transverse spin and valley currents:

RH =






0 0 ωvτ ωsτ
0 0 ωsτ ωvτ

ωvτ ωsτ 0 0
ωsτ ωvτ 0 0




 . (B7)

The magnitude of the SHE and VHE has been parameter-
ized in the above equations by the effective “cyclotron”
frequencies

ωs = vF eBs/~kF (B8)

ωv = vF eBv/~kF . (B9)

The latter arise from effective Lorentz forces that deflect
the electrons (according to their spin and valley orienta-
tions, respectively).
In order to describe spin-valley transport with the

above equations, we need to invert the resistivity ma-
trix RH and solve Eq. (B5) for the currents Jµ

i , which
yields the following set of equations:

Jµ
i = − (Dij)

µ
ν ∂jN

ν + (σij)
µ
ν E

ν
j . (B10)

Note that the diffusion matrix is a rank-2 tensor in the
Latin indices i, j, and therefore it can be split into a sym-
metric (∝ δij) and antisymmetric (∝ ǫij) part according
to Dij = D0δij +DHǫij , where

D0 = Dr






1 η 0 0
η 1 0 0
0 0 1 η
0 0 η 1




 , (B11)

DH = Dr






0 0 θv θs
0 0 θs θv
θv θs 0 0
θs θv 0 0




 , (B12)

Dr = D 1 + (ωvτ)
2 + (ωsτ)

2

[1 + (ωvτ)2 + (ωsτ)2]2 − 4ωsωvτ2
. (B13)

Similarly, a decomposition of conductivity matrix as
σij = σ0δij + σHǫij can be obtained by replacing in
the above expressions the diffusion constant D with
the Drude conductivity σD. (See exact expressions for
η, θv, θs in manuscript. )

2. Diffusion of spin and valley polarization

Next, we derive the drift-diffusion equations for the
spin and valley polarizations. To this end, we supplement
the constitutive relations in Eq. (B5) with the steady
state phenomenological continuity equations,

∂iJ
µ
i = − δµν

τν
Nν , (B14)

where we take τc → +∞ since the charge current is
strictly conserved. In the above expressions, τν are phe-
nomenological relaxation times which need to be ad hoc

in the present derivation, but whose existence can be
rigorously derived in a more complete treatment27,63.
Hence, we arrive at the following set of diffusion equa-
tions:

[

(D0)
µ
ν∂

2
i − δµν

τν

]

Nν = Sµ, (B15)

where the source term is given by

Sµ = ǫij
[
−∂i(DH)µν∂jN

ν + ∂i(σH)µνE
ν
j

]
. (B16)

In deriving the above diffusion equations, we used
ǫij∂i∂jN

µ = 0 and that the generalized electric field is
curl and divergence-free, i.e. ǫij∂iE

µ
j = 0 and ∂iE

µ
i = 0,

that is, we have neglected any relativistic corrections to
the electrodynamics.
Note that the source term on the right hand side

of (B15) takes a non-zero values only at the boundary of
the device. In other words, it describes the driving force
for the electron diffusion arising from the abrupt change
of the Hall angle at the device boundaries26. However,
in the bulk the above set of differential equations (B15),
becomes a homogeneous one:

∂2
i N

µ −Mµ
νN

ν = 0, (B17)

where

Mµ
ν =

1

1− η2

[
ℓ−2
v −ηℓ−2

s

−ηℓ−2
v ℓ−2

s

]

. (B18)
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Here µ, ν ∈ {v, s} denote the transverse valley (spin)
response, with diffusion lengths ℓv =

√
Drτv (ℓs =√

Drτs). The choice where µ, ν = {c, sv} corresponds
to the longitudinal charge (spin-valley) response, which
decouples from transverse modes and will be omitted in
what follows. The parameter η, which arises from the
interplay of SHE and VHE, mixes the valley and spin
responses.

As described in the main text, in order to solve
Eq. (B17), we first need to diagonalize the matrix M
and therefore obtain the eigenvalues and eigenvectors.
Thus, in what follows we shall assume this has been car-
ried out, so that L−2

a |êµa〉 = Mµ
ν |êνa〉, where La is the

eigenvalue, which corresponds to the diffusion length for
the eigenmode |êµa〉.

Next, following Beconcini et al.26, we solve the dif-
fusion equation for a Hall bar device geometry, assum-
ing the latter to be an infinitely long metallic channel
of width w contacted by noninvasive current and voltage
probes (see Fig. 1(a) in the manuscript). We shall as-
sume the complete screening of the electric field in the
bulk of device, which amounts to take charge density into
zero, i.e., N c (r) = 0. Hence, the electrostatic potential,
Φ (r) obeys the Laplace equation:

∇2Φ (r) = 0. (B19)

The Laplace equation (B19) and the above system of par-
tial differential equations (B17), need to be supplemented
by the following boundary conditions (BCs):

Jc
y(x; y = ±w/2) = Iδ(x) (B20)

Jν
y (x; y = ±w/2) = 0, (B21)

for ν = v, s. I is charge current injected on right hand
side of Hall bar device. Finally, in order to solve the prob-
lem posed by Eq. (B17) and Eq. (B19), we use Fourier
transformation along the infinitely long channel direc-
tion, x. Thus, using (B10), the BCs approximately be-

come:

I ≃ [−Dr (ik)N
ν (k, y) θν − σc∂yΦ (k, y)]|y=±w

2

,

(B22)
where the sum over the repeated index ν in the expres-
sion above runs over the set {s, v} only. σc is charge
conductivity. In addition,

0 ≃ [−σc (ik)Φ (k, y) θν − Dr∂yN
ν (k, y)]|y=±

w
2
.

(B23)
By “approximately”, we mean that the boundary con-
tributions of the longitudinal modes N c and Nsv in Eq.
(B10) have been omitted by setting N c, Nsv = 0 and
η = 0. Including them, merely leads to a small correction
to the diffusion length of the spin and valley eigenmodes.
In order to solve the above system of 2nd order differ-

ential equations, i.e. Eq. (B17), we first turn it into a 1st
order set of equations by definingN ′

ν (k, y) = ∂yN
ν (k, y),

rendering (B17) to the form:

[
∂yN

ν (k, y)
∂yN

′
µ (k, y)

]

=

[
0 δνµ

k2δµν +Mµ
ν 0

] [
Nν (k, y)
N ′

µ (k, y)

]

. (B24)

Let L−2
a and |êµa〉 are the eigenvalues and eigenvectors of

diffusion matrix, respectively. Hence,

[
0 1

k21 +M 0

] [
|êa〉

±κa |êa〉

]

= ±κa

[
|êa〉

±κa |êa〉

]

, (B25)

with κa =
√

k2 + L−2
a . Therefore, ±κa is the eigenvalue

of the matrix of (B24) with eigenvector

|±κa〉 =
1

(1 + |κa|2)1/2
[

|ea〉
±κa |ea〉

]

. (B26)

Considering the symmetry of BCs in (B22) and (B23),
the solution of the above system of differential can be
solved by the following ansatz:

Nν =
∑

a=1,2

Aaê
ν
a

(
e+κay + e−κay

)
, (B27)

Φ = Ao

(
e+ky − e−ky

)
. (B28)

Substitution of these ansatz into the BCs, Eq. (B22) and
(B23) yields:

I = −σc
[

Aok
(

e+kw/2 + e−kw/2
)]

−Dr

∑

ν,a

θν (ik)
[

Aaê
ν
a

(

e+κaw/2 + e−κaw/2
)]

, (B29)

0 ≃ −σcθν (ik)Ao

(

e+kw/2 − e−kw/2
)

−Dr

∑

a

Aaê
ν
aκa

(

e+κaw/2 − e−κaw/2
)

. (B30)

From Eq. (B30), it is found that

Aa

Ao
≃ (−i)

σc

Dr

∑

µ

k sinh (kw/2)

κa sinh (κaw/2)
(ê−1)µaθµ, (B31)



11

Hence, upon substitution of this result into Eq. (B29), we obtain:

I

Ao
= −2k cosh

(

k
W

2

)[

1 +
∑

a

Θ2
aFa (k)

]

σc, (B32)

where

Θ2
a = [θµê

µ
a ][(ê

−1)aνθν ], (B33)

Fa (k) =
k tanh (kw/2)

κa tanh (κaw/2)
. (B34)

Hence,

Nν (r) =
iI

Dr

∑

a,µ

êνa(ê
−1)aµθµ

∫

dk
eikx

2π

tanh (kw/2)

κa sinh (κaw/2)

cosh (κay)

[1 +
∑

b Θ
2
bFb (k)]

, (B35)

for the generalized polarization densities and

Φ (r) = − I

σc

∫

dk
eikx

2πk

sinh (ky)

cosh (kW/2) [1 +
∑

b Θ
2
bFb (k)]

. (B36)

for the electrostatic potential.

Appendix C: Nonlocal Resistance

In this section, we compute the nonlocal resistance
(NLR) in the absence of magnetic field, which is defined
as

Rnl (x) =
1

I
[Φ (x,−w/2)− Φ (x,+w/2)]. (C1)

Substituting the electrostatic potential (B36) into (C1),
we obtain the following integral form for the NLR:

Rnl(x)

Rxx

=
1

π

∫ ∞

−∞

dk
eikx

k

tanh (kw/2)

1 +
∑

b Θ
2
bFb (k)

, (C2)

with Rxx = 1/σc. The above result for the NLR can be
expanded as follows

Rnl(x)

Rxx

=

∞∑

n=0

Rn (x) , (C3)

Rn (x) =
∑

an

Ran (x) , (C4)

with an = (a1, a2, · · · , an). The expression for Ran (x)
is given by:

Ran(x) =
1

π
(−1)

n
∫ +∞

−∞

dk eikx

k coth (kw/2)

n∏

ı=1

Θ2
aı
Faı

(k) .

(C5)

Next, we obtain asymptotic expressions for the various
terms in the above expansion. For n = 0, R0 (x) reduces
to the Ohmic NLR:

R0(x) =
2

π
ln
∣
∣
∣coth

(πx

2w

)∣
∣
∣ . (C6)

Explicitly, it is van der Paw resistance, which behaves
as RvdP ≃ 4

π e
−|x|/L0 for |x| ≫ w where L0 = w/π. At

large |x|, and for w ≪ ℓν , the n = 1 term is R1 =
∑

a R1
a,

where

R1
a (x) ≃ Θ2

a

w

2La
e−|x|/La . (C7)

In earlier work27, we showed that a modest nonuniform
strain can result in rather large valley Hall angles θv ∼ 1.
Thus, in order to accurately describe the NLR we need
to consider high order terms in the expansion, i.e. those
with n > 1. But we here just pick out terms Ran with
same eigenmode aı = a i.e., Rnl/Rxx ≃ R0 +

∑

a Ra,
being

Ra(x) =

∫ +∞

−∞

dk

πk

eikx

coth (kw/2)

∞∑

n=1

(−1)n
[
Θ2

aFa (k)
]n

=
Θ2

a

1 + Θ2
a

W

2Lr
a

e−|x|/Lr

a , (C8)

where Lr
a =

√

1 + Θ2
aLa is renormalized decay lengths

of each eigenmode27. Finally, we obtain total NLR
Rnl/Rxx = R0 + δRnl

Rnl(x)

Rxx

≃

R0

︷ ︸︸ ︷

4

π
e−|x|/L0 +

δRnl

︷ ︸︸ ︷

∑

a

Θ2
a

1 + Θ2
a

w

2Lr
a

e−|X|/Lr

a

︸ ︷︷ ︸

Ra

, (C9)
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The first term is the Ohmic contribution, R0, and the
second term contains the sum of the exponentially de-
caying contributions for each eigenmode, Ra. Near the
current injection point (|x| . L0), Rnl is dominated by
the ohmic contribution, R0, which will become negligible
at sufficiently large distances (i.e. for |x| ≫ L0).
Here we focus on the behavior of Rnl, when contribu-

tion of the eigenmodes of the diffusion equation dominate
over the Ohmic contribution, i.e. when δRnl ≫ R0.

Appendix D: Suppression of the Hanle oscillation

In this section, we provide the details of the derivation
and solution of the diffusion equations in the presence
of an in-plane magnetic field. Note that the Larmor fre-
quency ωL ≪ µF , where µF is the Fermi level. The
in-plane magnetic field, which we shall take parallel to
the direction of the electric field applied to the device,
induces precession of the spin-degree of freedom, whilst
the valley is not affected. This mixes the out-of-plane
spin component along z with the spin in-plane compo-
nents along the x and y axes. Thus, our ansatz for the
density-matrix distribution function in the QBE must be
now expanded in terms of γν matrices taken from the
larger set {ŝoτ̂o, ŝoτ̂z, ŝxτ̂o, ŝy τ̂o, ŝz τ̂o, ŝxτ̂z, ŝy τ̂z , ŝz τ̂z}.
In order to simplify the calculations described below,

the deviation of the distribution function from equilib-
rium, i.e. δnk = nk − n0

k, will be slit into two parts,
δnk = δn+

k + δn−
k , with

δn+
k ≃

∑

i

γi
[
µi (r) + vi (r) · ~k

] [
−∂ǫn

0 (ǫ)
]

ǫ=µF

,

(D1)

δn−
k ≃

∑

j

γj
[
µj (r) + vj (r) · ~k

] [
−∂ǫn

0 (ǫ)
]

ǫ=µF

,

(D2)
where i ∈ {c, sv, v, s} and j ∈ {xo, yo, xz, yz}.
The form of the collision integral (A18) is determined

by the ansatz for density matrix δnk, which in turn
follows from the forms of the T -matrix (∝ {ŝo, ŝz}),
the pseudo-magnetic field arising from nonuniform strain
(∝ {τ̂o, τ̂z}), and the (Zeeman) magnetic field ({ŝo, ŝy}).
To compute the collision integral, it is convenient to also
split the T -matrix into two parts, i.e., Tkp = T o

kp + T z
kp,

with

T o
kp = tc1 cos

(
θ

2

)

, (D3)

T z
kp = itsŝz sin

(
θ

2

)

, (D4)

which obey:
[
δn−

k , T
z
kp

]

+
= 0, (D5)

[
δn−

k , T
o
kp

]

−
= 0, (D6)

[
δn+

k , Tkp

]

−
= 0, (D7)

where [A,B]± = AB±BA. Next, using the above ansatz,
the collision integral (A18) reduces to:

I [δnk] =
π

~
ni

∑

p

δ [ǫ (p)− ǫ (q)] 2T̂kpT̂
∗
kp(δn

+
p − δn+

k )

(D8)

+
π

~
ni

∑

p

δ [ǫ (p)− ǫ (q)] 2T̂kpT̂
o∗
kp(δn

−
p − δn−

k )

− π

~
ni

∑

p

δ [ǫ (p)− ǫ (q)] 2T̂kpT̂
z∗
kp(δn

−
p + δn−

k ).

Hence,

2T̂+
kpT̂

∗
kp =

[

|tc|2 (1 + cos θ) + |ts|2 (1− cos θ)
]

γc

+ 2Im(tct
∗
s) sin θγ

s (D9)

2T̂kpT̂
o∗
kp = |tc|2 (1 + cos θ) γc + itst

∗
c sin θγ

s, (D10)

2T̂kpT̂
z∗
kp = |ts|2 (1− cos θ) γc − itct

∗
s sin θγ

s, (D11)

In addition, we need to compute the differences and sums:

δn−
p − δn−

k =
[
−∂ǫn

0 (ǫ)
]

ǫ=µF

∑

j

γjvj (r) · ~(p− k),

(D12)

δn+
p − δn+

k =
[
−∂ǫn

0 (ǫ)
]

ǫ=µF

∑

i

γivi (r) · ~(p− k),

(D13)

δn−
p + δn−

k =
[
−∂ǫn

0 (ǫ)
]

ǫ=µF

∑

j

γjvj (r) · ~(p+ k)

+
[
−∂ǫn

0 (ǫ)
]

ǫ=µF

∑

j

2γjµj (r) . (D14)

Substituting Eqs. (D9)-(D14) into the collision inte-
gral (D8), the explicit form of the collision integral is split
into three contributions: I [δnk] = I+ [δnk] + I0 [δnk] +
I− [δnk], with

I+ [δnk] =
[
∂ǫn

0 (ǫ)
]

ǫ=µF

~k ·
{

γc

τ

∑

i

γivi (r)

+ γsωs

∑

i

γivi (r)× ẑ

}

, (D15)

I0 [δnk] =
[
∂ǫn

0 (ǫ)
]

ǫ=µF

γc

τs,xy

∑

j

γjµj (r) , (D16)

I− [δnk] =
[
∂ǫn

0 (ǫ)
]

ǫ=µF

~k ·







γc

τ̃

∑

j

γjvj (r)

+ iγsωs

∑

j

γjvj (r)× ẑ






, (D17)
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where i = (c, sv, v, s), j = (xo, yo, xz, yz) and we define
other two kinds of relaxation times to describe the colli-
sion of electrons:

1

τs,xy(k)
=

kni

4~2vF

[

4 |ts(k)|2
]

, (D18)

1

τ̃(k)
=

kni

4~2vF

[

|tc(k)|2 + |ts(k)|2
]

, (D19)

Notice that, in the presence of an in-plane magnetic field
the term I0 [δnk] in the colission integral introduces an
additional relaxation time, τs,xy(k).
In addition to spin (spin-valley) current, the in-plane

magnetic field couples the out-of-plane and in-plane com-
ponents of the spin current, Jxo and Jyo (spin-valley cur-
rents, Jxz and Jyz). Here we take the magnetic field to
be parallel to the applied electric field, i.e. H ‖ ŷ, and
thus the following generalized density N and current J

appear in our diffusion equations:

J =

[
J‖

J⊥

]

,J‖ =






Jc

Jsv

Jxz

Jyo




 ,J⊥ =






Jv

Js

Jxo

Jyz




 , (D20)

N =

[
N‖

N⊥

]

, N‖ =






N c

Nsv

Nxz

Nyo




 , N⊥ =






Nv

Ns

Nxo

Nyz




 , (D21)

where we have divided the longitudinal and transverse
modes. Let us first focus on the continuity equations. In
the steady state, they read:

∂iJ
µ
i = −(τ−1

sr )µνN
ν + ωµ

νN
ν , (D22)

which is obtained by tracing the linearized QBE, i.e. tak-
ing gsgv

4

∑

k eTr [γ
µ (QBE)]. In the above expression

τ−1
sr =

[
τ−1
0 0
0 τ−1

0

]

, τ−1
0 =







0 0 0 0
0 0 0 0
0 0 τ−1

s,xy 0
0 0 0 τ−1

s,xy






, (D23)

ω =

[
ω0 0
0 ω0

]

, ω0 =






0 0 0 0
0 0 +ωL 0
0 −ωL 0 0
0 0 0 0




 . (D24)

The matrix τ−1
sr describes the spin relaxation for spin

polarized in the x-y plane. In our microscopic model, sz
is a good quantum number and there is no relaxation.
The second term describes the spin precession induced
by an in-plane magnetic field in y-axis direction. We
parameterize the strength of the in-plane magnetic field
H by the Larmor frequency ωL = gµBH/~.
The constitutive relations for the generalized currents,

Jµ
i is given by following equations:

D∂iN
µ − σDEµ

i = [−δµν δij + τωµ
ν δij + (RH)µν ǫij ] J

ν
j ,

(D25)

where

RH =

[
0 R0

H

R0
H 0

]

, R0
H =






ωvτ ωsτ 0 0
ωsτ ωvτ 0 0
0 0 ωvτ ωsτ
0 0 ωsτ ωvτ




 .

(D26)
For the sake of simplicity, we have assumed that the re-
laxation rates for all currents are the same and equal
to Drude relaxation time (τ̃ ≃ τ) (See expressions for
τ̃ in Eq. (D19) for i = (xo, yo, xz, yz) and τ in Eq.
(A24) for i = (c, sv, v, s). Thus, we take D = v2F τ/2
(σD = ne2τ/m) to be the same for all types of currents.
These assumptions can be relaxed, and will not alter our
conclusions qualitatively. RH is the coupling matrix that
couples the different currents with each other due to the
local impurities and the strain pseudo-magnetic field.
Solving the constitutive equations (D25) for the cur-

rents Jµ
i we obtain:

Jµ
i = −(Dij)

µ
ν∂jN

ν + (σij)
µ
νE

ν
j . (D27)

As pointed out in the main text, the diffusion matrix
is a rank-2 tensor in the space indices i, j = x, y, and
therefore it can be split into a symmetric (∝ δij) and
antisymmetric (∝ ǫij) parts according to Dij = D0δij +
DHǫij where

D0 =

[
D0

0 0
0 D0

0

]

, D0
0 = Dr






ηc ηsv ηxz ηyo
ηsv ηc ηyo ηxz
ηxz ηyo ηc ηsv
ηyo ηxz ηsv ηc




 , (D28)

DH =

[
0 D0

H

D0
H 0

]

, D0
H = Dr






θv θs θxo θyz
θs θv θyz θxo
θxo θyz θv θs
θyz θxo θs θv




 .

(D29)
Dr, ηµ, θµ are rather complicated functions of ωvτ, ωsτ
and ωLτ , and are not given here. Similarly, the conduc-
tivity matrix can be obtained by replacing the diffusion
constant D with the Drude conductivity σD.
In the presence of an in-plane magnetic field, the sys-

tem response consists of eight types of currents. Recall
that the magnetic field acts only as a Zeeman term that
induces precession, and does not introduce a Lorentz
force (i.e. FB

k = 0 in Eq. (A9), as mentioned above).
Accounting (phenomenologically) for spin relaxation, the
constitutive and continuity equations in the presence of
the magnetic field read:

Jµ
i = −(Dij)

µ
ν∂jN

ν + (σij)
µ
νE

ν
j , (D30)

∂iJ
µ
i = − δµν

τν
Nν + ωµ

νN
ν , (D31)

where

D0 =

[
D0

0 0
0 D0

0

]

, D0
0 = Dr






1 η 0 0
η 1 0 0
0 0 1 η
0 0 η 1




 , (D32)
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FIG. 3. (Color online) Nonlocal resistance Rnl(H), in the
unit of Rnl(0), are plotted against magnetic field H for differ-
ent chemical potential (a) µF = 0.15 eV and (b) µF = −0.10
eV. Drude conductivity σD, Drude relaxation time τ and the
scattering rate of spin, ωsτ , can be obtained from the param-
eters of a microscopic scattering model53 : impurity density
nimp = 5.0 × 1010cm−2, scalar potential VD = 50 meV, SOC
potential 33

VS = 5 meV, defect size R = 20 nm, and as-
sociated momentum cutoff kc = 2/R. On the other hand,
fairly modest strain can sustain a large valley Hall effect27,
ωvτ (& 1). ωvτ = 1 can be induced by applying along the
y direction an average (uniaxial) strain of 2%. Parameters:
ℓs = 0.53µm, ℓv = 0.53µm, w = 0.50µm, x = 2.00µm and
y = 0.25µm.

DH =

[
0 D0

H

D0
H 0

]

, D0
H = Dr






θv θs 0 0
θs θv 0 0
0 0 θv θs
0 0 θs θv




 . (D33)

Substituting continuity equations (D31) into the diver-
gence of constitutive equations (D30), the diffusion equa-

tions away from the boundaries take again a form similar
to Eq. (B17),

∂2
i N

µ −Mµ
νN

ν = 0. (D34)

However, this time the diffusion matrix is 4×4 in order to
accommodate the additional response modes introduced
by the precession term:

M ≃







ℓ−2
v −ηℓ−2

s +ηℓ−2
L 0

−ηℓ−2
v ℓ−2

s −ℓ−2
L 0

0 +ℓ−2
L ℓ−2

s −ηℓ−2
v

0 −ηℓ−2
L −ηℓ−2

s ℓ−2
v






. (D35)

The eigenvalues of the above diffusion matrix are

Eη
± =

ℓ−2
v + ℓ−2

s ∓ iℓ−2
L

2
+

η

2

√

∆±. (D36)

with

∆± =
(
ℓ−2
v − ℓ−2

s ± iℓ−2
L

)2
+ 4η2zzℓ

−2
v

(
ℓ−2
s ∓ iℓ−2

L

)
.

(D37)
Hence, following the same procedure to find the solution
as in the case with H = 0, we arrive at the following
result for the NLR:

Rnl(x,H)

Rxx

=
1

π

∫ ∞

−∞

dk
eikx

k

tanh (kw/2)

1 +
∑

b Θ
2
bFb (k)

, (D38)

where we sum over four transverse eigenmodes
{v, s, xo, yz} in the denominator of the above integral.
The above equation is the basis of the analysis about
the suppression of the Hanle effect described in the main
text.
Fig. 3 shows the NLR, Rnl(x,H) normalized to its

value at zero in-plane magnetic field, Rnl(x,H = 0) ver-
sus H , for different chemical potentials [(a) µF = 0.15 eV
and (b) µF = −0.10 eV]. As noticed in the main text, by
setting ωvτ = 0, the result of Abanin el al.41 is recovered.
In this case, the diffusion lengths of the (spin) eigen-
modes, ℓs± = (ℓ−2

s ± iℓ−2
L )−1/2 become complex (with

imaginary part ℓ−2
L ∝ H), which leads to the develop-

ment of an oscillatory component in the NLR (Hanle os-
cillation). Upon increasing the amount of nonuniform
strain, we find that the oscillating part of the NLR is
suppressed and even disappears for strains of the order
of ∼ 1%. This shows that our result concerning the sup-
pression of the Hanle oscillation for nonuniform strain of
the order of a few percents maximum is robust against
the change of the carrier density and sign.
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