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Recent microwave reflection measurements of Josephson junction chains have suggested the pres-
ence of nearly coherent collective charge oscillations deep in the insulating phase. Here we develop
a qualitative understanding of such coherent charge modes by studying the local dynamical polar-
izability of the insulating phase of a finite length sine-Gordon model. By considering parameters
near the non-interacting fermion limit where the charge operator dominantly couples to soliton-
antisoliton pairs of the sine-Gordon model, we find that the local dynamical polarizability shows an
array of sharp peaks in frequency representing coherent phase oscillations on top of an incoherent
background. The strength of the coherent peaks relative to the incoherent background increases as
a power law in frequency as well as exponentially as the Luttinger parameter approaches a critical
value. The dynamical polarizability also clearly shows the insulating gap. We then compare the re-
sults in the high frequency limit to a perturbative estimate of phase-slip-induced decay of plasmons

in the Josephson junction chain.

I. INTRODUCTION

The quantum dynamics of many-body systems been
at the crux of recent conceptual developments such as
the phenomena of many-body localization [I] and AdS-
CFT correspondence [2]. This recent interest represents
an attempt to extend our knowledge beyond the un-
derstanding of static quantum phenomena in terms of
quantum field theory using the renormalization group [3].
It is becoming clearer that such traditional approaches,
such as analytic continuation of imaginary time corre-
lators [3], are insufficient to discuss quantum dynamical
phenomena, which are becoming more accessible in ex-
periments. One test-bed for understanding such dynam-
ical quantum phenomena is the study of conductance
at the superconductor-insulator critical point. Despite
the static appearance of dc conductance, it is techni-
cally defined as a limit of vanishingly small frequency.
The theory in two dimensions leads to a prediction of
interesting consequences of the particle-vortex duality
such as universal conductance [4] that are borne out by
experiments [5H7]. Microwave measurements of the ac
conductivity have revealed intriguing signatures of resid-
ual superfluid stiffness even in the insulating phase [g].
The superfluid-insulator transition in the Bose-Hubbard
model [3, @] also turned out to be quite interesting in
the context of ultra-cold atoms where an under-damped
Higgs mode [10] was observed [11].

A conceptually simpler context where the superfluid-
insulator transition (SIT) was predicted to occur [12] is
that of one dimensional chains of Josephson junctions
(JJ’s). Such a system, in the vicinity of the SIT quantum
critical point, is described by the sine-Gordon Hamilto-
nian [I3] (rescaled to fit the convention for SIT [14]) of
the form

H = /dx%[ﬁsz + (7K) 10,07 + gcos2¢, (1)

where 9,,¢ < p(x), which is the density of Cooper pairs in
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FIG. 1. Absorption of a weakly coupled transmission probe on
the left measures the dynamical conductivity or(w) = wx(w)
at the end of a JJ chain. The JJ chain is composed of an
array of islands with ground capacitance Cy coupled by JJ’s.
The JJ’s have a capacitance C; in addition to a Josephson
coupling with strength E;.

the system and j is the current density operator that is
canonically conjugate to ¢ and v, is the speed of the su-
perfluid phase oscillations (also equivalently the charge
velocity). Since the microscopic origin of the charging
energy is from a combination of junction and ground ca-
pacitance, as detailed in Appendix A and B, the micro-
scopic Hamiltonian of the JJ chain can be quantitatively
mapped to the sine-Gordon Hamiltonian Eq. [I] over a
large parameter range. Note that at ¢ = 0, the super-
conducting phase variable (defined as 6 o [ dzj(x)) is al-
gebraically ordered allowing us to define superfluid phase
oscillations. Such oscillations may also be thought of as
plasma oscillations of the charge density p(x) accompa-
nied by coherent oscillation of the current density j(z).
The parameter g in Eq. [I] is related to the amplitude of
phase slips in the chain that would manifest as decay of
supercurrent [I5, 6] and K is the Luttinger parameter,
which manifests as the inverse of impedance of the chain
and determines the transport of the chain at weak values
of g. Specifically, the Hamiltonian H would describe a
near-critical insulating phase for the clean JJ chain at
long wave-lengths for K < 2 (or 3/2 in the disordered
case) [I3,[I4]. This transition was observed in SQUID ar-
rays, where the effective Josephson coupling, which con-



trols K and g, are tuned across the transition [I7].

While the dc transport properties of the
superconductor-insulator transition in JJ chains had
been studied previously [I7], the dynamical properties
have only recently begun to be explored [I8, 19]. One
such study, which considered the microwave response
(schematic shown in Fig. [1)) of such JJ chains [19], have
revealed coherent oscillations associated with superfluid
phase coherence deep in the insulating phase of such JJ
chains, where the superfluid phase has been predicted
to be disordered analogous to the two-dimensional XY
model [12]. In contrast to microwave measurements
of two dimensional films [§], these measurements [19)]
suggest phase coherence across the entire length of
the JJ chain as opposed to puddles. The coherent
oscillations in the JJ chain [I9] are measured by a
reflection probe in Fig. [I| that applies an ac electric
field with frequency w to the end island. The measured
absorption can be related to the imaginary part of the
ac polarizability of the system y(w) at the end of the
JJ chain. Here we are ignoring possible power law
prefactors of w that arise from coupling efficiency of x
to the transmission line. Sharp peaks in x(w) represent
resonant excitation of a collective mode in the wire. The
recent measurement of the ac conductivity [I9] observes
a discrete frequency comb of such peaks that suggests
excitation of a collective mode associated with phase
coherence across the insulating chain. However, the
peaks in the comb appear to broaden out and disappear
as one goes to lower frequencies, consistent with there
being no dc conductance in the insulator.

In this work we calculate the ac polarizability x(w) of
an ideal sine-Gordon insulator described by Eq. [1] near
the Luther-Emery point (i.e. K ~ 1) [20] at vanishingly
small temperatures. We find that in this limit, the ac po-
larizability shows sharp oscillations associated with the
creation of soliton-antisoliton pairs (SAPs). Addition-
ally, we use numerical calculations for K = 1, where the
model can be mapped to free-fermions, to include dis-
order to show that our conclusions apply qualitatively
to the disordered case. Finally, we compare the results
obtained with the perturbative decay rate of high fre-
quency phase modes in the microscopic charge disordered
JJ chain model. The lifetime of the single-plasmon state
is studied by applying second order perturbation theory
to quantum phase slips. This study allows us to put the
theoretical results in the context of expectations from ex-
perimentally realistic superconducting JJ chain that has
substantial charge disorder as well as a non-linear plas-
mon dispersion.

II. SOLITON-ANTISOLITON PAIR
EXCITATION RATES

The elementary excitations of the sine-Gordon model
described by Eq. [1] are solitons (antisolitons) where the
phase ¢ jumps by +m between different minima of the
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FIG. 2. (a) Dispersion (& versus k) of excitations of the sine-
Gordon model with anti-solitons at negative energy. The bold
arrow shows charge neutral soliton-antisolition pairs with mo-
mentum ¢ and energy w. Large ¢ pairs have a large near-
degeneracy with w ~ ¢ constituting a coherent excitation
peak. (b) Local dynamical polarizability x of a sine-Gordon
model as a function of w shows coherent peaks (see inset)
spaced by finite size 1/L dominating over the incoherent back-
ground as frequency increases.

cosine potential in Eq. Since the phase ¢ is related
to the charge density p(z) o 0,9, so that such solitons
(antisolitons) are associated with charge +2e. A more ex-
act treatment of these apparently static domain walls in
the sine-Gordon Hamiltonian reveals that such solitons
can be viewed as essentially non-interacting relativistic
quantum particles with a dispersion (energy versus mo-
mentum relation) that is written as

Ws/a(q) = /m? + ¢?v? (2)

and is plotted in Fig. [2(a). The index s/a stand for
solitons and antisolitons respectively. The energy of the
anti-soliton is shown with a negative sign for convenience



of later discussion. The mass parameter is given by [21]
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where § = K/(2—K) and Y is a momentum cut-off scale.
Let us now discuss qualitatively the origin of the os-
cillations in the ac polarizability y(w) in terms of the
solitons and anti-solitons discussed above. The polariz-
ability x(w) is measured by the absorption of photons
from the probe at the end of the JJ chain (see Fig. [1]), so
that x(w) must be associated with the cross-section for
generating neutral excitations. More formally

x(@) = (p(a5 ) p(a;w)) = 3 101p(@) ) P6(En — w),
' (4)

where p(z) is the charge density operator at the end of
the chain. The state |0) represents the ground state of
the system and |n) is an excited state with energy E,
above the ground state. Such neutral excitations can
be constructed by pairing the elementary solitons and
antisolitons, which are charged, into SAPs. One such pair
with center of mass momentum g is shown in Fig. [[a).
In this figure, we have flipped the sign of the anti-soliton
energy (as mentioned in the previous paragraph) so that
we can extract the energy of the SAP from the separation
along the axis wgap(q) = w (see Fig.2a) ). However, the
pair shown in Fig. a) represents one of a continuum of
such pairs at momentum ¢, that are parametrized by the
relative momentum k so that |n) would be the state |n) =
|Sk+q/2, Ak—q/2) Where Sy is the soliton with momentum
k and Ay, is an anti-soliton with momentum k. Therefore
the more general energy of such a pair is given by

- _ 1/(2—K)
r(1 K/Q)} )

m=1 [9 ATT(K/2)

wSAP,k(q) = ws(k + Q/2) - Wa(k - q/2) (5)

Clearly the energy of of SAPs wgap,1(g) acquires a natu-
ral broadening from the dependence on k while ¢ is held
fixed. In fact, the energy of the SAPs at momentum ¢

can take any value w > 1/¢? + 4m? by choosing

w2 — ¢2 — 4m?

k=2 (6)

w27q2

The density of states (DOS) for the SAPs in the vicin-
ity of a given energy w, is proportional to dk/dw, which
diverges as

% ~ AP+ Am?) YW — @@ +4m2) TV (7)
This leads to a broadened peak in optical absorption near
w ~ /q? +4m?2. This is reminescent of the broadening
of the magnon mode in the transverse field Ising model
where a magnon fractionalizes into domain walls [3]. The
prefactor (¢>44m?)*/? in Eq. [7|also shows that this peak
increases in height as q approaches the ultra-relativistic

limit ¢ > 2m. The experimental set-up shown in Fig.
does not conserve total momentum ¢. In contrast, one
can excite an array of momenta ¢ = 27n/L, where L
is the length of the chain. Considering all possible ¢ can
expect 04.(w) to contain an array of peaks corresponding
to the divergent DOS of SAPs in Eq. [7] from each of the
allowed values of ¢. In principle, one should also consider
discrete k so that the absorption spectrum should have
a discrete set of peaks with no broadening. However, the
spacing of the frequency arising from discreteness of k
is expected to vanish as one approaches the peak of the
DOS.

The above qualitative argument ignores the matrix ele-
ments that would determine the absorption cross-sections
of the allowed SAPs. To obtain a more quantitative
understanding of the dynamical charge polarizability we
compute x(w) directly. Unfortunately, for general values
of K, the charge operator can couple to multiple SAPs
simultaneously (even though we expect this to be rare).
To avoid this complication we restrict our attention to
K ~ 1, which is deep in the insulating phase. At K =1,
the solitons and antisolitons can be thought of as free
Dirac fermions [13] 20, 22] and the charge density oper-
ator couples to exactly one soliton-antisoliton pair. This
is not necessarily a huge restriction because even at K
significantly different from 1, at small values of g, the low
frequency properties are still dominated by K = 1, which
is one of the Luther-Emery fixed points [13], 20]. For the
rest of this and the next section we set the charge veloc-
ity v = 1. In the limit K = 1, the sine-Gordon model
Eq. [1] is equivalent [22] to the massive 1D Dirac model
with Hamiltonian

H =Y 9fko. + mo|v, (8)
k

where ¢;2 are spinors of creation operators for solitons
and anti-solitons in Eq. The imaginary part of the
local dynamical (i.e. w dependent) polarizability x is
given by [23]

xX(
2m2q2

w)
- Zq: (w? — q2)3/2\/w? — ¢2 — 4m?

O(w? — ¢* — 4m?).

9)

The sum over momentum states ¢ takes a discrete set of
multiples of 27/L, where L is the length of the chain.
This result suggests that the y diverges at an array of
frequencies near w2 ~ (2n7/L)? +4m?, where x diverges
as (w— /g2 +4m2)~/2. In contrast, x decays as x ~
2m?2q? Jw? for w > q. Thus, we expect the susceptibility
x to be a broadened set of peaks qualitatively similar to
that seen experiment [19].

This expectation is confirmed from the direct numeri-
cal evaluation of Eq. [ for a finite system as is plotted in
Fig. b). As shown in the inset of Fig. b), the shaded
areas in Fig. b) are really a closely spaced set of peaks
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FIG. 3. (Color online) Luttinger parameter K dependence
of resistance oscillations. Change in Luttinger parameter
decreases the mass gap m and enhances the oscillation for
K = 1.4 (red dashed line). The solid blue curve shows sup-
pressed oscillations at K = 1 since the frequency is of order
mass.

on an incoherent background. The shape of the peaks
is consistent with the analytic expectations. Considering
the shaded areas in Fig. b), which elucidates the height
of the coherent peaks, we see that the height of the os-
cillations increases with frequency relative to the height
of the incoherent background, which is consistent with
the experiments [I9]. For the numerical evaluation, we
have broadened the delta functions in Eq.[d]by 0.1(27/L)
(where L is the chain length), which is much smaller than
the plasmon level spacing. The value of the broadening
does not appear to affect the result as long as it is smaller
than the peak spacing since o(L) SAPs contribute to each
peak that are spaced by o(1/L). Thus we do not expect
the broadening to affect the shape of the peaks as long
as it is larger than o(1/L?).

The discussion above for K = 1 also applies for K 2 1.
In this case the excitation process in the non-interacting
massive Dirac model is replaced by the form factor for
creating an unbound SAPs [24]. For the general inter-
acting case, contributions from multiple pairs must be
considered. However, such contributions are likely to be
small at low energies because of phase space constraints
as well as weak interactions near K ~ 1. The dominant
effect of changing the Luttinger paramter K is to renor-
malize the mass downwards with increasing K following
Eq. |3l Reducing the mass m, effectively increases the di-
mensionless frequency w/m, which determines the height
of peaks in the dynamical polarizability x. This suggests,
following the results in Fig. (b), that increasing the Lut-
tinger parameter K enhances the strength of oscillations
in x for a fixed frequency.

An additional contribution to the K dependence of the
dynamical charge polarizability x is the matrix element
for the charge density operator p. Specifically, Bethe
ansatz methods have been used to show that this matrix

2.381 2.382 2.383 2.384 2.385 2.386 2.387 2.388 2.389 2.39 2.391

element is modified by a factor [25]

cosh =%
f-(9) = 2

 2cosh W

/°° dt sinh (1(2;(1)15[1 — cosh#(1 + 2)]
x J—
P o t  sinh(t)sinh(5%) cosh(%)
(10)

and ¥; are the rapidities of the solitons that are defined
by the equation k; = msinhd;. For weakly attractive
fermions, K 2 1, the interaction part of the form factor
f ~ ¥ for small ¥ and f ~ e* for ¥ > 1, where o
is a K dependent constant. For ¢ > m, ¢ ~ loggq so
f o< ¢®*. This leads to a K dependent power law for the
increasing of the absorption peaks as one goes to more
strongly attractive fermions i.e. towards the superfluid
phase.

The dynamical polarizability x at K 2 1, computed
using Eq. [4 within the one SAP approximation described
above, is plotted in Fig. [3] Consistent with the theoret-
ical expectation, Fig. [ shows the suppression of oscilla-
tions as one increases the Luttinger parameter K towards
the the superfludi phase. The results for deep in the in-
sulating phase (i.e. K ~ 1), which are shown in the solid
blue curve, shows suppressed oscillations consistent with
recent experiments [19]. In comparison the red dashed
curve, which is less insulating (i.e. K ~ 1.4), shows much
stronger oscillations. As discussed earlier, the one SAP
approximation cannot be used to consider Luttinger pa-
rameter K far from the non-interacting point K = 1.

III. DISORDERED MASSIVE DIRAC MODEL

Let us now consider the effect of weak potential disor-
der, which is an intrinsic part of the JJ chain set-up. As
will be elaborated in the next section, the long range na-
ture of the Coulomb interaction converts the uncorrelated
random background charge into a smooth potential dis-
order. This allows the disorder potential to be consistent
with the low-energy and long-wavelength limit required
for the applicability of the sine-Gordon model. In this
section, we restrict our analysis to K ~ 1 where we can
map the sine-Gordon model with disorder potential to
the massive Dirac model [22]:

H= /dwz/ﬂ(m)[iaxaz + moy, — p(x)]Y(z), (11)

where () are the Fourier transform of the spinors in
Eq. |8l The disorder potential is included in p(z), which
is an uncorrelated potential that is assumed to be smooth
on the scale of the spacing of the JJ chain. The fluctua-
tions in the local potential p(z) leads to back-scattering
of fermions at energy F, which leads to a mean free path
(Appendix C):

_AE? + VA2

A= 2m2VZEA (12)
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FIG. 4. Local dynamical polarizability x of the disordered
massive Dirac model as a function of w shows coherent peaks
at high frequencies and smaller random absorption peaks at
low frequencies. Inset shows that the peak shape in the dis-
ordered system, which is more symmetric compared to that
in the clean system shown in the inset in Fig. [3]

where V@A characterizes the strength of the fluctua-
tions in p(z) at length scale according to the relation
(p(x)u(z")) = VEAS(z — 2'). The mean-free path in-
creases from VZA/2m? to 2E2/m2VEZA as the energy E
of the excited soliton/antisoliton increases from 0. Such a
chain appears insulating for lengths that are longer than
L > VZA/2m?. Note that the effective length diverges
if the mass m drops to zero as is expected to occur near
the superfluid phase from Eq.[3] Furthermore, we expect
SAPs to be localized at low frequency and not contribute
to resonant excitations. In contrast, the dynamical po-
larizability x at frequencies above w > mVy\/AL/2, is
dominated by high energy delocalized (see Eq. SAPs
and should show sharp resonances similar to the clean
result in Fig. [2]

These expectations can be verified from x, which is
calculated by a numerical evaluation of Eq. [ for the
Hamiltonian Eq. and is plotted in Fig. @l The re-
sult shows a disorder gap at low frequency and plasma
oscillations at high frequency. Consistent with the in-
tuitive argument at the beginning of this section, high
frequency SAPs that contribute to x with frequencies
w > m are not scattered by the disorder and therefore
lead to coherent oscillations in x(w) seen in Fig. On
the other hand, the low energy SAPs are pinned by the
disorder domain walls. The low energy excitation con-
stitutes bound resonances from exciting vibration modes
of such bound solitons. Such solitons being localized and
random appear as a sequence of random peaks in Fig. [4]
that are qualitatively different from Fig. [2(b).

Despite the fact that such disorder breaks integrabil-

ity, we can generalize these arguments to K 2 1. For a
general sine-Gordon model (Eq. , weak potential dis-
order works as introducing a pinning potential for the
massive solitons. For K < 3/2 and weak disorder, such
potentials lead to pinning of all low energy solitons lead-
ing to an insulating phase [26]. Higher energy solitons,
which can be obtained by applying a Lorentz boost, have
shorter length scales and are therefore not scattered by
smooth charge disorder. The coherent high energy SAPs
can generate large coherent oscillations in the dynamical
polarizability x at high frequencies.

IV. NEARLY SUPERFLUID LIMIT OF THE JJ
CHAIN

We now consider the case where the array is closer to
the superfluid phase. In this limit, the Luther-Emery
model (Eq. [8) is no longer valid. Furthermore, the sine-
Gordon model Eq. [1} ignores curvature effects in the en-
ergy. However, the effect of phase slips (i.e. g in Eq. )
is perturbatively weak in this limit - so that one can com-
pute the decay directly from the microscopic model for a
JJ chain that includes both island capacitance Cy, JJ ca-
pacitance C; as well as charge disorder. In this section,
we consider a more microscopically justified Hamiltonian
for the system that is written as:

H= Z Ui;(N; — Qi)(N; — Q;)
+E; Y [1—cos(f; — 0;_1)] (13)

i

where N; and 6; are number of Cooper pairs and phase
at site i, E'y is the Josephson energy of junctions and

1 .
Ui,j = M Z quzq(RiiRj) (14)
q

where M is the system size and U, = 4EoE:1/[E1 +
4FEysin?(q/2)], charging energies Ep; are defined as
Ey = €*/2Cy, and E; = €?/2C;. {Q’'s} are nor-
mally distributed random stray charges which satisfy
((Q:Q;)) = Dd; j. The corresponding random potential
pi = ;Ui jQj, has a Fourier transform

16EZE?

<<|Mq|2>> ~ Dm7

which is strongly peaked at k ~ 0 for Ey > F;. Thus
the potential in this case can be assumed to be smooth
as assumed in Eq.

For energy of states below the Josephson energy Ej,
we expect (0; — 0;,_1) < 2m. However, at low energies
rare events called phase-slips locally shift one of the phase
differences (6; —6;_1) by 2m. Such a phase slip is local i.e.
it doesn’t affect the phase 6; for |j —i| > 1. This implies
that the remaining of the phase differences add up to



27 immediately following the phase slip. The phase-slip
operator is simpler to represent in dual variables defined
as

Il = (041 —0;)/7 (15)
¢ =7y N (16)
1<

The commutation relation of these operators

(60, 1) = > [Nin, 0541 — 6] (17)
m<l
=i (8jom—0jomi1) =0 1. (18)
m<l

A quantum phase slip at site j is created by operators
et2%; where

b= wion, (19)
l

where w; > 0 are normalized weights which peak at [ = 0
so that ), w; = 1. The width of w; represents the length
scale of the phase slip (Appendix B). Thus, phase-slips
can be considered to be nucleated by a term g > ; cos 20,
We can write the the low-energy effective Hamiltonian
where the phase difference variables 1I; < 1, including
the phase-slip term as

H=y S e
.

7T2EJ 2 -
+ 5 ;Hi#—gg:cos%)i. (20)

Pi—1 — WQi)(¢j —¢j-1— WQJ’)

The disorder from @; in the charging energy can be elim-
inated by a unitary transformation e ‘" 25 Qi which
shifts QEj to ng + Aj, where Aj = WZ[ wi—j Ein:l Q-

Ignoring g for the moment, diagonalizing H under open
boundary condition II; = II;;_; = 0 gives rise to sound-
like plasmonic excitation (h = 1),

m2Ey 4 sin? (¢/2)Uq
Ho = Z 2 I + 2 q
" 1
= Qalag + ) (21)
q

where ¢ takes integer multiples of /M, and

32E,E\E,
Q= 2
E; + 4Eysin“(q/2)

is the dispersion of the plasmonic mode that becomes

linear (~ v.q) with speed v. = v/8EyE; as q goes to 0
and reaches a maximum at the plasma frequency w, =

VSE1E;.
At finite g # 0, phase-slips couple single-plasmon state
|k) = a2|0> to multi-plasmon states. To get the plasmon

sin(q/2)  (22)

1072

- E,=20E,
Ey=40E;
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1072 2x 1072 3x 1072

k

FIG. 5. Inverse lifetime of single plasmon states scaled
by ¢°/E;. The system parameters are M = 1600,D =
0.02,E1/E; = 0.1 while Ey is changed. Power-law increase
of the decay rate at smaller wave vectors ( i.e. g — 0) is
consistent with weaker peaks at smaller frequencies obtained
from the sine-Gordon model. Moreover, the decay rate is
suppressed as Fo decreases, which is consistent with the ex-
periment [19].

lifetime, we will consider its self-energy, which, to low-
est order, is described by the cubic term in the normal-
ordered interaction

%g D &isin2A;: (26)° : (23)

The additional factor

§i = exp[—— Z W(AZ)2] (24)

arises from normal-ordering defined by cos 20; = & -
cos 2¢; : where A} = V8/M Y, wi_;singl is defined to

be the coefficient in 2¢; = Y- Al¢,.
The lifetime of momentum k plasmon obtained by self-

energy calculation to order g2 is given by (see Appendix
D for details).

7_@22

41,92

(U — Qg — Q)
SQququz

(25)

7Qq7Q2

where the matrix element is

r

q1,92,93 —

(7 EJ)3Z§Z» sin2A; A% AL Al (26)

Next, we perform disorder average on the inverse life-



time,

() =78 3 (k) i)

q1,92

(27)

Using the fact that the correlation function of

the Aharonov-Casher phase shift, ((e?(Mi—Ai))) =
e—QﬂzDZI(wl—i—wl—j)Q’

2E 3
{(Thgga2))) :¥ Z &fjefzrrzD S (wimi—w—y)?
irj

x (AL AL AL (AL AT AT ) (28)

The inverse lifetime for single-plasmon states evaluated
using Eq. [27)is shown in Fig. [f] The phase slip profile is
chosen such that w; = {tanh[0.2(I — 1/2)] — tanh[0.2(] —
3/2)]}/2, which expands through a length scale of 5 sites.
System parameters are chosen to be M = 1600, D = 0.02
and E1/E; = 0.1 while Ey/E; is tuned. Next, we fix the
factor &;’s, which are expected to be a constant of i in
the M — oo limit, to be {3r/2. This would avoid some
finite size effects. Finally, to obtain a finite result from
Eq.[27, we introduce a Gaussian broadening 7 = 0.5wy, ;..
in the energy conservation delta function. Such a broad-
ening is essential to obtain a result from the zero tem-
perature approach for a finite system with curvature in
the dispersion relation. This issue may be circumvented
at finite temperature, where the broadening is created
self-consistently using the decay rate. However, such a
treatment goes beyond systematic the systematic pertur-
bation theory in the phase-slip amplitude g considered
here.

V. CONCLUSIONS AND DISCUSSION

In this work we have calculated the imaginary part of
the local dynamical polarizability x in the limit where the
Luttinger parameter K ~ 1 (corresponding to impedance
of order of a conductance quantum) where y is domi-
nated by the cross-section of generation of SAPs. We
find that the resulting x, for K = 1, shows an array of
peaks (see Eq. E[) whose height increases with increasing
frequency in a way that is qualitatively consistent with
recent experimental measurements [19]. Increasing K to-
wards the superfluid limit reduces the effective mass (see
Eq. |3)) of the solitons leading to larger oscillations. Such
oscillations in x are surprising at first glance because a
JJ chain in the insulating phase does not have super-
conducting phase coherence. We show that the observed
oscillations are essentially a consequence of the Lorentz
invariance of the sine-Gordon model description of the
chain (Eq. . The coherent phase oscillations in this
model are gapped by a Lorentz-invariant phase-slip (co-
sine) term, for weak Josephson coupling E;, resulting in
an insulating JJ chain. Such a sine-Gordon model turns

out to be a good approximation for long JJ chains in the
limit of large JJ capacitance [27]. This is because the Lut-
tinger parameter K (inverse impedance) and the phase-
slip amplitude g are independently controlled by the long
and short ranged part of the effective screened Coulomb
interaction in the micoscopic model (see Sec. . Such
clean sine-Gordon models have been proposed to be real-
ized in strongly interacting ultra-cold Bose gases [28]. We
expect similar broadened above gap oscillations in x to
apply to a superfluid-insulator transition in the context
of ultra-cold atoms [28].

The coherent phase peaks in x are also found to be ro-
bust to charge disorder that is present in JJ chains [19].
The long-range nature of the Coulomb interactions that
are encoded in the capacitances in the JJ chain model
ensures that the uncorrelated charge disorder appears
smooth on the lattice scale, ensuring the validity of
the sine-Gordon model treatment. We have shown an-
alytically that the mean-free path for solitons increases
with frequency for SAPs. However, as the frequency
of the perturbation is lowered the mean-free path of
the SAPs become short leading to localized excitations.
This leads to increased broadening of the resonances at
lower frequency consistent with recent experiments [19].
We also find that the resonances rest on an incoherent
background also seen in the experimental data for high
impedance wires [19]. Additionally, the models consid-
ered here all have a gap leading to insulating transport
in dc, which is also consistent with the recent experi-
ments [19]. The insulating behavior may be understood
as charge disorder pinning of the charged solitons [26].

In the last section of this work, we consider the per-
turbative decay of plasmons due to quantum phase slips,
similar to recent work [29]. However, in contrast to pre-
vious work [29], we avoid analytic continuation and di-
rectly evaluate the self-energy with the quantum phase
slip term in Eq. [T] being treated as a perturbation. The
analytic continuation is particularly difficult for finite size
and disordered system. Furthermore, we explicitly ex-
clude disorder broadening of single-plasmon states. Such
broadening is implicitly included in the replica-based dis-
order averaged partition function approach [29]. How-
ever, as shown in recent work [30], disorder-induced fluc-
tuations can also lead to extrinsic broadening of the res-
onances. We also find that strictly speaking, such a per-
turbative decay maybe limited or artificially enhanced
by energy conservation in a finite chain. We formally cir-
cumvent this problem by introducing an intrinsic broad-
ening of the states. We find that the calculated decay
rates that increase as one reduces wave-vector ¢ consis-
tent with both experiment [I9] and recent theory [29].
However, it is not clear that the intrinsic source of broad-
ening is justified at the low temperatures required to have
an insulator.

Finally, we note that our work relies on the integra-
bility of the sine-Gordon model in the clean limit. We
have also assumed that this integrability extends to the
disordered sine-Gordon model near the Luther-Emery



point [13 20] (K ~ 1) to describe finite real frequency
dynamics. On the other hand, the general disordered
sine-Gordon model is not integrable and likely exhibits
interesting dynamical behavior related to many-body lo-
calization [I]. This likely leads to avenues for interesting
work on this system in the future regarding low frequency

equilibration at this system.
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Appendix A: Formal sine-Gordon representation of
phase slips

The JJ chain Hamiltonian is written as

H = ZUi,j(Ni - Qi) (N; — Qy)
]

+ Z Ej[1 —cos(0; — 0;-1)], (A1)

where N; is number of Cooper pairs on site i, with strayed
charge @Q; that represents disorder, E; is the Josephson
energy of the junctions and 6; is phase of site i. U; ; is
the charging energy between ¢ and j. Starting with the
canonical commutation relations for charge and phase

[0y Np| = i6mm, (A2)

one can define a new variable
n= K(m-— (A3)
K(n) :w[l —tanh a(n — 1/2)]/2, (A4)

where « represents the width of the phase slip profile.
The new variable ¢ satisfies the commutation relation

[0, dn] = iK(m —n). (A5)
Using the Campbell-Baker-Hausdorf relation,
e 20ng, % =9, — 2K(m —n), (A6)

one can show that e?*®» creates a phase-slip with the pro-
file shown in Fig. Thus, the phase slip is generated
by the sine term of the sine-Gordon model

Hgine =g Z oS 2¢;. (A7)

In order to properly include the variable 6, we need
to transform to dual variables, which are defined by the
momentum

Hm = (9m+1 - 9m>/7(', (AS)

which is canonically conjugate to 6, as

[(bm Hm] =

at length scale much larger than the width of the profile.
In such limit, the JJ chain Hamiltonian, in terms of II
and 6, becomes

i[K(m+1—n)— K(m—n)] =~ idpm (A9)

I :ZUM(@ —7:151‘4 B Qi)(¢j _7T¢j71 — Q)

+ ZE](l — cos wll;)

i

(A10)
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FIG. Al. (a) Phase profile ¢, for the microscopic JJ chain
model. The phase-slip phase profile is discontinuous but local
in the sense that it vanishes away from the phase slip. (b) The
discontinuity can be removed at the expense of introducing
non-locality to produce an unwound phase-slip.

In the large E; regime, one can expand the Josephson
energy to quadratic term. In this case, we should also
include the phase slip term Hg;,e. This gives

H= ZU,J
+%Z(7‘FH

%

2 —|—ch05 20; (A11)

Next we transform ¢; — ¢; + 7>, ., @, this gives rise



to the Aharonov-Casher phase in the phase slip term,
N Ui
H=>" —5 (91 = 9i-1)(9; — ¢j-1)
i,j

+ % Z(T(Hj)Q + gzi:COS(z(bi + 27TZ Q])

J<i

(A12)

%

Finally, in the continuum limit (¢ — ¢(z), II — j(z)),
considering length scale to be larger than the Coulomb
interaction range /Eo/E: where U, ; ~ 4Eg; ;, the
Hamiltonian becomes sine-Gordon-typed,

4F,
71-2

1= [ o™ + 200"

+ g cos(2¢(x) + 2w Q")]-

' <z

(A13)

Appendix B: Phase-slips from microscopic model

In this appendix, we show that the partition function of
the sine-Gordon model matches that of the microscopic
JJ chain model under certain limit with certain value
of g. This in principle allows one to determine g. For
simplicity, periodic boundary condition is chosen for both
JJ chain and sine-Gordon model.

We start with the microscopic Hamiltonian of the JJ,
which is given by

H= ZNiU,-ij +E; 2(1 — cos AG;) (B1)
4,J i
where Af; = 0; — 0;,_1. This gives the imaginary time

action
1 . .
S[6) = / i z]: 0:C; ;0; + E; ;(1 — cos AW;)dr, (B2)

where C = U~} is the capacitance matrix. The partition
function Z in path integral form is

Zise = § Digle " (B3)

where the integration limit of S is from 0 to S. Due
to the 27 periodicity in 6, the configurations can have
B.C’s with 27n jumps in Oy41 — 61 and [ d70-6;. This
is equivalent to including particular kinds of branch cuts
into the configurations and restoring periodic boundary
conditions on both time and position.

The branch cuts transforms (9, A) — (0r —ag, A—ay)
with a vector potential a = (ag, a1),

Zric = Z/D[g]e—sa[e]

(B4)
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and the a-dependent action S, is

Salfd] = /dT[Z(éi - aio)%(éj — a o)

+E, 2(1 — cos(A0; — an))] (B5)

where a labels the sets of branch cuts. Since the path in-
tegral is invariant under a change of variable 8 — 6 + A,
(ap,a1) — (ap + O-A,a1 + AA) is a gauge symme-
try. Therefore, we can choose the non gauge equivalent
branch cuts to be composed of vertical cuts,
a;(7) = (0, £270; 5, O(1, — 7)) (B6)
where x,, and 7, are the coordinates of the end point of
the branch cuts (vortices/antivortices), which are deter-
mined by the (+) sign; and horizontal branch cuts,
a;(7) = (£276(7)O(zy, < i < @y, ),0). (B7)
Finally, there are also full branch cuts that does not have
vortices. These are defined as a;(7) = (0,£27;0) or
a;(1) = (£2m(7),0).
Next, we split the field into smooth and fast part.

0=0,+0; (B8)

where 6, is defined by \/(3768 —ag)? + (A — a1)? be-
ing small. The configurations that contribute more
are ones with 6y ~ 0 everywhere except near the vor-

tices ((z,7) ~ (24, 7y)), where La(0f,05) > La(6s,0s).
Therefore,

ZJJC = Z/D[QS]D[Qf]e—Sa[95+9f]
ZZ/D[es]e_Sa[es]/D[af]e—sa[ef]
~ Z/D[@s]e—Sa[Gs] H/D[Qf]e—sv[ef]

vea

-5 [y

where v labels vortices in_the set of branch cuts a,
Sulbf] = ss, Jror, dTL(0f,0y) and 7 is the contribu-
tion from integrating 6, near a single vortex/antivortex,
N 18 the number of vortices. Finally, since 6, is smooth,
we can approximate Sa[fs] by the free action Spa[fs] =

J [, ;(0; — aio) <52 (0; — ajo) + 5 30,(A60; — ain)?),

this gives the following form of the partition function.

a

To solve for Zj ¢, it is more convenient to work in the

(B9)

(B10)



Fourier space,

1 ~ .
- - 91@ wez(km,—w‘r)
= 20
k,w
1 = i(km—wT)
= ag ,€ )
=D A
k,w

(B11)

where M is the system size and k € {ZZ|n €
{=M/2..M/2}}, w e {Q"Tﬂ\n € Z}. This gives

SO,a[es]/ﬁ =
= I A
> Akwlbrw - a2 e fiZl+ i(wCy /4)ao 2

(k,w)#(0,0)

Co, .- Ey
+ I|ao;(o,0)|2 + 7|a1;(0,0)|2

E;C |(1 — e ™®)ag + iway|?
+(=—=2) Y i 0 ! (B12)
(k,w)#(0,0) o
where C), = >, Cmetfm, A, = w?Cr/4 +
2E; sin?(k/2). Next, using D[f,] = Ik dby, .,

Zyc=1J Z{'Yn“e_ﬂ[(éoﬂ)mo;(o,o) I*+(Es/2)]d1;0,0)|%]

a

x H[e

(k,w)#(0,0)

f””“fck |(1—e™ Yo +iwas |2

) /dék,we‘“’““‘é’“‘”ﬁ]}

[(Co /D)o, (0,0)I>+(E/2)|@1,(0,0)1%]

x Z{’y”ae

BE Cy

< qp T

(k,w)#(0,0)

|(1767ik)do+iw&1\2}
(B13)

Note that the set of broken branch cuts a and the vortex
configuration has a 1-to-1 correspondence. Therefore, we
can relabel a by (n,,n,,v) which denotes the number
of 27 jumps at the z and 7 boundary and the vortex
configuration.

For the second term, by Eq. [B6and Eq. [B7 &) are
related to the polarization of v up to full branch cuts,

. 1
0.(0,0) = W Z/ao’m(T)dT

2
] (MnT—G-vasv)

vEV

(MnT + Prv)

3¢ §

(B14)

=

11

- 1
a1;(0,0) = MZ/aLm(T)dT
+) Tsy)

vEV

(an + PT v)

B\ﬁ

5 W (B15)

where s, = £1 for vortices/antivortices. The polariza-
tion is defined as Py, = (3, cy ToSv, D pey Toss). Next,
for the third term, the exponent contains a discrete ver-
sion of curl a which can also be rewritten as the vortex
density,

(B16)

where Bykw = D ey spe~HkTv—wro)  Therefore, the
partition function represented in terms of the vortex con-

figuration is

n _‘Kco n z,v 2‘” EI N TV
ZJJCNZ{'Y v Z (o (Mnr+Po o)+ gt (Bna+Prov)?]

Ny, M

TrZEJck( vku\

e

(k,w)#(0,0)

1) (B17)

Finally, to make connection to the s-G model that is
going to be introduced later, we perform a Poisson re-
summation on the discrete Gaussians. This gives

27rP1 v,

_ s
ZJJC"’E ™ E e M&" E e TE T
v n

72E;C)  |1Byik,wl?

« H e saar e ( Ak )}

(k,w)#(0,0)

szT v

(B18)

Next, we derive the partition function Z;_g for sine-
Gordon model defined as

.;szNUJN +EJZ 0;-1) +g2c052¢].
(B19)

It is convenient to perform a charge-vortex transforma-
tion (0, N) — (¢, 1I), with the relation

Nl = (91 — 91‘_1)/7T
I; = (¢pir1 — ¢i)/7-

One can easily check that the commutation relation
[¢:,11;] =i, ; is preserved. In terms of ¢ and II,

(B20)

Hy =) (¢i— i 1>

(%]

”2E"§ 2 +g% 2
+ 5 A ;tg ‘ cos(2¢;).
J J

((b ¢j 1)

(B21)



Using the path integral formalism, the partition function
can be written as,

S [ s
#(B)=¢(0)

Ng,Nr

Zo g = (B22)

where n,,n, labels the boundary condition defined by

2¢M+1(7-) = 2¢1(7’) + 27T7’Lx

20;(B) = 2¢;(0) + 2mn, (B23)

and the imaginary time action can be written as

A 1 ; ™
o = [ sl T+ 2
) 0 [27T2EJ ;(QSJ B )
g U; ; TNy

+ Z(¢z — Qi1+ i )T;(d)j —¢j—1+ % )
2]
+ g;cos(Q(bj + %nm + 27%717)] (B24)

Working perturbatively in small g,

Zyc = ZZ%(—%)" 3 /ﬁdnz

Ng,MNr N liyda,..lpn j=1 {s}

/D[qb]e*SO*"I'"T +id0;s; [2¢‘lj (Tj)+27(7ljnw+¥’ﬂ7] (B25)

where {s} sums over the signs (+1) and the free action
So is given by

A 1 ; TNy o
Soingn, = /o dT[ﬁ Z(¢j + 7)

J

TNy UZ‘,' TNy
+Z(¢i_¢i71+ 1% )T;(¢j—¢j—1+ M)
A’j
_ M 2 BUO 2
=8E," T "

B o ABsin’(k/2) - -
+ Z [27T2EJOJ + 2 Uk”gbk-,w' .

(k,w)#(0,0)
(B26)

where Uy, = > U;et* and the Fourier transformation of
the ¢ fields are defined as

kl—wT)

6(7) = 7= 3
k,w

P = wlﬂ > / dry(r)e” H=m) (B27)
1

where M, k, and w has the same definition as above. Let

12
DIg] = T 1., dbr.co
g Ny
Zs_g = J;(*g)
27 Py

M2
X§ 6_2/3EJ7L7+1 B

BUg 2 ,.27Pz v
"T§ e~ A Ma i TR
Ny

n.
~ ZBUkA bt 2, 2 7
— kywl|Pk,w|"+i—=Byik,wPk,w
CIL f dh” B
k,w

(B28)
where Y = Z%le,lz,...,ln fH;L dr; Z{S} is an ana-

log of the sumnover vortex configurations and n. rep-
resents the number of vortices. We will use this no-
tation and index the vortices by v. Again, Ag, =
w?/4Uy + 2E;sin®(k/2), Byipw = Y vev syet(kTe—wr)
and P, is the polarization of the charges with the same
definition, (Prv, Pev) = (2 ey ToSvs Dopey Tosy). First,
the integral over QE/ s are Gaussian integrals

280, - . -
H d(Z;k wei"in Ak |Bre o012+ 2 By b oo

k,w

3 7'|'2EJ ‘Bv;k,w\z
— H ﬂefzﬁMﬁk( Erord)
ko V| PUEAR .

2B (IBv;k,w\2 )

I I I e 2BMUL "\ A

Using the fact that the only configurations that are going
to contribute are the charge neutral ones with >
0 and n. is thereby an even number,

Zo-a~ Y (D™

M 2, .27Pry BUg2 | .27Pg v
XE e e,V T "E e~ ti—aom
n

n

(B29)

vev Sv =

(B30)

One can see that this form exactly matches Z; ;¢ in (B18)
with g chosen as

g=2y=2 / Dlpgle™ Zrmen Frrs 47£:0100) - (B31)

Appendix C: Massive Dirac model with charge
disorder

Let us consider the Dirac equation

10,09 + [mo, — p(x)]y = 0. (C1)
This equation is written as
Op + [moy, — iu(z)o,]p = 0. (C2)



Transforming ¢ —  e¢@o=q),
fle dz' p(x")dx’, the equation becomes

where ¢(z) =

0z = —m|cos ¢(z)o, — sin ¢(z)o,]Y. (C3)
Considering the evolution of ¢ (x) from z = z; to x = a9
Ulas) = oI

x [1— m/dx’{cos d(x")oy —sing(z)o (1)

(C4)
= 7@ (1 £ mAYY (1), (C5)
where
A=— / dz'{cos ¢(z")o, — sinp(z')o, }
= So, + Co,. (C6)

The localization length A can be found by (X
Y = (ay)

Il
~
Q

3
N

,2( r2—®]

L g2

) = ((1+mA)?)
=142m(SX +CY) +m?(C* + S*) (C7)

e

At m = 0, the uniform (Haar measure) distribution on
the unit sphere is a stationary distribution. Therefore,
this can be solved in the small m limit. For a station-
ary distribution, expectation value of a local operator O
should satisfy

(1 4 mA)ei?(#2)7= 0e=19(22)0= (1 4 m A))
(1+mA)2)

—(0). (C8)

By choosing 0= 04y, We obtain the following equations,

(1 4+ mA)[cos p(z2)o, — sinp(z2)o,](1 +mA))

X = (1+mA)?)
v — ((1 +mA)[sin ¢(x2)o, + cos p(z2)oy](1 + mA))
(14+mA)?) '

(C9)

To lowest order in m,

X\ m
<Y> 1 —cos¢(x9)
cosp(xe) —1 —sing(za) S
x < sinqS(ZxQ) cos ¢(x2) i 1) <C> (C10)
Plugging X and Y into Eq. [C7]} we find that

T2 — X1

2( \

) =m?(C? + S?) (C11)

Next, we solve for the C? 4+ S2. This involves aver-
aging over disorder potential u(z) = E + £(x), where

13
({€(2)€(y))) = V2AS(x — y) is uncorrelated,
C?+ 8% = / - ({cos p(z — 2)))dadz’

x1

o xr 2 ,

= 2/ dz/ dz’ cos(E(z — 2'))e™ "= (@)
Ty xq

(C12)
In the large xo — 21 limit, this gives
4V2A
2 2
Finally, the localization length is
S
A= —— 14
2m2V2A (C14)

Appendix D: Self-energy Evaluation of the JJC
Model with QPS

The microscopic Hamiltonian with quantum phase slip
is

T2 E; 4sin?(q/2)U, -
Hoy i 14749 cos 26+ A)
q 7

T2

(D1)

To write in path integral form, we normal-order the in-
teraction term, resulting in an additional factor,

Zcos 2(¢; + A;) = Zfi cos2(p; + Ay) (D2)

2 ; o
where & = exp[-T >, MW(A}Z)Q] and A} is
the momentum space coefficient of ¢, in 2¢; = 3 p Af1¢q.
This leads to the action in terms of rescaled ¢ — ¢ =

TVE
1
S[¢] = Z §(w2 — 02|l

q,w

iy / Y &eon2mV/Esbi+ ) (DY)

at low energy, we can expand the interaction term in
small ¢. Next, since we are focusing on the self-energy
correction to the correlation function, we consider the
cubic term, which will give the lowest order contribution
to the self-energy,

g . o\
— 5 dtZgi sin 2A;(20)3

g
= —5 Z 27‘((5(&)1 + wo + w3)1—‘ql,q2,q3¢q1,w1¢q2,wg¢q3,w_3
“{aw}
(D4)



where

orgogs = (TV/E;)* Y &sin2A; AL Al AL - (Db)
This gives the action

1
Sl =D 5w = 2))I¢ql”
q,w
1
Y] Z Ly ki ks Par w1 Paz w2 Pas s 2mé(w1 + w2 + ws)
{a,w}
(D6)

The diagrammatic expansion of this action gives rise to
the following Feynman rules for propagators and vertices
which is a straightforward generalization of the ¢* theory,

e Each plasmon line corresponds to the propagator

i

—_ D7
w? — Q2 +ie (D7)
e Each vertex corresponds to a factor of
ig
— =Ty ko ks 20 (w1 + wo + w3) (D8)

3!

Applying these rules gives us the following formula for
the lowest order self-energy,

1
E(k,w) = 892 Z (_irk,m,qz)z

q1,92

- z
21 wi — Q2 +ie (wHwi)? — Q2 +ie
(DY)
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plugging in the symmetry factor S = (3 x 3 x 2) x 2 and
rewriting the correlation functions,

1

E(k,w) = Z(Fk7q17q2)2(m
q1°°q2

q1,92

)

/% 1 1 )
21 “wi — Qg +ie wi + Qg — i€

1 1
(W+wi) — Qg +ie  w+w +Qy, — i€
1
=i ) Craa) (5o
chqz e 4QQ1 qu
< ; - : |
—w+ Qg + Qg — 2t W+ Qq, + Qy, — 2i€
(D10)
This gives
1 i
G = = D11
Gol-% w2-02—i% (D11)
with the pole shifted to
X (k, Q)
This gives the lifetime of the plasmon by
1 (k, )
= Im[—i Nk
Tk m[ ‘ QQk }
0(Q — Qy, — Q)
— 2 q q
=7 Z (Fk,‘h,qz) 8Qk9q19q2 . (DlS)
q1,92

where we have used the fact that all 2’s are positive,
therefore 6(Q + Q4, + Q4,) can not be satisfied.
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