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We present results from a novel experimental technique used to estimate the strength of Ta
at extreme pressures (150 GPa) and strain rates (107 s−1). A graded density impactor (GDI)
was fabricated using sputter deposition to produce an approximately 40 µm thick film containing
alternating layers of Al and Cu. The thicknesses of the respective layers are adjusted to give
an effective density gradient through the film. The GDIs were launched with a 2-stage light gas
gun, and shock-ramp-release velocity profiles were measured over timescales of ∼ 10 ns. Results
are presented for the direct impact of the film onto LiF windows, which allows for a dynamic
characterization of the GDI, as well as from impact onto thin (∼ 40 µm) sputtered Ta samples
backed by a LiF window. The measurements were coupled with mesoscale numerical simulations to
infer the strength of Ta, and the results agree well with other high-pressure platforms, particularly
when strain-rate, microstructural, and thermodynamic path differences are considered.

I. INTRODUCTION

Generating physics-based models which predict the de-
formation of materials under dynamic loading remains
a long-standing challenge. Significant investments have
been made to establish experimental capabilities which
can probe relevant conditions. Modern high pressure (>
10 GPa), high strain-rate (> 105 s−1) experiments gen-
erally fall into two categories: perturbation growth and
release waveprofile measurements. Perturbation growth
experiments apply an acceleration to an interface with
prescribed perturbations (typically sinusoidal) and mon-
itor the subsequent growth. Early experiments utilizing
explosive loading drove a Rayleigh-Taylor (RT) instabil-
ity and observed sensitivity of the perturbation growth
to dynamic strength [1]. More recently, RT experiments
have been adapted to laser platforms where similar sen-
sitivities are observed [2, 3]. This idea has also been ex-
tended to plate impact experiments where the shock load-
ing results in a Richtmyer-Meshkov instability (RMI); in
this case, a methodology is prescribed to directly esti-
mate the dynamic strength based on the observed pertur-
bation growth [4]. The second category of experiment is
release waveprofile measurements. In these experiments,
the deformation is restricted to one-dimensional uniaxial
strain and the dynamic compression path incorporates
a release (or unloading) which drops the pressure from
the peak state. Under these conditions, materials are
observed through velocimetry to exhibit a transition be-
tween elastic and plastic deformation and this transition
can be related to the material strength. Experiments
have been performed with plate impact configurations to
shock load a material prior to the release [5], as well as
with magnetic loading to perform shockless (or ramp)
compression and release [6].

One of the most well-studied materials against this
backdrop is tantalum. Ta is a refractory metal which
is predicted to remain in its initial body-centered-cubic

(BCC) crystal structure to pressures of at least 1 TPa
[13], making it a model material. A summary of the
types of strength experiments which have been performed
on Ta and some characteristic states associated with
those experiments is given in Fig. 1. The most com-
mon data available are from quasi-static (QS) and Split-
Hopkinson Bar (SHB) experiments [8]. In these tests,
pressures are close to atmospheric conditions and acces-
sible strain rates range from 10−3 − 10−1 s−1 (QS) and
103 − 104 s−1 (SHB). Diamond anvil cell experiments
have been performed to explore Ta strength under high
pressure isothermal loading at strain rates comparable
to the QS tests [9]. The difficulty and cost of perform-
ing higher rate experiments makes the remaining data
rather sparse. Magnetic loading has been used to per-
form ramp compression and release experiments at rates
of ∼ 3 × 105s−1 and to pressures of 250 GPa on the
Z-machine [10]. Higher rate data come exclusively from
perturbation growth techniques. RMI experiments probe
high rate (∼ 107s−1) free surface (zero pressure) condi-
tions [7], while the laser RT experiments are conducted
at similar rates but much higher pressures. RT data has
been reported up to 130 GPa using the Omega laser
[11, 12] and up to 350 GPa using the National Ignition
Facility (NIF)[3, 11].

Significant questions arise when attempting to piece
together the information in Fig. 1 into a comprehen-
sive picture of material strength. Specifically, can the
laser and magnetic loading experiments be compared on
a similar basis to distinguish between rate and pressure
effects? Since the experimental methodologies are com-
pletely different, there is a need to perform release ex-
periments in higher strain rate regimes to enhance the
confidence in which we can make these types of cross-
platform comparisons. Towards this end, we present
an experimental capability which enables a shock-ramp-
release dynamic compression path at loading rates on the
order of ∼ 107s−1. The next section (II) describes the ap-
proach, in which we fabricate a graded density impactor
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FIG. 1. Characteristic conditions for several Ta experi-
mental data sets available in the literature adapted from
[7]. Quasistatic and Split-Hopkinson Bar experiments cover
low pressure, moderate strain rate conditions [8], and re-
cent Richtmyer-Meshkov (RMI) techniques have extended to
higher rates [7]. Diamond anvil cells can be used to access low
rate, high pressure conditions [9]. Magnetic loading on the Z-
machine has been used to dynamically compress to high pres-
sures at high rates [10], while laser platforms such as Omega
[11, 12] and NIF [3] have been used to access similar pressures
at even higher rates.

(GDI) using thin film deposition for use in plate impact
experiments. A detailed explanation of the experimen-
tal configuration is given in Section III, followed by a
description of a numerical simulation capability in Sec-
tion IV. We present the experimental results, analysis,
and subsequent discussion in Section V, and conclude in
Section VI.

II. MATERIALS FABRICATION

A. Graded Density Impactors

Graded Density Impactors (GDIs) have long been rec-
ognized as a viable technique to perform ramp com-
pression loading using plate impact gun systems [14].
GDIs utilize a continuous change in the impactor’s shock
impedance, such that impact results in a compressive
wave with a rise time which can be orders of magnitude
slower than the nearly instantaneous shock that is pro-
duced with a homogeneous impactor. Traditionally, the
length scale associated with the GDIs which have been
explored are O(mm) and the resulting timescales for the

FIG. 2. SEM cross section view of the Cu/Al GDI with indi-
vidual layers oriented vertically. The image in (a) shows the
base Cu layer, graded multilayer and Al cap. Images in (b)
and (c) show Cu-rich and Al-rich portions of the multilayer,
respectively. The Al layers appear dark while the copper lay-
ers are lighter.

risetime of the ramp are O(µs) [14, 15]. In this section,
we present a technique to fabricate GDIs which reduces
these length and time scales two orders of magnitude to
generate the desired loading rates of 107 s−1.

The key idea in our approach is to deposit hundreds
of individual nanometer-scale layers of different materi-
als to establish an effective density gradient through the
thickness of the film. A bimetal system of Al and Cu is
selected for this initial work because these materials con-
tain a relatively large difference in shock impedance and
each metal can be deposited at high rates while main-
taining low residual film stresses (important for film ad-
hesion and integrity). The GDI fabrication begins with
the choice of a substrate. A low impedance material is
required to provide a release from the peak state, and
we chose Al because it is easily diamond machined to
provide an optimal coating surface. The substrates were
4 mm thick and 12.7 mm in diameter. Substrates were
solvent cleaned and their surfaces were etched with Ar
(100 W , 5 m) prior to sample loading in the deposition
system.

A cryopumped, KDF 744i pulsed DC magnetron sput-
ter deposition system having a base pressure of 10−5 Pa
was utilized for GDI film deposition. A custom platen
was designed such that tens of GDIs could be produced
in a single deposition run. The deposition begins with
a 25 nm thick layer of Ti for improved substrate ad-
hesion along with a 35 nm thick layer of Ni for use as
a diffusion barrier. It is desirable to have a thick high
impedance base layer to provide a steady peak state in
the loading condition, so 5.5 µm of Cu was deposited
on the diffusion barrier for this purpose. Next, the key
feature of the GDI was applied: alternating layers of Cu
and Al were deposited where each layer thickness was
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varied to give an effective gradient in density. This mul-
tilayer portion of the GDI can be envisioned as having
100 bilayers, where a bilayer is defined to be 1 Al layer
and 1 Cu layer. The bilayer thickness is fixed at 340 nm
throughout the multilayer deposition, and the thickness
of the Al and the Cu within each bilayer was adjusted to
give a 1% change in molar composition from the previ-
ous bilayer. Thus, the 100 bilayers (200 individual lay-
ers) result in a 34 µm deposition representing an effective
change in composition from pure Cu to pure Al as the
film growth proceeds. The GDI was then finalized by de-
positing a 2 µm Al cap, which is intended to produce a
steady post-shock state prior to the arrival of the ramp
wave induced by the multilayer. Sputter deposition of the
various layers involved filtered ultra-high purity (UHP)
argon with flow controlled by an MKS Instruments 100
sccm mass flow controller. Ar pressure was set to 1.33
Pa for the deposition of each layer as indicated by an
MKS capacitance gauge. Sputtering utilized Advanced
Energy Pinnacle Plus power supplies operating in pulsed
DC mode, and large (12 x 62.25 cm) sputter targets com-
bined with programmed stage scanning established uni-
form layer thicknesses. Sputter target purities were as
follows: Ti (99.995%), Ni (99.99%), Cu (99.995%) and
Al (99.999%). Deposition rates were determined for each
material prior to final GDI fabrication employing a cal-
ibrated DEKTAK surface profilometer and focused ion
beam sectioning/scanning electron microscopy (SEM) for
thickness measurements.

A few GDI films were locally sectioned by focused Xe
ion beam sputtering and polished with a focused Ga ion
beam to enable characterization using SEM. A represen-
tative GDI film is shown in Fig. 2. There is no detectable
delamination, and this film appears to be free of gross
contamination or particles. Individual layer thicknesses
of GDIs have been measured and are within 5% of tar-
geted values, confirming the desired composition profile.
In addition, the measurements confirm the bilayer thick-
nesses of the GDI (combined thickness of a single Al and
single Cu layer) are constant and approximately equal to
340 nm, so the sputter process did not drift out of cali-
bration during the lengthy deposition. Sections obtained
from different substrates and locations contain no mea-
surable differences, demonstrating excellent film thick-
ness uniformity. Additionally, surface roughness mea-
surements on GDI films using a white light interferometer
reveal an average peak to valley of 0.5± 0.1µm while op-
tical profilometry suggests a planarity of < 1µm. These
low values are comparable to the flatness and parallelism
of the diamond turned Al suggesting the film surface
roughness is a result of conformal deposition onto the
substrate and the deposition process does not contribute
additional uncertainty to the interpretation of an impact
experiment.

X-ray diffraction (XRD) shows that GDI films are
mostly elemental, face-centered cubic Cu and Al. A
Siemens model D500 θ−θ powder diffractometer (Bruker
AXS, Inc. Madison, WI) was used for data col-

FIG. 3. Diffractogram obtained from sputter-deposited
Cu/Al multilayer showing evidence for Cu and Al and trace
(< 0.1wt% CuAl2). The known reflections of candidate ma-
terials are displayed below the diffractogram.

lection with samples maintained at ambient tempera-
ture. Monochromatic Cu Kα (0.15406 nm) radiation
was produced using a diffracted-beam curved graphite
monochromator. Fixed slits were used, and the instru-
ment power settings were 40 kV and 30 mA. Datas-
can V4.3 (Materials Data Inc.; Livermore, CA) software
was used to operate the diffractometer. Phase identi-
fication was performed using Jade 9.6 software package
(Materials Data, Inc. Livermore, CA) coupled with the
2018 Powder Diffraction File - PDF4+ (ICDD, Newtown
Square, PA).

Diffractograms reveal intense reflections for Cu and Al.
Both exhibit a (111) out-of-plane crystallographic tex-
ture. The diffractogram shown in Fig. 3 was obtained
from a separate thin film sample specifically deposited for
XRD study (but not used for impact studies). Identical
deposition parameters were used with one exception. The
film characterized in Fig. 3 did not contain the relatively-
thick Al capping layer. This portion was skipped in order
to fabricate a sample that could be probed sufficiently by
X-rays that penetrate to several buried interfaces within
the multilayered volume. Trace Cu-Al intermetallic was
detected only by inspecting near the noise floor of the
diffractogram as shown in the Fig. 3 inset plot. XRD
shows evidence for small amounts of CuAl2 which likely
form at Cu/Al interfaces. Based on observed peak inten-
sities obtained in the scan, the amount of CuAl2 is esti-
mated to be less than 0.1 wt%. Quantification of weight
percent phases was performed using Reference Intensity
Ratio values obtained from the PDF database along with
the Easy Quant routine within the Jade software.

B. Tantalum Targets

Tantalum films used as targets in high-velocity im-
pact experiments were deposited using a separate
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FIG. 4. Diffractogram obtained from sputter-deposited Ta
thin film demonstrates a body-centered cubic structure. The
reflections associated with several candidate Ta structures are
included below the diffractogram. A cross section scanning
electron micrograph of Ta thin film on LiF substrate showing
the full thickness is provided as the inset. The film was lo-
cally coated with Pt to minimize rounding of exposed Ta film
surface during focused ion beam sectioning. The horizontal
lines observed in this image are mostly artifacts introduced
as part of the sectioning process.

turbomolecular-pumped Unifilm PVD 300 multisource
sputter deposition system. This other vacuum system
maintained a base pressure of pressure of 2 × 10−5 Pa.
LiF (100) substrates were initially cleaned using an ex-
situ plasma etcher (100 W , Ar) and then loaded into
the deposition system for coating. LiF was first coated
with a 20 nm thick layer of Ti followed by ∼ 43 µm
thick Ta. Filtered UHP Ar was maintained at a pres-
sure of 11 mTorr for sputtering. This pressure was cho-
sen based on a series of preliminary experiments that
examined the residual stress of deposited Ta on LiF us-
ing traditional wafer curvature methods. These initial
experiments involved deposition of 10 µm thick surro-
gate films onto 4 mm thick LiF substrates at different,
fixed Ar pressures. Wafer curvature was measured before
and after film growth using a Toho FLX wafer curvature
apparatus and film stress was determined using Stoneys
equation (working within the thin film approximation).
Again, film thickness was determined using a calibrated
DEKTAK surface profilometer (with ridealong witness
samples) and focused ion beam sectioning/SEM.

Tantalum films used as targets in GDI experiments
were 43 µm thick, on average. An example cross section
micrograph of a thick Ta film is shown in Fig. 4. Tan-
talum films developed a columnar microstructure having
facets at the final surface characterized by a peak-to-
valley surface roughness of ∼ 2µm. Grain widths in-
creased slightly as the film was thickened with widths as
large as ∼ 3µm. XRD revealed a body-centered cubic
(BCC) structure in Ta films. The X-ray diffractogram
in Fig. 4 shows several reflections; each match well
to the known reflections of BCC Ta. Other candidate
phases and their diffraction patterns are included below

the diffractogram for comparison. A BCC structure is ex-
pected when employing Ti adhesion layers [16, 17]. Tan-
talum films had a fiber texture with most grains hav-
ing a (110) and (211) out-of-plane orientation aligned to
the LiF (100) substrate normal. The diffraction meth-
ods used for Ta film characterization are similar to those
described for GDI characterization.

III. EXPERIMENTAL CONFIGURATION

FIG. 5. Plate impact experiment configuration. The GDI
impacted a sample of interest (either 5 µm of Al or 43 µm of
Ta) and PDV was used to measure both the impact velocity
and the velocity of the sample/LiF window interface. A novel
PDV array was used to measure the velocity of 12 distinct
spots across ∼ 1 mm to provide the statistics necessary to
obtain the required precision in the sample velocity.

Experiments were performed using the two-stage light
gas gun at the Shock Thermodynamics Applied Research
(STAR) facility at Sandia National Laboratories [18].
This gun launches 25.4 mm diameter projectiles at ve-
locities of 2-7 km/s. The target configuration utilized
a standard transmitted wave plate impact orientation, a
cartoon of which is shown in Fig. 5. The 12.7 mm di-
ameter GDIs were glued into the projectiles such that
∼ 1 mm was protruding from the surface and retrore-
flective tape was applied to the remaining surface of the
projectile. Sample materials were deposited directly onto
19 mm diameter and 4 mm thick [100] LiF windows and
then potted into an Al target plate. Samples were either
5 µm thick Al or 43 µm thick Ta (as described in Sec-
tion II); the choice of these materials and thicknesses is
discussed further in Section V.

A. Velocimetry Diagnostic

Photonic Doppler Velocimetry (PDV) [19] was utilized
during testing. Three standard collimating PDV probes
(AC photonics) were located 120 deg apart along a 21
mm diameter. These probes were used to accurately
measure the velocity of the projectile by monitoring 1550
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nm laser light returned from the retroreflective tape. The
primary measurement of interest is the velocity of the
sample/LiF interface. The challenge in this measurement
is the timescale associated with the thin film GDIs. As
will be shown in Sections IV and V, the timescale of
the ramp generated with these GDIs is on the order of
5 ns. This is comparable to dynamic experiments per-
formed on laser platforms [20, 21] where, traditionally, a
line-imaging velocity interferometer using a streak cam-
era is used to obtain the necessary temporal resolution
[22]. As this type of imaging system was not available for
these experiments, we pursued PDV measurements for
this purpose. The STAR PDV system utilizes 20 GHz
photodetectors and digitizers ranging in bandwidth from
12 to 23 GHz. This corresponds to system rise times of
∼ 20−30ps, which is more than sufficient to observe the
features of interest in these experiments. A set of prelim-
inary experiments were conducted using several common
PDV configurations [23] incorporating either collimating
or bare-fiber probes coupled to diffuse or specular reflect-
ing surfaces. In general, we found the bare-fiber probes
coupled to a specular surface gave the best signal qual-
ity, but the signals were still too inconsistent to be use-
ful. As a result, we utilized a new probe obtained from
Berkshire photonics which incorporates a tight packing
of an 8x3 array of SMF-28 fibers into a 2.1 mm diame-
ter steel tube. The fiber core diameters are 9 µm while
the outer cladding diameter is 125 µm, giving a spacing
of ∼ 1 mm across the fibers. The philosophy with this
probe was to make as many redundant measurements as
possible and use statistical averaging to provide the re-
quired precision. Due to limitations in the availability of
oscilloscope channels, only 12 PDV measurements were
taken; a schematic of the arrangement is shown in Fig
5. The probe was glued directly to the back of the LiF
window, and fibers numbered 10 and 15 were used to illu-
minate the Al or Ta reflecting surface with 1550 nm laser
light. The 6 probes surrounding the points of illumina-
tion were used to collect the reflected light before being
coupled (with a 3 GHz upshift) into the PDV system.

IV. NUMERICAL SIMULATIONS

Simulations of the experiments were performed using
the ALEGRA hydrocode [24]. A significant advantage of
this GDI approach is the use of full density layers of well-
known materials. The GDI profile shown in Fig. 2 was
imported directly into ALEGRA to provide a mesoscale
simulation capability. The simulations were configured
using a 1-D Lagrangian mesh in which 10 elements were
constructed over the smallest layer thickness and then
mass matched across the domain, resulting in cell sizes
of 0.47 nm or 1.56 nm across the Al or Cu elements,
respectively. The equations of state were modeled with
the Sesame 3700 [25] and 3325 tables and the Steinberg-
Cochran-Guinan form was used to model the strength
[26]. A plot of the initial (time = 0) spatial configuration

FIG. 6. Initial (time = 0) spatial density profile for the direct
numerical simulation of a GDI impact showing each distinct
layer of Al and Cu. The low pass filter was applied as a
visual aid representing the average density gradient through
the GDI.
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FIG. 7. Simulated pressure histories at the interface between
the GDI and either a thin (5 µm) Al or thick Ta (43 µm)
sample. Impact velocities were tailored to give the same initial
shock pressure.

is shown in Fig. 6 which illustrates the density differ-
ences across the GDI (discrete layers of Al and Cu) and
into the Al sample and LiF window. A low pass filter
was applied to give a visual representation of the aver-
age density gradient through the alternating layers of the
GDI.

Time histories of the simulated pressures at the im-
pact interface for impacts of 4.6 and 6.2 km/s on Ta and
Al, respectively, are shown in Fig. 7. These profiles il-
lustrate the desired features of an initial shock with a
steady hold, ramp to the peak state with a steady hold,
and a release back down to a lower pressure. We note the
timescale for this entire experiment is only ∼ 10ns which
is about 2 orders of magnitude faster than conventional
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GDI techniques [14, 15].

V. EXPERIMENTAL RESULTS AND ANALYSIS

FIG. 8. The subset of the 12 measured PDV spectrograms in (a) represents the range of signal quality where the gray shaded
regions represent the 95% confidence intervals on the velocity extraction (which visually collapse to a line in regions of high
signal quality). After aligning the initial shocks to time = 0, the estimated variance for each signal is used to produce (b), the
weighted averaged velocity for each experiment. Shaded regions represent the 95% confidence intervals in the mean velocity,
although they are mostly indistinguishable from the line width.

Four experiments were conducted which are summa-
rized in Table I. The experiments were performed in
pairs where a thin Al sample experiment was followed by
a separate thick Ta experiment and the impact velocities
were coordinated so the initial shock stresses were as close
as possible (as in Fig. 7). This pair of experiments was
chosen such that the first (Al) provides a drive character-
ization while the second is used to infer the Ta strength.
The drive characterization would ideally consist of an im-
pact directly on the LiF window, but the thin Al coating
was used to provide a reflecting surface and shield the
measurement from any gas traveling ahead of the projec-
tile. The simulations described in Section IV confirm the
nearly identical shock impedance between Al and LiF at
these pressures results in minimal wave interactions and
so this configuration is still well-suited to dynamically
quantify the behavior of the GDI.

Spectrograms along with 95% confidence intervals on
the extracted velocities (shown as the shaded regions)
obtained from 4 of the 12 fibers (labeled in Fig. 5) in
the PDV array from experiment GDI-1 are shown in
Fig. 8 (a). This subset was chosen to represent the
best and the worst measurements and illustrates some
qualitative trends common across the entire experimen-

TABLE I. Summary of the GDI experiments.

Shot # Sample IV (km/s) IS (GPa) PS (GPa)

GDI-1 5 µm Al 6.179 80 122

GDI-2 43 µm Ta 4.055 78 151

GDI-3 5 µm Al 4.608 53 80

GDI-4 43 µm Ta 3.010 52 99

IV: Impact Velocity, IS: Impact Stress, PS: Peak Stress

tal series. The signal quality appears to be completely
random and can vary drastically between different fiber
locations. Signal dropouts also seem to be completely
uncorrelated and occur at random times. However, by
making 12 redundant measurements we consistently ob-
tain several high-quality signals.

Rather than selecting the best signal, we chose to sta-
tistically average all 12 signals to provide the best esti-
mate of the velocity. This was done by first shifting each
signal such that the initial shocks overlap. The shock
arrivals have a spread of ∼ 5 ns in the raw data due to
impactor tilt and slight differences in the fiber lengths, so
using the shock as a fiducial was preferable to a detailed
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accounting of these sources of timing differences. This as-
sumption is justified by the excellent spatial uniformity of
the GDI described in Section II. Next, a weighted aver-
age of the signals was taken where the weights were given
by the reciprocal of the known variance in each measure-
ment. In practice, this weighting results in regions of
the signals with high noise (such as dropouts) contribut-
ing very little to the average, and so the highest quality
signals naturally dominate the averaging. The estimated
errors associated with this averaging are ∼ 20m/s, which
is sufficient for an accurate wavespeed analysis [27]. The
averaged velocities after additionally correcting for the
index of refraction of LiF [28] are given in Fig. 8 (b).
The velocity detected before the shock arrival on GDI-1
and GDI-3 is hypothesized to be gas blow-by traveling
ahead of the projectile prior to impact. This small per-
turbation is believed to be overdriven by the strong shock
in the Ta experiments (where it does not appear) and so
this feature does not influence the interpretation of the
data.

A. Drive Determination

The Al sample experiments (GDI-1 and GDI-3) can
be used to perform a dynamic characterization of the
loading history provided by GDI. This was done by cou-
pling the numerical simulations described in Section IV
to the measured experimental velocities. The idea is to
use the simulations to describe the thermodynamic differ-
ences between the drive characterization impact and the
Ta sample impact. The experiments were designed such
that the initial impact pressures were nearly the same;
as shown in Fig. 7, the state of each impact is nearly
identical at early times. At later times, the wave inter-
actions within the GDI reflect off the higher impedance
Ta sample, causing higher pressures and a divergence be-
tween the two loading conditions. If we assume that the
simulations accurately calculate this divergence, then a
mapping can be constructed to describe the difference be-
tween the loading on the thin Al sample and the loading
on the Ta sample. We use the transfer function method-
ology described in reference [6]. Briefly, this is a linear
perturbation theory approach in which a transfer func-
tion, TF, can be constructed in the frequency domain
using a fast Fourier transform (FFT) and the simulated
velocities, uAl and uTa:

TF (ω) =
FFT (uAl)

FFT (uTa)
. (1)

With the TF constructed using the simulated veloci-
ties, it can then be applied (through the inverse of Eqn.
1) to the measured velocity in the Al experiment to gen-
erate an estimate of the time history of the velocity at
the impact interface in the Ta experiment. This mapping
is illustrated in Fig. 9 where the GDI-1 and GDI-2 simu-
lated profiles are used to generate the TF. Subsequently,
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FIG. 9. Drive calculation for experiments GDI-1 and GDI-2.
The differences between the GDI-1 drive characterization sim-
ulation and experiment are linearly mapped to the simulated
loading velocity in the GDI-2 Ta simulation.

the TF is applied to the GDI-1 measurement to generate
the mapped velocity profile.

B. Wavespeed Analysis

Once the velocity-time history at the impact interface
in the Ta sample experimental configuration has been
calculated, it can then be used as a boundary condi-
tion to drive 1-D simulations to aid in the analysis of
the Ta experiment. Reconsider the simulation configu-
ration in Fig. 6 in which the entire GDI is replaced by
the mapped velocity applied directly as the input to the
sample (illustrated as the cartoon in Fig. 10). Ta simu-
lations were conducted using the Sesame 93524 EOS [29]
coupled to the Preston-Tonks-Wallace (PTW) strength
model [30] and an anelastic description of the release [31].
This anelastic model was used previously to model shock-
release measurements in Ta [39], and only a slight empir-
ical tuning of those reported parameters was required
to capture our experiments. The simulation results are
shown in Fig. 10 for which there is excellent agreement
between simulation and experiment in the critical region
following the initial shock. As in the drive determina-
tion (Figure 9), the initial shock in the measurements is
more dispersive than the simulations. Since the risetimes
in the measurements are consistent across the high qual-
ity signals, we do not believe this is an artifact from the
averaging across multiple fibers. Instead, we attribute
this difference to a deficiency in the simulation, such as
a problem with the artificial viscosity (which was tuned
only to the minimum required to remove instabilities in
the initial shock). However, because this modeling dis-
crepancy is accounted for through the TF analysis, we do
not believe it alters our interpretation of the experiment.
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We note that a timeshift has been applied to the ex-
perimental measurement to obtain consistency with the
post-shock ramp wave. We believe this is a reasonable
approximation because the EOS has been well studied
[10, 27] over these conditions and so it can be used to
constrain this timeshift. Once this level of agreement be-
tween simulation and experiment has been obtained, the
methodology described in [6, 10] can be used to determine
the wavespeed response shown in Fig. 11. The loading
wavespeed, by construction, is in good agreement with
the estimated post-shock ramp compression path. The
unloading portion of the wavespeed represents the mea-
sured transition from elastic to plastic deformation and
agrees well with the magnetically driven ramp-release ex-
periments performed under similar thermodynamic paths
at the Z-machine [10]. This transition is sensitive to the
deviatoric response of the material and can be used to
estimate properties related to strength [6]. The inset in
Fig. 11 contains the simulated equivalent plastic strain
rate halfway into the Ta sample for both experiments.
The high-rate initial shock is followed by the ramp at
a strain rate of ∼ 107 s−1. Upon reversal of the load-
ing (peak of the velocity profile), the rate drops to zero
and then increases again as the plastic strain begins to
accumulate on release. The unloading strain rate is re-
markably similar to the loading rate, which is an ideal
scenario in these types of experiments.

C. Ta Strength Estimates

The wavespeed profiles in Fig. 11 can be used to ob-
tain estimates of the shear modulus, G, at peak compres-
sion as well as the average strain ε, and change in shear
stress, ∆τ , during the elastic-plastic unloading transi-
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FIG. 11. The analysis methodology described in [6, 10] is used
to determine the Lagrangian wavespeed as a function of parti-
cle velocity. The initial loading was constrained to agree with
the 93524 Sesame EOS, while the unloading represents the
elastic-plastic transition which is dictated by the Ta strength
response. The inset contains the simulated equivalent plastic
strain rates as a function of time halfway into the Ta sample.

tion [6]. The results of this analysis are given in Ta-
ble II and shown in Fig. 12. Uncertainties were esti-
mated using the Monte Carlo approach described in [10]
in which uncertain parameters are sampled according to
a prescribed normal distribution and the analysis is re-
peated for each instantiation to obtain statistics on the
strength estimates. Prescribed uncertainties were 1µm
on the Ta thickness, 2% scaling of the velocity boundary
condition, 30% in the simulated flow stress, and 20% in
the anelastic parameters. These uncertainties result in
full coverage: the 95% confidence intervals in the simu-
lated velocities completely encompass the experimental
measurements. We find the resulting uncertainties in the
strength estimates are dominated by the errors in the
thickness and boundary conditions with little contribu-
tion from the model parameters, which is consistent with
the assumptions in the analysis [6]. Fig. 12 also contains
a reanalysis (using a non-linear LiF index of refraction
[28]) of the Z experiments from [10] as well as the laser
driven (Omega) RT experiments from [11, 12]. As illus-
trated, the results are in excellent agreement with previ-
ous work. The shear modulus agrees well with both the
Z experiments and the Sesame 93524 cold shear modu-
lus. The strength appears to be slightly higher than the
Z experiments but lower than the Omega data (although
just overlapping in the error bars).

D. Discussion

In this section, we discuss the differences in Fig. 12 in
relation to estimated physical effects due to the discrep-
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TABLE II. Summary of the strength estimates. Uncertainties
represent 1 standard deviation. The first pressure entry is the
average over the elastic-plastic transition while the second is
the peak value.

Shot # P (GPa) ∆τ (GPa) G (GPa) ε

GDI-1/2 135, 150 ± 8 4.2 ± 1 227 ± 48 0.294 ± 0.010

GDI-3/4 85, 97 ± 3 3.3 ± 0.7 185 ± 44 0.234 ± 0.005
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FIG. 12. Shear modulus (G) and change in shear stress (∆τ)
estimated from the wavespeed profiles shown in Fig. 11. Data
from ramp-release experiments on Z [10] and laser RT experi-
ments on Omega [2, 11] are shown for comparison. The strain
rate curves in the lower panel are based on the zero pressure
interpolation between Split-Hopkinson bar [8] and RMI [7]
data and a G/G0 pressure scaling based on the Sesame 93524
T=0 shear modulus.

ancies between the experiments. Specifically, we examine
the differences between loading rate, loading path, and
microstructure.

As shown in Table III, the different experimental plat-
forms result in different characteristic timescales and sub-
sequent strain rates. The GDI gun experiments in this
work and the laser driven Omega experiments are esti-
mated to result in comparable strain rates (∼ 107 s−1)
while the magnetically driven Z experiments are 1.5 or-
ders of magnitude lower. To estimate the effect of rate on
strength between these experiments we begin by exam-
ining zero pressure experimental data. Split-Hopkinson
bar experiments suggest a strength of ∼ 0.55 GPa
at room temperature and a compressive strain rate of
1300 s−1 [8], while the RMI experiments have an inferred
strength of ∼ 1.3± 0.1 GPa at an average strain rate of
∼ 1.2× 107 s−1 [7]. A linear interpolation (in log space)
to the Z experimental strain rates suggests an equiva-
lent Z experiment at 0 pressure should have a strength

TABLE III. Differences between the experimental platforms
shown in Fig. 12.

Experiment Shock P Shock T Strain Rate

GPa K s−1

GDI (this work) 80 1220 107

Omega [11, 12] 50 660 107

Z [10] - - 3 × 105

of ∼ 1 GPa. We note that these experiments utilize the
same lot of well-characterized Ta plate [32], so we expect
this interpolation to be reasonable. To assess the pres-
sure scaling, we make the assumption common to many
strength models [26, 33] that the material strength scales
linearly with the shear modulus: Y = Y0

G
G0

. Using the

Sesame 93524 cold shear modulus (shown in Fig. 12 to
be a reasonable representation of the data), curves rep-
resenting the pressure dependent strength for the char-
acteristic rate for each experiment can be constructed.
These curves, which are shown in Fig. 12, are consistent
with the measured differences between the majority of
the Z and GDI experiments.

The differences in the thermodynamic loading path are
primarily due to the different initial shock magnitudes.
Since shock hardening has been shown to have a mini-
mal effect on the dynamic loading of Ta [34], we focus
here on temperature differences. As show in Table III,
the GDI experiments contain the largest initial shock,
the Omega experiments are slightly lower, and the Z ex-
periments are completely shockless. Thus, the GDI ex-
periments can be viewed as starting on a higher temper-
ature adiabat. Using the principal Hugoniot from the
Sesame 93524 table, the GDI experiments are estimated
to be ∼ 660 K hotter than the Omega experiments and
∼ 920 K hotter than the Z experiments. Examination
of the solidus in the 93524 table, however, reveals these
temperatures are not a significant fraction of the melt
temperature. At a pressure of 80 GPa, for instance, melt
corresponds to a temperature of Tm = 5750 K. Thus, Ta
is not expected to experience significant thermal soften-
ing in any of these experiments. The temperature ef-
fect on the shear modulus can be assessed through the
model used to simulate the GDI experiments [30, 35]:
G(ρ, T ) = G(ρ)(1 − 0.21 T

Tm(ρ) ). This models suggests

a minimal change to shear modulus (< 5%) and subse-
quent strength. We note that we are not considering any
of the plastic work heating or additional contributions
to thermal softening, but a detailed accounting for these
contributions does not change the nature of this conclu-
sion. The simulations described in Section V B, for ex-
ample, result in a thermal softening of 0.3 GPa (7.5 %
on 4 GPa).

The final difference of note between the 3 experiments
is microstructure. In the interest of platform develop-
ment, we chose to sputter the Ta directly onto the LiF
windows in the GDI experiments to avoid glue bonds.
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The Omega experiments consist of both wrought and
sputtered samples (a single average is reported), while
the majority of the Z experiments contain wrought ma-
terial but a sputtered sample was also examined. The
same lot of material was used in both sets of wrought
experiments and the Z sputtered sample was intended
to mimic the Omega samples in the interest of a coor-
dinated cross-platform validation. The Ta films in the
GDI experiments were described in Section II and had
a microstructure comparable to the Omega and Z sput-
tered samples. Curiously, the Z experiments suggest the
sputtered sample is ∼ 30% stronger than the wrought
material, but no observable difference is observed in the
Omega data. The expected strengthening according to
the Hall-Petch (HP) scaling is reviewed in [36]; for Ta
∆τ ∝ k√

d
, where k = 0.76 GPa µm1/2 and d is the grain

size. The wrought and sputtered samples are estimated
to have grain sizes of 24 µm [32] and 0.25 µm [12], re-
spectively, resulting in a strength increase of ∼ 1.4 GPa,
which is consistent with the Z data. Conversely, Park
et al. postulate the reason no HP scaling is observed in
their experiments is that the geometrically necessary dis-
location (GND) generation which typically describes the
HP effect is minimal under the high-rate deformation of
laser loading rates [12, 37]. This theory is also consistent
with the Z data, where the GND strengthening at the Z
experimental rates is close to what was estimated using
the simple HP scaling [37]. The GDI experiments are
most consistent with the Z wrought data, particularly
when considering the strain rate differences. Thus, the
GDI experiments suggests there is not significant grain
size strengthening, which offers further support to the
GND hypothesis.

In summary, comparisons can be made between the
GDI, Omega and Z experiments by examining differences
in the initial microstructure, thermodynamic path, and
loading rate. Estimates of these effects suggest excellent
agreement between the GDI and Z experiments, but the
Omega data remains an outlier. Since the GDI and Z ex-
periments utilize the same ramp-release approach to mea-
suring strength, while the Omega experiments utilize the
RT instability methodology, the most likely explanation
is that there may be platform dependencies which influ-
ence how the experimental observables are interpreted to
estimate material strength.

Complicating factors can enter both types of experi-
ments. In the instability experiments, for example, ex-
traction of quantitative strength information requires a
methodology to couple the experimental measurements

to simulation, so the results inherently depend on this
methodology. In the release experiments, questions arise
with how the extracted quantities are generalized to
strength. Strain rate induced relaxation and wave atten-
uation can introduce systematic errors [38], particularly
in the inferred shear modulus. Similarly, complexities in
deformation mechanisms during reverse loading can alter
the observed properties [39–41].

VI. CONCLUSIONS

We have developed a novel experimental platform to
study material strength at high pressure and high strain
rate conditions. A GDI technique was utilized to per-
form shock-ramp-release experiments and velocimetry
was used to measure the time history of the subsequent
wave profile. The GDI was fabricated using a sputter
deposition methodology in which alternating layers of Al
and Cu were deposited at the nm length scale to pro-
duce a smooth density gradient over a 34 µm thick film.
Initial experiments were performed on sputtered Ta sam-
ples resulting in initial shock pressures of 50-80 GPa fol-
lowed by a ramp to peak pressures of 100-150 GPa at
rates of 107 s−1. The release waveprofile was used to
infer shear moduli of 155-190 GPa and strengths of 3-4
GPa near these peak states. The strength estimates are
consistent with the shear modulus scaling to high pres-
sure as well as similar magnetic loading [10] experiments,
but are lower than what is inferred from laser RT exper-
iments [11, 12]. A systematic examination of the dif-
ferences between these experimental platforms including
loading rate, loading path, and microstructure, suggests
there could be platform dependencies which complicate
the interpretation of these high-rate, high-pressure ex-
periments.
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