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We develop a theory of the valley Hall effect in high-quality graphene samples, in which strain
fluctuation-induced random gauge potentials have been suggested as the dominant source of disorder.
We find a near-quantized value of valley Hall conductivity in the band transport regime, which
originates from an enhanced side jump of a Dirac electron when it scatters off the gauge potential.
By assuming a small residue charge density our theory reproduces qualitatively the temperature- and
gap-dependence of the observed valley Hall effect at the charge neutral point. Our study suggests
that the valley Hall effect in graphene systems represents a new paradigm for the anomalous Hall
physics where gauge disorder plays an important role.

I. INTRODUCTION

Charge carriers in graphene can be described by the
two-dimensional (2D) Dirac equation, which exhibit a
slew of interesting electronic properties1. One of the
consequences is that strains behave as pseudo-magnetic
fields for Dirac electrons, and carefully designed lattice
deformation pattern can result in the formation of Lan-
dau levels2. Even without the engineered strains, ran-
dom strain fluctuations are inevitable in 2D materials3–6.
They appear in the form of either out-of-plane corru-
gations due to thermal ripples or in-plane displacement
from the interaction with substrates. Strain fluctuations
then act like random magnetic (gauge) field, and can
significantly affect transport behaviors. Their effect has
been extensively explored in the longitudinal transport
phenomena7–11, such as weak localization8,9 and spin re-
laxation phenomena10,11.

In this work, we investigate the role of random strain
fluctuations on a particular type of transverse trans-
port phenomena—the valley Hall effect of 2D Dirac elec-
trons12. The valley Hall effect can be regarded as two
opposite copies of the anomalous Hall effect of a pair
of gapped Dirac points related by time-reversal symme-
try13. That is, carriers in the two valleys will flow in
the opposite transverse direction upon the application of
a longitudinal electric field. Our motivation is twofold.
First, in gapped monolayer and bilayer graphene sys-
tems, the valley Hall effect has been observed experimen-
tally14–16. Thus, detailed experimental study of Hall-
type transport in the presence of strain fluctuations is
feasible. Secondly, all recent valley Hall measurements in
graphene are carried out in high-quality devices in which
strain fluctuations are the dominant source of disorder8,9.
However, no existing theories have discussed its effect on
the Hall transport. We will show that, the strain fluctu-
ations are essential to understand the valley Hall effect
of 2D Dirac electrons, and provide a new insight to re-
cent debates17–22 on the observed nonlocal signals at the
charge neutral point14–16.

Our main results are summarized below. Focusing on
the band transport regime, we find that the valley Hall
conductivity exhibits a singular behavior in the presence
of strain fluctuation-induced long-range gauge disorder:
as the Fermi level sweeps across the band edge, it jumps
from zero to a nearly quantized value, 2e2/h for mono-
layer graphene and 4e2/h for bilayer graphene. The ori-
gin of this singular behavior is traced back to an en-
hanced side jump of a Dirac electron when it scatters
off the gauge potential23,24. Furthermore, at the charge
neutral point, by assuming a small residue charge den-
sity we calculate the temperature- and gap-dependence
of the valley Hall conductivity, which qualitatively agrees
with the experiment15. We also find that strain-induced
long-range scalar potential can reduce the valley Hall con-
ductivity from its quantized value. Our study suggests
that the valley Hall effect in graphene systems represents
a new paradigm for the anomalous Hall physics where
gauge disorder plays an important role. Our theory can
also be applied to other 2D valley Hall materials such as
transition metal dichalcogenides as well25,26.

The paper is organized as follows. In Sec. II we present
the intrinsic valley Hall effect. In Sec. III we study the
random strain-induced side jump and the resulting val-
ley Hall effect. Temperature dependence and rigorous
numerical analysis are shown in Sec. IV and Sec. V, re-
spectively. In Sec. VI, effect of long-range scalar poten-
tial is investigated. Finally, discussion and conclusion are
made in Sec. VII. Technical details are relegated to the
appendixes.

II. INTRINSIC VALLEY HALL EFFECT

We begin with the following effective Hamiltonian

H0 = h̄vk · σ + ∆σz , (1)

which describes the low-energy electron dynamics in one
of the Dirac valleys in gapped graphene. Here v is the
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velocity, k = (kx, ky) is the two-dimensional wave vec-
tor, 2∆ is the band gap opened by inversion symmetry
breaking, and σ represents the sublattice indices. The
Hamiltonian for the other valley can be obtained by per-
forming a time-reversal operation on H0. The energy
dispersion is given by εc,v = ±εk = ±(h̄2v2k2 + ∆2)1/2

with the corresponding eigenstates

|uck〉 =

(
cos θk2

sin θk
2 e

iφk

)
, |uvk〉 =

(
sin θk

2 e
−iφk

− cos θk2

)
, (2)

where the superscript c and v label the conduction
and valence bands, respectively, and the angular vari-
ables θk and φk are defined as θk ≡ cos−1(∆/εk) and
φk ≡ tan−1(ky/kx). The opening of the band gap gives
rise to nonzero Berry curvature12, defined by Ωn(k) =
Ωn(k)ẑ = i〈∇ku

n
k| × |∇ku

n
k〉27. For the two-band model

given in Eq. (1) we have

Ωc(k) = −Ωv(k) = − h̄2v2∆

2(h̄2v2k2 + ∆2)3/2
. (3)

The Berry curvature in the other valley has opposite sign,
as required by time-reversal symmetry.

Assuming weak inter-valley scattering, we can decou-
ple the valley Hall effect into two copies of the anoma-
lous Hall effect for each valley species. However, this
decoupling must be treated with care. In the anoma-
lous Hall effect, there is an intrinsic contribution to the
Hall conductivity, given by the summation of the Berry
curvature over all occupied Bloch states13. It can be
divided into two parts. One comes from fully occupied
bands. This part manifests as chiral edge states at the
Fermi energy, and gives rise to a quantized contribution
to the Hall conductivity. On the other hand, the val-
ley Hall systems considered here are topologically trivial
without protected edge states. Therefore no electronic
transport is possible when the Fermi energy is inside the
band gap28. Consequently, we shall drop this contribu-
tion in the calculation of the valley Hall conductivity.
This leaves us with the contribution from partially occu-
pied bands. Haldane has argued that this contribution
can be written as the Berry phase of quasiparticles mov-
ing on the Fermi surface, and thus it can be regarded as a
Fermi surface property29. For an electron-doped sample,
the Fermi surface contribution is

σint
H = 4

e2

h̄

∑
k

Ωc(k)Θ(εF − εk) =
2e2

h
(1− cos θF ) , (4)

where the factor of 4 counts the spin and valley degen-
eracy, εF is the Fermi energy, and θF ≡ θkF . When εF
approaches the band edge, σint

H vanishes. If the sample is
hole doped, then one should consider the Fermi surface
contribution of holes, which is opposite to that of elec-
trons. Obviously, the intrinsic contribution alone cannot
explain the observed valley Hall effect around the charge
neutral point14–16.

FIG. 1. (a) Schematic view of coordinate shift (δr)y for
an incident wave packet accelerated by electric field Ex and
scattered by a gauge impurity. (b) Allowed transition process
of Dirac fermions selected by different pseudospin orientation
on Fermi surface and various types of disorder. Close to (Far
from) the band edge, the pseudospin of electrons is aligned
out of (in) the kx − ky plane. Blue (red) dots label scalar
(red) disorder. (c) Vally Hall conductivity (in units of e2/h)
plotted as a function of Fermi energy εF in the presence of
gauge disorder. Red (blue) curve corresponds to total (side-
jump) valley Hall conductivity. 2∆ is the band gap and m is
the winding number. m = 1(m = 2) for monolayer (bilayer)
graphene.

III. RANDOM STRAIN-INDUCED SIDE JUMP

To remedy this situation, we consider the effect of ran-
dom strain-induced gauge disorder. In graphene systems,
strain can be induced either by out-of-plane corrugations
or by in-plane displacements of the carbon atoms. Both
will generate a random gauge potential for Dirac elec-
trons5,

Vimp(r) = dx(r)σx + dy(r)σy . (5)

The point group symmetry of graphene requires that
d(r) ∝ (uxx − uyy,−2uxy), where uαβ is the strain
tensor defined in terms of the deformation field u(r),
uαβ = (∂αuβ + ∂βuα)/2. The Fourier transform of d(r)
has the form8

d±(q) = F (q)q2e∓2iϕq , (6)

where d±(q) = dx(q) ± idy(q), and F (q) is a prefac-
tor depending on the details of the strain field. The
appearance of the phase angle 2ϕq, defined by ϕq ≡
tan−1(qy/qx), is due to the fact that uαβ is a second-order
derivative of either the height field (out-of-plane corru-
gations) or random potentials from substrates (in-plane
displacements)5,8. Both modes are long-wavelength elas-
tic modes, as indicated by the q-dependence of F (q).

To reveal the effect of long-range gauge disorder on
the Hall conductivity, we invoke a recently developed
semiclassical Boltzmann theory30,31. Such theory has
been widely used to investigate Hall-type transport under
scalar disorder in various systems, whereas our work for
the first time generalizes it to the long-range gauge dis-
order. Without loss of generality, we consider electrons
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scattering in the conduction band. The key quantity here
is a sudden coordinate shift32 experienced by an electron
wave packet as it scatters off an impurity (see Fig. 1 (a)),
given by30

δrck′k = Ac
k′ −Ac

k − D̂k′,k arg(V ck′k) , (7)

where Ac
k = 〈uck|i∇ku

c
k〉 = − sin2 θk

2 (ẑ × k)/k2 is the

Berry connection of the conduction band and D̂k′,k =
∇k′ + ∇k. The information of the impurity is encoded
in the quantity

V ck′k =
1

S

∫
dr e−iq·r〈uck′ |Vimp(r)|uck〉 , (8)

where S is the system area and q ≡ k′ − k is the mo-
mentum transfer of electrons. The overall effect of the
disorder is obtained by taking the disorder average, un-
der which the last term of Eq. (7) becomes

〈D̂k′,k arg(V ck′k)〉dis = Im
〈V ckk′D̂k′,kV

c
k′k〉dis

〈|V ck′k|2〉dis
, (9)

where 〈. . .〉dis stands for disorder or thermal average.
To proceed further, it is convenient to write V ck′k using

the chiral basis

V ck′k = d−(q)〈uck′ |σ+|uck〉+ d+(q)〈uck′ |σ−|uck〉 , (10)

where σ± = (σx ± iσy)/2. The correlation 〈|V ck′k|2〉dis

then breaks up into terms with opposite chirality
〈d∓(q)d±(−q)〉dis, and terms with the same chirality
〈d±(q)d±(−q)〉dis. The former contain no phase factor,
whereas the latter, according to Eq. (6), is proportional
to exp(∓4iϕq). Note that such term should be small after
angular average, and we can neglect the term. The accu-
racy of this approximation is demonstrated by rigorous
numerical analysis in Appendix B. By such approxima-
tion, the correlation reduces to

〈|V ck′k|2〉dis =
1

2
〈d−(q)d+(q)〉dis sin2 θk, (11)

where we have used the condition of elastic scattering,
i.e., θk = θk′ .

This approximation also applies to the correlation
〈V ckk′D̂k′,kV

c
k′k〉dis. Making use of the fact that

D̂k′,kd±(q) = (∇k + ∇k′)d±(k′ − k) = 0, we obtain

δrck′k =
Ωc(k)× (k − k′)

sin2 θk
. (12)

Similar calculation can be applied to electrons from va-
lence band:

δrvk′k =
Ωv(k)× (k − k′)

sin2 θk
. (13)

We can see that in the coordinate shift δrck′k or δrvk′k,
the strain-related perfactor F (q) drops out completely,

thus this expression is generally applicable for both out-
of-plane and in-plane modes of strain fluctuations. Phys-
ically, δrk′k describes a coordinate shift transverse to the
momentum change k− k′, leading to a Hall-like current.

It is useful to compare with the short-range scalar dis-
order31. In that case, the coordinate shift is given by

δrnk′k = − Ωn(k)

|〈unk′ |unk〉|2
× (k − k′), (14)

where n = c/v refers to conduction (valence) band.
In the denominator |〈unk′ |unk〉|2 ≈ 1 near the band

edge, whereas for gauge disorder in Eq. (12) sin2 θk =
4|〈uck′ |σ+|uck〉|2 ≈ 0, which makes a significant differ-
ence. Physical meaning for this difference is that close
to the band edge, pseudospin of electrons is almost fixed,
and the probability of a spin-flipping transition driven by
gauge disorder is vanishingly small (see Fig. 1 (b)).

Once the coordinate shift δrk′k is derived, one can cal-
culate its contribution, known as the side jump, to the
valley Hall conductivity. There are two different types
of side-jump effects: the direct side-jump contribution
σdirectxy and the anomalous distribution-induced contribu-

tion σadistxy
30,31. We can first write down the scattering

rate

ωk′k =
2π

h̄
〈|V ck′k|2〉disδ(εc,k − εc,k′) (15)

and the transport time

1

τ tr
=

2π

h̄

∑
k′

〈|V ck′k|2〉dis(1− cos(φk − φk′))δ(εF − εc,k′).

(16)

For monolayer or bilayer graphene, point group symme-
try requires that random gauge potential follows d±(q) =
F (q)q2e−2iϕq , which means 〈d−(q)d+(q)〉dis becomes a
function of q = k− k′. Therefore the transport time τ tr

is isotropic for all k on the Fermi surface.
The coordinate shift δrck′k leads to an average side-

jump velocity vsj(k)

vsjx (k) =
∑
k′

ωk′k(δrck′k)x =
cos θk
2kF

1

τ tr
sinφk, (17)

where kF is the Fermi wave vector. In the presence of an
external electric field Ey, a nonequilibrium correction to
the distribution function is given by

gk = − ∂ne
∂εc,k

eEyv
c
y(k)τ tr, (18)

where ne = 1/[exp((εc,k − εF )/kBT ) + 1] is the Fermi
distribution function, and vcy(k) = v sin θk sinφk is the
bare velocity of electrons along the electric field. As a
result, at T = 0 K, the valley Hall conductivity σdirectxy

(for each valley and spin) reads

σdirectxy = e

∫
d2k

(2π)2

gk
Ey

vsjx (k) =
e2

4h
cos θF . (19)
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The physical process can be understood as follows: in
the weak disorder limit, the scattering rate ωk′k is tiny,
which gives rise to a small anomalous velocity vsjx (k) on
average during the scattering events. On the other hand,
weak disorder means long lifetime, i.e., electrons can be
accelerated by an electric field for more time until they
are stopped by disorder scattering. This creates a large
correction to the Fermi distribution gk, that is, more elec-
trons contribute to the transverse transport. As a result,
a product of the small anomalous velocity and the large
number of electrons lead to a disorder-independent valley
Hall conductivity σdirectxy as the leading-order term of the
disorder potential.

In addition, δrck′k can cause an anomalous distribution
gadistk that also contributes to the Hall current, i.e., σadistxy

term. To find its form, let us solve the equation∑
k′

ωk′k(gadistk − gadistk′ + (− ∂ne
∂εc,k

)eEy(δrck′k)y) = 0

(20)

to derive the nonequilibrium distribution function gadistk .
Take the ansatz gadistk = γkkx, we find

γk = −(
∂ne
∂εc,k

)eEy
cos θk
2k2

. (21)

Then at T = 0 K, σadistxy is given by

σadistxy = e

∫
d2k

(2π)2

gadistk

Ey
vcx(k) =

e2

4h
cos θF . (22)

Finally, the total side-jump valley Hall conductivity
σsjxy is given by

σsjxy = 4(σdirectxy + σadistxy ) =
2e2

h
cos θF , (23)

where the factor of 4 counts the valley and spin degen-
eracy. We notice that σsj

H reaches its maximum value
at the band edge, then decreases gradually as the Fermi
energy moves away (see Fig. 1 (c)). By Eq. (4) and
(23), the total valley Hall conductivity then becomes

σvH = σint
H + σsj

H = 2e2/h, which is quantized. We have
also obtained the same valley Hall conductivity by adopt-
ing a different diagrammatic approach in Appendix A.
Intriguingly, this gives us the same result as obtained for
short-range gauge disorder using the diagrammatic ap-
proach23,24. This indicates that valley Hall conductivity
when a Dirac electron meets with gauge disorder is actu-
ally a universal quantity, which is in striking contrast to
the case of scalar disorder. Note that at zero temperature
our finding proposes a new type of geometric quantiza-
tion of the Fermi surface, in contrast to the well-known
topological quantization of the Fermi sea. This is one of
the main results of our paper.

We may also apply our theory to bilayer graphene,
which can be modeled by

HBLG = (h̄v)2[(k2
x − k2

y)σx + 2kxkyσy] + ∆σz . (24)

After some algebra, we find σsj
H = (4e2/h) cos θF and the

total valley Hall conductivity σvH = 4e2/h. The doubling
of σvH can be traced back to the phase winding num-
ber of 2 of the electrons around the Dirac point in bi-
layer graphene. Note that we have neglected the weaker
fluctuation of next-nearest-neighbor interlayer coupling
in bilayer graphene33.

IV. TEMPERATURE DEPENDENCE

So far we have studied the valley Hall effect at zero
temperature and its dependence on the Fermi energy.
Next we will focus on the charge neutral point and con-
sider the dependence of the valley Hall effect on the band
gap and temperature. We will consider bilayer graphene
systems to compare with the experiment15. If the sys-
tem is perfectly uniform (chemical potential µ = 0), σvH
due to thermally-activated carriers will be exponentially
small. For example, take 2∆ ∼ 100 meV in a bilayer
graphene, then σvH ∼ 2× 10−3e2/h at T = 70 K, several
orders of magnitude smaller than experimental values.
However, in graphene systems the charge density typi-
cally fluctuates due to the formation of electron-hole pud-
dles or gate voltage fluctuation34. By assuming a small
residue charge density δn0, we can move the chemical
potential into the conduction or valence bands according
to

δn0 =
∑
k

[ne(εk, µ, T )− nh(εk, µ, T )] , (25)

where ne/h(εk, µ, T ) = 1/[exp(±(εc/v,k−µ)/kBT ) + 1] is
the Fermi distribution function for electrons (holes) and
µ is the chemical potential. At finite temperatures, both
electrons and holes contribute to the transport. Including
all these effects, we find the extrinsic and intrinsic valley
Hall conductivity

σdirectxy = σadistxy =
e2

4h

∆

kBT

×
∫ ∞

∆/kBT

dx[
e
x− µ

kBT

(1 + e
x− µ

kBT )2

1

x
+

e
x+ µ

kBT

(1 + e
x+ µ

kBT )2

1

x
],

σintxy =
e2

2h

∆

kBT

×
∫ ∞

∆/kBT

dx[
1

1 + e
x− µ

kBT

1

x2
+

1

1 + e
x+ µ

kBT

1

x2
],

(26)

where the two terms in the square brackets originate
from electrons and holes, respectively. For monolayer
graphene, we obtain a much enhanced σvH :

σvH = 4[σdirectxy + σadistxy + σintxy ]

=
2e2

h
[

1

1 + e(∆−µ)/kBT
+

1

1 + e(∆+µ)/kBT
].

(27)
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FIG. 2. Temperature dependence of valley Hall conductivity
|σv

H | (in units of e2/h) of bilayer graphene for ∆ = 50, 40,
30meV, respectively. Parameters: δn0 = 1.0× 1010cm−2.

For bilayer graphene, we will acquire an extra factor 2,
as compared to monolayer case.

Figure 2 shows the calculated σvH as a function of tem-
perature for δn0 ∼ 1.0 × 1010 cm−2, a value well below
the density resolution of the nonlocal peak in the exper-
iment14. The downwards trend at medium temperature
range T ∼ 60 − 80 K reproduces precisely the tempera-
ture dependence in bilayer graphene reported in one of
the experiments (see Supplementary Figure 9b of refer-
ence 15). Another trend found in the experiment15, i.e.,
smaller σvH with larger gap, is also reproduced. At higher
temperature we find that σvH will increase again, although
there is no available experimental data to compare with.
As far as we know, there are no counterparts of such pe-
culiar temperature behaviors reported in anomalous Hall
physics13,35. The origin of such non-monotonic temper-
ature behavior is the competition between intrinsic and
side-jump contributions under thermal activation. The
intrinsic contribution, as a summation of Berry curva-
ture over occupied states, favors high-temperature regime
with more occupied states, whereas the side-jump con-
tribution, suffering from a suppression of thermally acti-
vated carriers by 1/kBT , favors low-temperature regime,
as shown in Eq. (26). Nevertheless, neither a gap nor
temperature dependence of valley Hall conductivity has
been discussed by previous theoretical papers17–22, and
our work represents a first step towards understanding
these peculiar behaviors. Moreover, the newly predicted
non-monotonic temperature dependence can be used as
a test for our theory.

V. NUMERICAL ANALYSIS

A crucial approximation we made in the semiclas-
sical approach is assuming that 〈d±(q)d±(−q)〉dis ∝
exp(∓4iϕq) is negligible after angular average. The
accuracy of this approximation needs to be examined
since it introduces a long-range anisotropic correlation
function. The effect of such correlation function is un-

0 . 1 1 1 00 . 0

0 . 5

1 . 0

1 . 5

2 . 0

2 . 5 h i g h  m o b i l i t yl o w  m o b i l i t y

|σv H| [
e2 /h]

τ s c / τ a

 

 

FIG. 3. Magnitude of valley Hall conductivity |σv
H | (in units

of e2/h) as functions of ratio τsc/τa at T = 0 K. τsc, τa refer
to relaxation time for scalar and gauge disorder scattering,
respectively. Larger τsc/τa implies more gauge disorder (high
mobility sample); smaller implies more scalar charge disorder
(low mobility sample). Red solid (cyan dashed) curve corre-
sponds to doping density n = 0 (n = 1010 cm−2), whose Fermi
surface is indicated in the inset. Parameters are adopted for
monolayer graphene: ∆ = 20 meV14, and v = 106 m/s.

clear yet, and an analytical treatment seems impracti-
cal. To this end, in the following part we develop a new
numerical approach which treats the correlation func-
tion rigorously in Appendix B. We consider a partic-
ular type of random strain, i.e., out-of-plane corruga-
tions with d(q) = g1|q|−4F(q)(q2

x − q2
y,−2qxqy), where

〈F(q)F(−q)〉dis ∝ |q|2, and g1 quantifies the electron-

phonon coupling strength in graphene8. We find that σsjH
is very close to 2me2

h cos θF (m = 1 for monolayer; m = 2
for bilayer), differing by 1.69% for monolayer graphene
and 0.91% for bilayer graphene. Such small deviation
from the quantized values justifies our previous treatment
of dropping the fast-oscillating part 〈d±(q)d±(−q)〉dis.

VI. EFFECT OF LONG-RANGE SCALAR
POTENTIAL

Besides the gauge potential d(q), a long-range scalar
potential may also arise due to random strain fluctu-
ations. For out-of-plane corrugations8, the scalar po-
tential is given by V (q) = g2|q|−2F(q), where g2 is
an electron-phonon coupling parameter. Different from
the gauge potential d(q), which represents a pseudomag-
netic field, V (q) is electrostatic in nature and thus it
needs to be screened by the static dielectric function
ε(q) = 1 + Vc(q)NF within the Thomas-Fermi approx-
imation36,37, where NF is the density of states, Vc(q) =
2πe2/ε0|q| is the two-dimensional Coulomb potential,
and ε0 is the background (including the substrate) dielec-
tric constant. Here we will focus on the strong screening
regime (see Appendix A 2): ε0 � e2NF /kF , which char-
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acterizes the charge neutral point of gapped graphene
systems.

Taking into account both the gauge and scalar poten-
tials, we find that the total valley Hall conductivity of a
gapped graphene at T = 0 K is (see Appendix A 3):

σvH =
2e2

h
[1− (4 + sin2 θF ) cos θF

4
w0

τsc
τa

+ 4− 3 sin2 θF
]. (28)

Here w0 =
√

(kFW/π)2 − 1/π is a cutoff-related fac-
tor with the device width W . For W = 1 µm and
residue charge density δn0 = 1.0 × 1010 cm−2, we es-
timate w0 ≈ 2.2. The ratio τsc/τa = (2e2g1/h̄ε0g2)2w0

defines the relative strength between the scalar and gauge
disorder. In the limit τsc/τa → ∞, i.e., in the absence
of scalar disorder, σvH reduces to 2e2/h. Figure 3 shows
the calculated σvH as a function of τsc/τa at two differ-
ent Fermi energies. From this figure, one can immedi-
ately understand why nonlocal signal is only measured in
high-quality graphene on hBN rather than on SiO2 sub-
strate38, since in the former (latter) case gauge (scalar)
disorder is the dominant source of disorder scattering,
corresponding to the limit τsc/τa →∞ (τsc/τa → 0).

VII. CONCLUSION AND DISCUSSION

We have provided an alternative scenario to under-
stand the large valley Hall conductivity observed in ex-
periments, based on scattering from random strain fluc-
tuations. The origin is intimately related to an enhanced
coordinate shift under gauge disorder scattering in Dirac
systems. Temperature and gap dependence is qualita-
tively reproduced. Our work paves the way for studying
the effect of classical strain modes, or phonon modes39,
on the transverse transport of broad classes of 2D mate-
rials and van der Waals heterostructures.

A few remarks are in order. Note that our theory
is only valid for the band transport regime; the valley
Hall effect in the phonon-assisted variable-range-hopping
regime40 still remains an open question. In addition,
we would like to point out that a direct comparison
of our result to the experiments requires a careful ex-
traction of the valley Hall conductivity from the non-
local measurement14–16. In particular, an accurate de-
termination of the valley diffusion length `v is crucial15

since the nonlocal signals depend on `v exponentially41.
Then the “smoking gun” validation of our theory, i.e.,
a non-monotonic temperature behaviors of valley Hall
conductivity, can be examined. As a supplement, weak-
localization magneto-resistance measurement8 and Ra-
man spectroscopy42 can also be used to uncover the role
of strain fluctuations. A complete understanding of the
valley Hall effect thus requires further experimental and
theoretical efforts.

A universal transverse Imbert-Fedorov (IF) shift of
electrons was also discovered in Weyl semimetals43,44.

The universal coordinate shift proposed in our work dif-
fers from the IF shift in two ways. First, the IF shift ap-
pears in the three-dimensional massless Weyl fermions,
and has no counterpart in 2D, while the coordinate shift
is relevant to the 2D massive Dirac fermions. Second, the
IF shift occurs at normal interface, while the coordinate
shift becomes universal only when scattered by gauge dis-
order. Appealingly, the considerations in this work can
be generalized to describe other 2D systems with topo-
logical properties, such as superconductors45, excitons46,
plasmons47, polaritons48, or under magnetic field49.

Recently, experimental observations of valley Hall
transport have also been made in atomically thin MoS2
systems25,26. The fact that monolayer and trilayer MoS2
share qualitatively similar behaviors of valley Hall sig-
nals25 indicates that the details of Berry curvature distri-
bution in the conduction bands may have little influence
on the final result. This is actually consistent with our
theoretical prediction of the article.
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Appendix A: Diagrammatic approach to mixed
gauge and scalar disorder

In this section we present a full quantum mechanical
treatment using the diagrammatic approach31,50 to study
the valley Hall effect in the presence of out-of-plane cor-
rugations8. The purpose of this section is two fold. The
diagrammatic approach provides an additional check of
the semiclassical result. In addition, this approach is sys-
tematic, and can be applied to mixed gauge and scalar
disorder. It is also convenient for numerical calculations
when we consider the anisotropic long-range correlation
functions. In the following we will focus on monolayer
graphene.

1. Correlation function

For out-of-plane corrugation the induced vector poten-
tial d(q) and scalar potential V (q) are given by8

d(q) = g1
1

|q|4
F(q)(q2

x − q2
y,−2qxqy) ,

V (q) = g2
1

|q|2
F(q) ,

(A1)
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where

F(q) = −
∫
dq1h(q1)h(q − q1)(q × q1)2 . (A2)

h(q) is the Fourier transform of the height field
h(r), and g1,2 quantify the electron-phonon coupling
strength in graphene. We assume the height cor-
relation is 〈h(q)h(−q)〉dis ∝ |q|−4, from which one
finds 〈F(q)F(−q)〉dis = C|q|2, where C is a material-
dependent parameter. The Born scattering amplitude is
given by

UAcc(q) =

∫
dr

S
e−iq·r〈uck′ |d(r) · σ|uck〉

=
sin θk

2S
[d−(q)eiφk + d+(q)e−iφk′ ],

UVcc(q) =

∫
dr

S
e−iq·r〈uck′ |V (r)|uck〉

=
V (q)

S
[cos2 θk

2
+ sin2 θk

2
ei(φk−φk′ )],

(A3)

where d±(q) = g1q
2
∓F(q)/|q|4 and V (q) = g2F(q)/|q|2.

The identity q = k′ − k leads to a useful relation q± =
k(e±iφk′ − e±iφk). The correlation functions are

〈UAcc(q)UAcc(−q)〉dis =
g2

1 sin2 θk
4S2

〈F(q)F(−q)〉dis

× [
q4
+

|q|8
ei(φk+φk′ ) +

q4
−
|q|8

e−i(φk+φk′ ) +
2

|q|4
], (A4)

〈UVcc(q)UVcc(−q)〉dis =
g2

2

|q|4S2
〈F(q)F(−q)〉dis

× (cos4 θk
2

+ sin4 θk
2

+ 2 cos2 θk
2

sin2 θk
2

cos(φk − φk′)).

(A5)

for gauge and scalar disorder, respectively. Similar
to what we did in the main text, we will ignore the
first two terms in the square bracket on the right-hand
side of Eq. (A4) and (A5). These terms originate
from 〈d±(q)d±(q)〉dis, whose contributions are vanish-
ingly small and can be neglected. The validity of this
approximation will be demonstrated in the next section.
Under this approximation, the correlation function for
gauge disorder becomes

〈UAcc(q)UAcc(−q)〉dis =
g2

1 sin2 θk
2S2|q|4

〈F(q)F(−q)〉dis. (A6)

2. Relaxation time and longitudinal conductivity

We can use the correlation function in Eq. (A5) and
(A6) to derive the relaxation time. According to Fermi’s
golden rule, the relaxation time for gauge disorder reads

1

τA
=

2π

h̄

∑
k′

〈UAcc(q)UAcc(−q)〉disδ(εF − εc,k′)

=
πNFCg

2
1

2Sh̄k2
F

w0 sin2 θk,

(A7)

where NF = εF /2πh̄
2v2 is the density of states per spin

and valley. The cutoff factor w0, given by

w0 =

∫ 2π−φ0

φ0

dφk
2π

1

1− cosφk
=

cot φ0

2

π
, (A8)

is introduced to remove the divergence at small momen-
tum5, whose physical origin is due to the finite-size ef-
fect of samples. Consider a sample with width W , then
|q| ≥ q0 = π

W . This corresponds to a cutoff angle φ0 =

2 arcsin(q0/2kF ), and hence w0 =
√

(kFW/π)2 − 1/π.
On the other hand, for scalar potential, we need to

take into account the screening effect. Based on the
Thomas-Fermi approximation36,37, we can replace UV (q)
by UV (q)/ε(q), where ε(q) is the dielectric function,
ε(q) = 1 + gsgvVc(q)NF , Vc(q) = 2πe2/ε0|q| is the two-
dimensional Coulomb potential, ε0 is the background (in-
cluding the substrate) dielectric constant, and gs = 2
(gv = 2) refers to the spin (valley) degeneracy. Now we
can write down the relaxation time

1

τV
=

2π

h̄

∑
k′

〈UVcc(q)UVcc(−q)〉dis

ε2(q)
δ(εF − εc,k′)

=
2πg2

2C

h̄S
NF

∫
dϕk′

2π

cos4 θk
2 + sin4 θk

2 + 2 cos2 θk
2 sin2 θk

2 cosϕk′

(
√

2kF
√

1− cosϕk′ + 8πe2NF
ε0

)2

≈ ε20g
2
2C

32πh̄Se4NF
(1− 1

2
sin2 θk), ε0 � e2NF /kF .

(A9)

In the last step of above derivation, we have taken the
strong-screening limit: ε0 � e2NF /kF . The physics
around the charge neutral point belongs to this limit,
within which the correlation effectively becomes a short-
range one.

Next we need to figure out the modified velocity (ṽkx )cc
due to the intraband vertex correction. According to Fig
4, we have

(ṽkx )cc = (vkx )cc

+
∑
k′

〈UAcc(q)UAcc(−q)〉disG
r
c,k′Gac,k′(ṽk

′

x )cc (A10)

and

(ṽkx )cc = (vkx )cc

+
∑
k′

〈UVcc(q)UVcc(−q)〉dis

ε2(q)
Grc,k′Gac,k′(ṽk

′

x )cc

(A11)

for gauge and scalar disorder, respectively. Here the bare
velocity is given by (vkx )cc ≡ 〈uck|v̂x|uck〉 = v sin θk cosϕk,

and retarded (advanced) Green’s function is G
r/a
c,k =

1/(εF − εc,k± ih̄/2τj), with j = A, V . To solve the equa-
tions, we take the ansatz (ṽkx )cc = η(vkx )cc and substitute
it into Eqs. (A10) and (A11). We find η = w0 for gauge
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FIG. 4. (a) Ladder diagram correction to the velocity vertex.
(b)-(e) Diagrams corresponding to the side jump contribution
to the Hall conductivity. ṽkx (vkx ) refers to the modified (un-
modified) velocity. Red (blue) solid line corresponds to the
retarded (advanced) Green’s function and dashed line repre-
sents the disorder-averaged correlation function.

disorder and η =
4(1− 1

2 sin2 θk)

1+3 cos2 θk
for scalar disorder, respec-

tively. Based on this, we can obtain the transport time

τ trA ≡ ητA =
4Sh̄εF
Cg2

1

,

τ trV ≡ ητV ≈
128πh̄Se4NF

ε20g
2
2C

1

1 + 3 cos2 θk
,

(A12)

which agree with previous results by using the Boltzmann
approach8.

3. Valley Hall conductivity

For scalar disorder in the strong-screening
limit ε0 � e2NF /kF , the correlation function
〈UV (q)UV (−q)〉dis/ε

2(q) exhibits a short-range be-
havior, whose extrinsic valley Hall conductivity has been
obtained before23,31:

σxy = −2e2

h

sin2 θk cos θk
1 + 3 cos2 θk

(A13)

for each spin and valley. In this expression, higher-order
side-jump or skew-scattering contributions have been ig-
nored since we are interested in the low doping regime.
Next we turn to the gauge disorder, which has not been
studied before. Fig. 4 (b)-(e) correspond to the leading-
order side-jump contributions to the valley Hall conduc-

tivity in the weak scattering limit, given by

σb,ixy =
e2h̄

2πS

∑
k,k′

(ṽkx )cc(v
k
y )cv

×Grc,kGac,kGav,kGac,k′〈UAvc(−q)UAcc(q)〉dis,

σc,ixy =
e2h̄

2πS

∑
k,k′

(ṽkx )cc(v
k
y )vc

×Grc,kGrv,kGrc,k′Gac,k〈UAcv(q)UAcc(−q)〉dis,

σd,ixy =
e2h̄

2πS

∑
k,k′

(ṽkx )cc(v
k′

y )cv

×Grc,kGac,kGrc,k′Gav,k′〈UAvc(q)UAcc(−q)〉dis,

σe,ixy =
e2h̄

2πS

∑
k,k′

(ṽkx )cc(v
k′

y )vc

×Grc,kGac,kGrv,k′Gac,k′〈UAcv(−q)UAcc(q)〉dis.

By making use of [U inn′(q)]∗ = U in′n(−q), i = A, V ,
n, n′ = c, v, we find the following symmetry properties:

σc,ixy = [σb,ixy ]∗, σe,ixy = [σd,ixy ]∗. (A14)

After some algebra, we find that for gauge disorder

σb,Axy + σc,Axy =
e2

4h
w0 cos θk,

σd,Axy + σe,Axy =
e2

4h
(1− w0) cos θk,

(A15)

and thus

σb,Axy + σc,Axy + σd,Axy + σe,Axy =
e2

4h
cos θk. (A16)

Moreover, there are equivalent contributions from dia-
grams by rotating Fig. 4 (b)-(e) by 180◦, then exchang-
ing the subscript x, y31. Therefore the total extrinsic val-
ley Hall conductivity (including spin degeneracy) reads
2e2

h cos θk, which reproduces Eq. (23) by applying the
semiclassical approach.

Furthermore we can study the situation with mixed
gauge and scalar disorder. In this case, the total relax-
ation time is given by

1

τ
=

1

τA
+

1

τV
. (A17)

For convenience, we can introduce a Fermi-energy-
independent relaxation time τa, τsc for gauge and scalar
disorder, respectively:

τA ≡
τa

cos θk
, τa =

4Sh̄∆

Cg2
1w0

,

τV ≡
τsc

cos θk(1− 1
2 sin2 θk)

, τsc =
16Se4∆

ε20g
2
2Ch̄v

2
.

(A18)
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For such mixed disorder, we can follow the same proce-
dure as above and derive

σbxy + σcxy = − e
2

4h
η cos2 θk[− τ

τa
+

τ

2τsc
sin2 θk],

σdxy + σexy = − e
2

4h
η cos2 θk[

τ

τa
(1− 1

w0
) +

τ

2τsc
sin2 θk],

σbxy + σcxy + σdxy + σexy

= − e
2

4h
η cos2 θk[− τ

τa

1

w0
+

τ

τsc
sin2 θk],

(A19)

where the correction factor

η =
1

1− τ
τa

(1− 1
w0

) cos θk − τ
4τsc

cos θk sin2 θk
. (A20)

Finally, by adding the intrinsic term, we find the total
contribution is

σvxy =
2e2

h
[1− (4 + sin2 θk) cos θk

4
w0

τsc
τa

+ 4− 3 sin2 θk
], (A21)

which gives Eq. (28) in the main text.

Appendix B: Numerical treatment of anisotropic
correlation function

In our derivation, we have made use of the approxima-
tion that terms 〈d±(q)d±(q)〉dis in the correlation func-
tion vanish after angular average. In this section, we test
this approximation by treating the correlation function
exactly, i.e., keeping all the terms in Eq. (A4) and (A5).
We focus on a generic type of gauge disorder satisfying
〈F(q)F(−q)〉dis = C|q|2ε+2, where the value of ε depends
on the microscopic details. For example, ε = 0 and 1
corresponds to thermally excited and substrate-induced
ripples, respectively5. We also consider a generic chiral
model

H =

(
∆ Akm−
Akm+ −∆

)
, (B1)

where m = 1 and 2 correspond to monolayer and bilayer
graphene, respectively. This leads to the eigenvalue and
eigenstates

εc/v,k = ±
√

∆2 +A2k2m,

|uck〉 =

(
cos θk2

sin θk
2 e

imφk

)
, |uvk〉 =

(
sin θk

2

− cos θk2 e
imφk

)
,

(B2)

where cos θk = ∆/εc,k, sin θk = Akm/εc,k. The density

of states is given by NF = εF /(2πmA
2k2m−2
F ). We can

write down a complete form of the correlation function

〈UAcc(q)UAcc(−q)〉dis =
Cg2

1

4S2|q|6−2ε
sin2 θk

× [k4eim(φk′−φk)ei(4+2m)φk(ei(φk′−φk) − 1)4

+ k4e−im(φk′−φk)e−i(4+2m)φk(e−i(φk′−φk) − 1)4 + 2q4].

(B3)

For monolayer graphene with thermal ripples: m = 1,
ε = 0, it reduces to Eq. (A4). Similar to Eq. (A7), we
can evaluate the relaxation time by

1

τk
=

πNFCg
2
1

21−εSh̄k2−2ε
sin2 θk[wm+2 cos(4 + 2m)φk + w0],

(B4)

where a cutoff factor is introduced

wm =

∫ 2π−φ0

φ0

dφk
2π

cosmφk
(1− cosφk)1−ε . (B5)

For such anisotropic problem, it is convenient to establish
a self-consistent equation for the mean free path (Lk

x)cc
51

1

τk
(Lk

x)cc = (vkx )cc

+
2πNFS

h̄

∫
dφk′

2π
〈UAcc(q)UAcc(−q)〉dis(L

k′

x )cc.

(B6)

Since the bare velocity follows (vkx )cc =
mA
h̄ km−1 sin θk cosφk, we can take the following

ansatz,

(Lk
x)cc =

21−εk1−2ε+mS

πNFCg2
1 sin θk

mA(

∞∑
n=0

fn cosnφk). (B7)

By substituting it into Eq. (B6), we find that the coeffi-
cients fn satisfy

f1

f2m+3

f2m+5

f4m+7

f4m+9

...

 = T−1



2
0
0
0
0
...

 , (B8)

where the matrix T has a non-closed form
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T =



2(w0 − w1) wm+2 − wm+1 wm+2 − wm+3

2(w0 − w2m+3) 0 wm+2 − w3m+5 0

2(w0 − w2m+5) 0 wm+2 − w3m+7

∗ 2(w0 − w4m+7) 0 wm+2 − w5m+9

. . .
. . .

. . .


. (B9)

Fortunately, numerics indicates that the result converges
really fast. Base on this observation, we find that the
total valley Hall conductivity become

8
∑

i=b,c,d,e

σi,Axy =
2me2

h
cos θk

× [f1(w0 − w1) + f2m+3(wm+2 − wm+1)].

(B10)

To gain some insight, we consider two special cases that
may be relevant to experiments.

1. ε = 0

First we consider ε = 0, i.e., out-of-plane corrugations
defined by Eq. (A1) and (A2). By definition (B5), we
have an iterative relation

wm + wm−2 = 2wm−1. (B11)

Since w1 = w0 − 1, we obtain wm = w0 −m. Then the
matrix T can be simplified, and the valley Hall conduc-
tivity reads

8
∑

i=b,c,d,e

σi,Axy =
1.9662e2

h
cos θk (B12)

for m = 1 (monolayer graphene) and

8
∑

i=b,c,d,e

σi,Axy =
3.9634e2

h
cos θk (B13)

for m = 2 (bilayer graphene). Note that these results are

very close to 2me2

h cos θk, differing by less than 2%, con-
firming the validity of the approximation used in Sec. A
and the main text.

2. ε = 0.821

In this section, we consider ε = 0.821, which is a more
realistic value for thermally excited ripples52, i.e., out-

of-plane corrugations. By definition (B5), we have an
iterative relation

wm = ε
1

2(m− 1)
(wm−2 − wm)

+ wm−1 −
1

2
wm−2 +

1

2
wm, m ≥ 2

(B14)

and

w1 = (
1

ε
− 1)w0. (B15)

This leads to a solution

wm − w0 = Pm(w1 − w0), (B16)

where

Pm =

∏m−1
ii=1 (ii− ε)∏m−1
ii=1 (ii+ ε)

+

∏m−2
ii=1 (ii− ε)∏m−2
ii=1 (ii+ ε)

+ · · ·+
∏1
ii=1(ii− ε)∏1
ii=1(ii+ ε)

+ 1.

(B17)

By numerics, we find that

8
∑

i=b,c,d,e

σi,Axy =
1.9994e2

h
cos θk (B18)

for m = 1 and

8
∑

i=b,c,d,e

σi,Axy =
3.9998e2

h
cos θk (B19)

for m = 2. Again the results are very close to 2me2

h cos θk,
differing by less than 0.1%.
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