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We consider the free carrier dispersion effect in a semiconductor nanocavity in the limit of discrete
photoexcited electron-hole pairs. This analysis reveals the possibility of ultrafast, incoherent trans-
duction and gain from a single photon signal to a strong coherent probe field. Homodyne detection
of the displaced probe field enables a new method for room temperature, photon-number-resolving
single photon detection. In particular, we estimate that a single photon absorbed within a silicon
nanocavity can, within tens of picoseconds, be detected with ∼99% efficiency and a dark count rate
on the order of kHz assuming a mode volume Veff ∼ 10−2(λ/nSi)

3 for a 4.5 µm probe wavelength
and a loaded quality factor Q on the order of 104.

I. INTRODUCTION

An outstanding goal in optoelectronics is the develop-
ment of a room temperature single photon detector that
simultaneously achieves high count rate, low timing jit-
ter, low dark count rate, and photon-number-resolution.
Room temperature single photon detectors have been de-
veloped in a range of materials and platforms1,2, but
their performance remains limited by the need to con-
currently design optical absorption and electrical read-
out mechanisms3. Jitter performance in avalanche pho-
todiodes (APDs), for example, is limited by the inho-
mogeneous travel time of carriers, while thermal noise
and electronic defects within the amplification region
contribute to high false detection rates, a phenomenon
which is particularly significant in non-Si APDs1,4. De-
spite decades of development of passive and active reset
mechanisms, reset times are also still long — typically
tens to hundreds of nanoseconds1,2. Alternatively, super-
conducting single photon detectors enable high detection
efficiency, low dark count rates, and few-ps jitter, but re-
quire cryogenic cooling and have limited count rates due
to their long dead times5–7.

These examples of state-of-the-art photodetectors il-
lustrate the limitations inherent to amplification in the
electronic domain: high thermal noise as well as slow
carrier and amplifier response times. Here, we propose a
new class of room temperature semiconductor photode-
tectors that addresses these limitations by realizing single
photon amplification in the optical domain. This read-
out technique retains the benefits of an optical channel:
negligible thermal noise, large bandwidth, and low-loss
transmission.

Fig. 1(a) illustrates the concept. The absorption of a
signal photon in a semiconductor optical cavity excites
a free electron-hole charge carrier pair (Fig. 1(b)), which
nearly instantaneously shifts the solid-state medium’s re-
fractive index — and in turn the cavity’s resonant fre-
quency — through the free carrier dispersion effect (Fig.
1(c)). The resulting change in resonant frequency im-
parts a phase shift on a transmitted probe field that
can be measured using heterodyne or homodyne detec-
tion with common high-speed p-i-n photodetectors8–10.
Because a single photogenerated electron-hole pair can

FIG. 1. Ultrafast all-optical detection of single photons. (a)
A signal photon is absorbed in a photonic nanocavity, leading
to the generation of a photo-excited charge carrier pair within
a “hot spot” volume Vhot. (b) A sub-bandgap optical probe
interrogates the cavity, and is phase shifted as a result of the
resonance shift (c) produced by the presence of the additional
free carrier.

scatter multiple probe photons, this process produces all-
optical gain. The change in cavity transmission induced
by a single signal photon can therefore be converted into
a strong probe signal at the homodyne receiver. Here,
we analyze this all-optical amplification process and de-
termine the experimental requirements for efficient single
photon detection.

II. FREE CARRIER DISPERSION DUE TO A
SINGLE ELECTRON-HOLE PAIR

Suppose that a single photon is absorbed at the center
of a cavity as shown in Fig. 1(a). According to first order
perturbation theory, the photo-excited free electron-hole
pair causes a fractional resonance shift11

∆ω

ω0
≈ −1

2

∫
d3~r ∆ε(~r)| ~E(~r)|2∫
d3~r ε(~r)| ~E(~r)|2

(1)

due to the permittivity shift ∆ε(~r) within the electric

field profile ~E(~r). In accordance with the Drude model,
we assume that the fractional index change ∆n/n ≈
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∆ε/2ε is directly proportional to the free carrier den-
sity. Therefore, if the free carrier pair is confined within

a small “hot spot” volume Vhot (over which ~E can be
assumed to be constant) near the cavity’s peak energy,
Eqn. 1 simplifies to

∆ω

ω0
≈ γ

Veff
, (2)

where we have introduced the standard optical mode vol-

ume Veff =
∫
d3~r ε(~r)| ~E(~r)|2/max

{
ε|E|2

}
12 and the “ef-

fective scattering volume” γ as the constant of propor-
tionality between |∆n/n| and carrier density (1/Vhot).
This result is identical to the frequency shift generated
from a uniform carrier density 1/Veff throughout the
mode volume. The resulting fractional resonance shift
with respect to the linewidth Γ for a cavity with quality
factor Q = ω0/Γ is

∆ω

Γ
≈ γ Q

Veff
. (3)

In other words, for any given γ, a high Q/Veff ratio
is desired. Silicon photonic crystal (PhC) cavities are
therefore an ideal candidate, as recent fabrication ad-
vances have enabled cavities with intrinsic Qs of ∼107

with Veff ∼ (λ/n)313,14 and alternatively Qs of ∼105 with
mode volumes reaching ∼10−3 (λ/n)315.

In silicon, γ can be approximated in two ways. The
Drude model in the high frequency limit yields γ =
(q2
e/2n

2
Siε0ω

2) [1/m∗e + 1/m∗h]12, where qe is the electron
charge, ε0 is the vacuum permittivity, ω is the probe
frequency, and m∗e and m∗h are the effective masses of
the electron and hole, respectively. Given the effec-
tive masses m∗e = 0.26me, m

∗
h = 0.39me of free carri-

ers in undoped silicon at room temperature16,17, we find
γ ≈ 4.3 × 10−9 (λ/n)3 if a 2.3 µm probe wavelength is
used to eliminate two photon absorption. Alternatively,
γ can be approximated from the empirical formula17,18

∆nSi = −p(λ)[ne · cm3]q(λ) − r(λ)[nh · cm3]s(λ), (4)

where ne = 1/Vhot (nh) is the free electron (hole) den-
sity, and p, q, r, and s, are the wavelength (λ) dependent
coefficients tabulated in18. Eqn. 4 follows from absorp-
tion measurements in silicon for wavelengths between 1.3
and 14 µm. Linearizing this model about Veff, we find
γ ≈ 1.1× 10−8 (λ/n)3 , a factor of ∼3 different from the
previous estimate.

Both values indicate that a linewidth-order frequency
shift requires a quality factor on the order of Q =
Veff/γ ∼ 107 for a probe optical mode volume Veff ∼
10−1 (λ0/nSi)

3, or alternatively Q ∼ 105 for Veff ∼
10−3 (λ0/nSi)

3. As discussed below, optimization of
the cavity architecture enables high signal-to-noise ra-
tio (SNR) homodyne detection of the output probe sig-
nal with a fractional linewidth shift, even further re-
ducing the necessary Q. The approach is therefore ap-
plicable to both standard diffraction-limited PhC cav-
ities, as well as state-of-the-art subwavelength-confined

nanocavities15. Our subsequent analysis assumes an in-
dex change provided by Eqn. 4 due to the experimentally
observed nonlinear scaling with respect to carrier density.

Any index change induced by free carrier dispersion
is accompanied by a corresponding loss: free carrier ab-
sorption (FCA). The associated absorptive quality factor
Qabs ≈ λ∆α/2πn19 for an additional FCA loss of ∆α, is
therefore of interest. For a single electron-hole pair con-
fined to within the suggested modes volume in silicon,
Qabs > 10612,18. Since we consider cavities with intrinsic
quality factors on the order of 105, we ignore this effect.

Other nonlinearities, such as the optical Kerr effect,
could be similarly enhanced within these PhC cavities,
as the intra-cavity intensity scales with Q/Veff

20,21. How-
ever, free carrier nonlinearities based on real transitions,
while incoherent, are significantly stronger than those re-
sulting from virtual transitions. The effect is also broad-
band in semiconductors, as any absorbed signal photon
produces a free electron-hole pair. Free carrier nonlin-
earities have previously enabled all-optical switching at
GHz speeds with sub-femtojoule (∼104 photons) switch-
ing energies21. While switching requires ∆ω ∼ Γ, we
show that photodetection can be achieved with ∆ω � Γ,
which reduces the required input energy to the single
photon level for recently developed high-Q/Veff PhC cav-
ities.

III. DETECTOR OPTIMIZATION

We analyze the two photodetection architectures
shown in Fig. 2(a,b) using a temporal coupled mode the-
ory approach22–24. The simplest configuration (Fig. 2(a))
consists of: 1) a single signal cavity, similar to that of
Fig. 1, to amplify the phase shift generated by the pho-
toexcited charge carriers; and 2) a homodyne receiver to
measure the phase shift of the probe field leaving the cav-
ity. The temporal evolution of the cavity field amplitude
as, assuming input and output probe coupling rates 1/τ1
and 1/τ2 respectively, is governed by the characteristic
equation22

das
dt

=

(
jω0 −

1

τs

)
as + j

√
2

τ1
sin, (5)

where |sin|2 is the input power, |as|2 = a∗sas is the intra-
cavity energy, ω0 = ω is the cavity resonant frequency
(aligned to the probe frequency ω), and τs is the loaded
cavity amplitude decay time. Following the resonance
shift ω0 → ω0 + ∆ω generated by the absorption of a
signal photon, the shot noise-limited SNR obtained from
a homodyne measurement of the displaced output field
during a detection window of duration T can be approx-
imated analytically using first order perturbation theory
as12

SNR ≈
8τ4
s∆ω2

[
4τse

− T
τs − τse−

2T
τs + 2T − 3τs

]
~ω0τ1τ2

|sin|2,
(6)
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FIG. 2. Single (a) and coupled cavity (b) architectures for all-optical single photon detection. The signal-to-noise ratio (SNR,
Eqn. 6) and figure-of-merit (FOM, Eqn. 12) are optimized with respect to the coupling rates depicted in (a) and (b) (assuming
an intrinsic cavity quality factor of 105, a 2.3 µm probe wavelength, and a cavity mode volume of Veff = 10−3 (λ/n)3), yielding
the optimal loaded cavity quality factors illustrated in (c). The resulting optimized SNR of a homodyne measurement on the
displaced probe signal is shown in (d) and (e) for the single and coupled cavity configurations, respectively. Since the SNR
is proportional to the square of the frequency shift induced through free carrier dispersion, photon number resolution — as
illustrated by the scaling characteristics in (f) for a 10 µW probe power — is achievable. Black dashes show that the trend is
well fitted by considering the biexponential behavior of Eqn. 4. The inset depicts the well-separated Poissonian distributions
of output probe photon number np generated from the absorption of ns signal photons.

which is directly proportional to the number of probe
photons np output in response to the resonance shift
(SNR=4np)

25. Eqn. 6 illustrates the symmetric depen-
dence of the detection performance upon the input and
output probe coupling rates to the signal cavity, 1/τ1 and
1/τ2, respectively. In general, faster coupling rates limit
the detector sensitivity but enable the displaced probe
signal to be rapidly extracted, while the opposite is true
for slow coupling rates. Optimizing the SNR with re-
spect to τ1 and τ2 yields the optimum loaded quality
factor, Qloaded = ω0τs/2, shown in Fig. 2(c) (assuming
an intrinsic quality factor Qi = 105), which produces the
SNR shown in Fig. 2(d) for a 2.3 µm probe wavelength.

The results demonstrate that a SNR�1 is achievable
within 50 ps for a sub-µW probe power due to the all-
optical gain afforded by the detection cavity. Notably,
the optimal loaded quality factors (∼104) for these short
(sub-50 ps) integration times are much less than Qi, indi-
cating that Qi can be further reduced without substantial
degradation of the detection SNR. Similar results are ob-
tained for Veff = 10−1(λ/n)312; however, the input power
required for high-SNR detection within a given time in-
creases.

The coupled-cavity architecture shown in Fig. 2(b) can
be used for “cavity dumping” to reduce the required
probe power. The evolution of the two cavities, assumed
to be resonant with the input probe frequency ω, is de-

scribed by the coupled differential equations

dat
dt

=

(
jω − 1

τt

)
at + j

√
2

τ1
sin + j

√
2

τ2
st+ (7)

das
dt

=

(
jω − 1

τs

)
as + j

√
2

τ3
ss+, (8)

where at (as) is the tunnel (signal) cavity amplitude
that decays at rate 1/τt = 1/τi + 1/τ1 + 2/τ2 (1/τs =
1/τi + 1/τ3) for the coupling times shown in Fig. 2(b).

The waves ss+ = j
√

2/τ2e
jφat and st+ = j

√
2/τ3e

jφas+

j
√

2/τ2e
j2φat couple the tunnel and signal cavities,

which are separated by a distance corresponding to an
effective phase φ. If φ = mπ12 for any integer m, the
wave output from as destructively interferes with st+ at
sout, corresponding to the high-Q regime of the two cav-
ity system. The phase shift produced through the ab-
sorption of a signal photon within as disturbs this inter-
ference condition, causing rapid evacuation of the stored
cavity field. This effect, analogous to “cavity dumping”
for pulse generation in laser resonators26, has been previ-
ously implemented to achieve ultrafast tuning of photonic
crystal cavities27 and integrated ring resonators28.

Given these considerations, we numerically optimized
the coupling rates of Eqns. 7 and 8 to maximize the SNR
in Eqn. 6, yielding the loaded quality factors shown in
Fig. 2(c) and associated SNR in Fig. 2(d). These simula-
tions indicate that the power reduction is proportional to
∼Qi/Q3, which can be understood as the amplification
of stored energy in the high-Q regime.

Furthermore, in the perturbative limit, the functional
form of the SNR provided in Eqn. 6 shows that np is
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proportional to the square of the resonance shift, and
is thereby a function of the number of absorbed signal
photons ns. Fig. 2(f) demonstrates this scaling for a 10
µW input probe power. For small ns, the trend is well
fitted by considering the biexponential behavior of the
refractive index shift in Eqn. 4. The growth of np with
respect to ns is large enough to enable photon number
resolution of the signal field. This is illustrated by the
well-separated Poissonian distributions of np in the inset
of Fig. 2(f) for ns ∈ [1, 5].

Overall, these optimized results demonstrate that a
single silicon nanocavity can enable ultrafast, high-
efficiency, and even number resolving single photon detec-
tion. Cavity dumping in a two-cavity system can reduce
the probe field power by over an order of magnitude. This
improvement also opens the possibility of monitoring a
large array of detectors with a significantly reduced input
probe power. Moreover, jitter contributions for the all-
optical photodetector are limited to fluctuations in the
signal photon absorption time, probabalistic variation in
the output probe field, and the jitter of the homodyne
photodetectors. As the first two are negligible for high-
efficiency detection12, the achievable jitter is limited by
that of the photodetectors used to measure the classical
probe field.

IV. DARK COUNT CONTRIBUTIONS

The aforementioned analysis considered the probe laser
shot noise as the sole source of noise. In reality, dark
counts — erroneous detection events which occur in ab-
sence of a signal beam — must be carefully considered.
Any fast (on the order of the detector integration time
T ) change in the cavity refractive index above ∆n con-
tributes to the dark count rate, as slow changes can be
high-pass filtered. We consider three principal factors:
thermal excitation of free carriers, temperature fluctua-
tions of the semiconductor substrate, and multiphoton
absorption. While surface defect states may contribute
to the dark count rate, we omit this contribution due to
the record-low surface recombination velocity of silicon29.

Given an intrinsic carrier concentration of 1.5 ×
1010 cm−3 in pure silicon at 300 K, the mean population
within the proposed mode volume Veff = 10−3 (λ/nSi)

3

at a 2.3 µm probe wavelength is ∼4 × 10−6. The re-
sulting probability of a non-zero thermal carrier popu-
lation within the optical mode is approximately equal
to this mean occupancy12 and corresponds to a 10 kHz
dark count rate for a ∼40 GHz detector gating frequency.
Cooling to 200 K reduces this dark count rate to a neg-
ligible sub-Hz rate12. The dark count rate from temper-
ature variation of the substrate is likewise negligible if
the temperature is stabilized to ∆T < ∆nSi/αTO ∼ 0.1
K (where αTO ∼ 10−4 K−1 is silicon’s thermo-optic coef-
ficient) such that thermo-optic refractive index changes
are smaller than those induced by a single absorbed pho-
ton. Fundamental statistical temperature fluctuations
within the cavity — which typically limit PhC cavity

TABLE I. Overview of wavelengths of interest and their as-
sociated multiphoton absorption (MPA) parameters for the
dominant kth order process in the “tip” defect cavity in33.

Probe Wav.
λ [µm]

MPA Coefficient
(Process)35–37 VkPA/Veff

2.3 2.5×10−2 cm3/GW2 (3PA) 7.82×10−3

3.4 2.5×10−4 cm5/GW3 (4PA) 2.00×10−3

4.5 1.4×10−6 cm7/GW4 (5PA) 6.14×10−4

sensitivity30 — are an order of magnitude smaller than
this value12, and the stability requirement can there-
fore be readily achieved with modern PID temperature
controllers31.

While both thermally induced free carriers and direct
index variations due to the thermo-optic effect in silicon
can be mitigated with proper environmental control12,
multiphoton absorption (MPA) events — given the in-
distinguishably between probe- and signal-induced free
carriers within the cavity — produce a dark count rate
that can only be lowered by minimizing the intensity of
the probe laser within the signal cavity, and thus inher-
ently reducing the sensitivity of the detector. The overall
dark count rate from MPA is

Rdark =

∫
βk
k~ω

I(~r)k d3~r, (9)

where βk is the MPA coefficient for k-photon absorption
(kPA) and I(~r) is the probe intensity at a position ~r.
Re-expressing this definition in terms of the peak cavity
intensity Imax = |as|2c/2nSiVeff, we find12

Rdark =
βk
k~ω

IkmaxVkPA, (10)

where the multiphoton absorption mode volume VkPA is
defined as

VkPA ≡
∫

Si
εkSi| ~E(~r)|2kd3~r

max
{
εkSi| ~E|2k

} . (11)

For the deep subwavelength (Veff � (λ/n)3) “tip”-
based cavities of interest to this study15,32,33, a defect
in the cavity geometry yields a localized, high intensity
region within the broader diffraction-limited mode size34.
We studied the mode profile of the silicon tip cavity in33

to determine the scaling of VkPA in this case, yielding
the mode volumes summarized in Table I12. A signifi-
cant volume reduction is achieved for k > 1, revealing an
advantage of the tip-based cavity for low noise, all-optical
photodetection — suppression of higher order noise pro-
cesses. Given the ability to accurately estimate the dark
count rate in Eqn. 10 using the parameters in Table I, we
re-optimize the cavity coupling rates with respect to the
figure-of-merit

FOM =
np
|as|2

=
SNR

4|as|2
, (12)
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FIG. 3. Optimized multiphoton absorption-induced dark
count rates Rdark as a function of detection efficiency ηSN

and integration time T for the tip defect cavity parame-
ters in Table I. Rows indicate different optical mode volumes

Ṽeff = Veff/(λ/nSi)
3 (from varying fabrication precision33, for

example), while columns correspond to probe wavelengths
associated with different orders of multiphoton absorption
(MPA). The vertical white lines indicate the expected lifetime
of free carriers within the cavity mode volume as dictated by
ambipolar diffusion21.

such that the maximum output is achieved for a given
intra-cavity intensity or dark count rate. Since the FOM
is independent of input power, both the single and cou-
pled cavity architectures achieve the same optimum value
of12

FOMopt ≈ 0.381 ∆ω2T 2/~ω (13)

for the loaded quality factors shown in Fig. 2(c). Eqn. 10
can then be re-parameterized in terms of this FOM
and the shot noise limited detection efficiency ηSN =
1− exp(−np), yielding12

Rdark ≈
βk

k~ωFOMk
opt

(
c

2nSi

)k
VkPA

V keff

ln

(
1

1− ηSN

)k
.

(14)
Assuming a linear scaling of ∆ω with carrier density
as in the Drude model, the dark count rate scales as
∼V 1+k

eff , revealing the performance enhancement that can
be achieved by minimizing the optical mode volume.
Longer wavelengths also reduce multi-photon absorption.
The optimized detection tradespaces — dark count rate
as a function of the desired detection efficiency ηSN and
integration time T — for the cavity parameters in Ta-
ble I are plotted in Figure 3 for various effective volumes

Ṽeff = Veff/(λ/nSi)
3. The results confirm the aforemen-

tioned suppression of dark counts at small mode volumes
and long wavelengths. For example, the baseline param-

eters of the previous section (λ =2.3µm and Ṽeff = 10−3)
result in a dark count rate on the order of 100 kHz given
a 50% detection efficiency and 20 ps integration time;
however, this rate can be reduced to below 0.01 Hz at
λ =4.5 µm.

While optical switching experiments21,38,39 seek to
minimize the ps-scale diffusion times of photogenerated
carriers to maximize the achievable switching frequency,
Fig. 3 demonstrates the advantage of reduced dark counts
with an extended detection time. The maximum integra-
tion time is limited by carrier diffusion for small mode
volume PhC cavities38,40. To extend this time (estimated
by the vertical dashed lines in Fig. 3 assuming an am-
bipolar diffusion constant Dam = 19 cm2/s in silicon21),
charge confinement techniques, such as the incorporation
of a double heterostructure41, may be necessary. Even
in the absence of charge confinement, the performance
tradespace illustrates that an appropriate combination
of probe wavelength and cavity volume can be selected
to achieve the desired detection characteristics. Most im-
portantly, these optimized metrics demonstrate the abil-
ity to realize efficient single photon detection within tens
of picoseconds using experimentally achievable parame-
ters.

The resulting overall detection efficiency η = ηabsηSN

is limited by the absorption efficiency ηabs of the inci-
dent signal photon within the mode volume of the probe
cavity. For standard suspended silicon photonic crystal
cavities with Ṽeff ∼ 1 at λ = 4.5 µm, numerical sim-
ulations yield a peak efficiency ηabs ∼ 0.6 for focused
visible light, and ηabs ∼ 1 could be achieved by incorpo-
rating anti-reflection and reflection coatings on the top
and bottom surfaces of the cavity, respectively12. How-
ever, absorption within the subwavelength-confined mode
volumes (Ṽeff = 10−3) characteristic of tip defect cavities
is limited to ηabs ∼ 0.1512. Future work will therefore
consider techniques for localized signal light absorption
within ultrasmall mode volume nanocavities. Possible
approaches include the design of a doubly-resonant cavity
for the probe and signal fields42,43 or the incorporation of
a selective absorber, such as a buried heterostructure44,
at the center of the cavity.

V. CONCLUSION

In summary, we have analyzed a new concept for
single photon detection based on all-optical gain in a
nanocavity system. The proposed amplification mech-
anism can be of use in a range of all-optical signal pro-
cessing applications, and in particular opens the possi-
bility of room-temperature single photon detection. A
single cavity suffices to implement the scheme, and in-
terference with a second cavity can reduce the required
input power by orders of magnitude. Multiphoton ab-
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sorption is a dominant noise process, but the resulting
dark count rate can be minimized through a combination
of a long-wavelength probe field, a subwavelength con-
fining nanocavity, squeezed light12, or the use of a wide
bandgap probe cavity material. The proposed dielectric
cavity-based system for room temperature, low power,
ultrafast single photon detection would prove useful in a
wide range of photonic technologies.
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