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Circuit quantization links a physical circuit to its corresponding quantum Hamiltonian. The standard quanti-
zation procedure generally assumes any external magnetic flux to be static. Time dependence naturally arises,
however, when flux is modulated or when flux noise is considered. In this case, application of the existing quan-
tization procedure can lead to inconsistencies. To resolve these, we generalize circuit quantization to incorporate
time-dependent external flux.

I. INTRODUCTION

Superconducting circuits are electrical circuits fabricated
from superconducting materials. Due to the flexibility in
circuit design, such circuits hold substantial promise as
qubits [1], exhibiting coherence times now approaching the
millisecond scale [2]. The link between a physical circuit
and its quantum mechanical behavior is provided by circuit
quantization [3–9]. This implementation of canonical quan-
tization has been widely used in the context of supercon-
ducting qubits and circuit quantum electrodynamics (cQED),
but is restricted to circuits enclosing time-independent ex-
ternal magnetic flux1. Recently, there have been a num-
ber of studies utilizing time-varying external flux. AC flux
modulation has been proposed for realizing fast two-qubit
gates via first-order sideband transitions [10, 11]. Paramet-
ric flux modulation also enables random access multi-qubit
control, thus improving qubit connectivity in quantum proces-
sors [12–14]. Furthermore, modulating the coupling strength
between a qubit and a resonator by means of a time-dependent
flux threading a superconducting quantum interference de-
vice (SQUID) allows for universal stabilization of arbitrary
single-qubit states [15, 16]. In addition to parametric mod-
ulation, time-dependence is also crucial for the modeling of
flux-induced qubit dissipation and dephasing [17–20]. There-
fore, it is timely to examine the general framework of circuit
quantization for time-varying external flux.

In standard circuit quantization there exists a gauge free-
dom when formulating the Hamiltonian for a circuit threaded
by external flux. Depending on the choice of gauge, the ex-
ternal flux may be associated with any of the potential en-
ergy terms. For example, in a fluxonium qubit [21] the ex-
ternal flux may be associated with the potential energy of the
Josephson junction [2, 22, 23], or that of the superinductor
[24, 25]. However, this freedom leads to inconsistent predic-
tions of the rate of qubit relaxation induced by fluctuations
of the external flux, as we show below. Our generalization
of circuit quantization to include time-dependent external flux
resolves these inconsistencies and provides a formulation ca-
pable of handling a wider variety of circuits.

1Time-dependent flux is mentioned by Burkard et al. [5], but kinetic terms
∝ Φ̇e are not discussed in that work.

The paper is organized as follows: In Sec. II, we review
the standard procedure of circuit quantization that is valid for
time-independent external flux. We show in Sec. III that in-
consistencies arise if this procedure is applied to circuits cou-
pled to time-varying flux; we specifically analyze qubit relax-
ation due to flux noise. In Sec. IV, we generalize the circuit-
quantization framework for two concrete examples: the DC
SQUID circuit and the fluxonium qubit with time-dependent
external flux. The concept of irrotational degrees of freedom
is introduced, and the previous inconsistency in the relaxation
time is resolved. Canonical quantization for general single-
loop and multi-loop circuits with time-dependent flux is pre-
sented in Sec. V. We summarize our work in Sec. VI.

II. CIRCUIT QUANTIZATION WITH
TIME-INDEPENDENT EXTERNAL FLUX

We begin with a brief review of standard circuit quantiza-
tion, valid for time-independent flux. The starting point is
the construction of the Lagrangian for the circuit. Kinetic en-
ergy terms in this Lagrangian correspond to capacitive ener-
gies. The potential energy is composed of the energies of all
inductive elements, including those associated with Josephson
junctions. As a concrete example, we apply circuit quantiza-
tion to an asymmetric DC SQUID consisting of two Joseph-
son junctions with junction capacitances Cl, Cr, and Joseph-
son energies EJl, EJr [Fig. 1(a)]. The static external flux, Φe,
which threads the circuit loop, is treated as a classical variable.

Each branch flux variable is defined as the time integral of
the voltage across the corresponding circuit element. The DC
SQUID has two branch variables, Φl and Φr, for the left and
right arm of the SQUID, respectively. Following Ref. 4, we
also define flux variables associated with each circuit node.
Setting the lower node in Fig. 1(a) to be the ground node, the
system can be described by one active node flux φ correspond-
ing to the upper node. If we choose the left arm to form the
spanning tree, then the right arm becomes the closure branch
[see Fig. 1(b)]. By convention, one allocates the external flux
to the closure branch [4]. This step guarantees fluxoid quan-
tization for time-independent external flux [26, 27]. The rela-
tion between the node variable φ and the branch variables is
thus

Φl = φ , Φr = −φ+ Φe . (1)
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FIG. 1. (a) Asymmetric SQUID formed by two Josephson junctions.
Φl and Φr are branch flux variables for the left and right junction. The
node flux φ is associated with the upper node, while the lower node is
chosen to be the ground node. An external flux Φe threads the loop.
(b) and (c) depict the two equivalent choices of spanning trees (solid
lines) and closure branches (dashed lines).

In terms of the node flux, the Lagrangian can be written as
a function of one independent degree of freedom,

Ll =
1

2
CΣφ̇

2 + EJl cos
2π

Φ0
φ+ EJr cos

2π

Φ0
(−φ+ Φe) , (2)

where CΣ = Cl + Cr is the total capacitance, and Φ0 = h/2e
the flux quantum. The Hamiltonian is obtained by perform-
ing a Legendre transformation with generalized momentum
Q = ∂Ll/∂φ̇ = CΣφ̇. Employing canonical quantization in
the coordinate representation, Q = −i~ d/dφ ≡ 2en, and
denoting EC = e2/2CΣ, the Hamiltonian takes the form

Hl = 4ECn
2 − EJl cos

2π

Φ0
φ− EJr cos

2π

Φ0
(φ− Φe) . (3)

In Eq. (3) we chose the right arm to be the closure branch.
Equivalently, we may choose the left arm as the closure branch
[Fig. 1(c)]. This choice groups the external flux with the left
arm. The two branch fluxes then take on the form

Φl = φ+ Φe , Φr = −φ , (4)

resulting in the Hamiltonian

Hr = 4ECn
2 − EJl cos

2π

Φ0
(φ+ Φe)− EJr cos

2π

Φ0
φ . (5)

The two Hamiltonians Hl and Hr are related by the unitary
transformation

Hr = U†HlU , U = exp

(
− i
~
QΦe

)
(6)

which implies they have the same eigenvalue spectrum, and
two sets of eigenfunctions shifted by Φe in the variable φ.

III. INCONSISTENT PREDICTIONS OF QUBIT
RELAXATION TIMES

While the two Hamiltonians obtained for different choices
of closure branches predict equivalent results for static flux,

inconsistencies arise if we directly apply standard quantiza-
tion to study qubit relaxation caused by a fluctuating external
flux. We will trace back this issue to the proper treatment of
the time-dependent holonomic constraint imposed by fluxoid
quantization in Sec. IV. Suppose the flux is randomly varying
around some fixed, but controllable, value Φ0

e ,

Φe(t) = Φ0
e + δΦe(t) . (7)

In general fluctuations induce transitions between the qubit
states |g〉 and |e〉. According to Fermi’s golden rule, the decay
rate of the qubit state |e〉 is proportional to [18]

T−1
1 ∝ |〈g|∂ΦeH|e〉|2 , (8)

where the partial derivative is evaluated at Φe(t) = Φ0
e . Equa-

tion (8) implies that the qubit relaxation rate would depend
on the choice of closure branch because of the association of
the external flux with different terms in the Hamiltonian. In
particular, the Hamiltonians Hl and Hr exhibit two different
instances of flux grouping: The former allocates flux to the
right branch, and the resulting relaxation rate would be pro-
portional to E2

Jr. In the latter case, flux is grouped with the left
branch, and the relaxation rate would be proportional to E2

Jl.
In an asymmetric SQUID the two Josephson energies differ,
EJl 6= EJr, and thus the qubit relaxation rate seemingly de-
pends on how we allocate the flux in the Hamiltonian2. This
inconsistency is not limited to an asymmetric SQUID loop,
but generally applies to circuit loops with distinct potential
energy coefficients. For example, the external flux in a fluxo-
nium qubit [21] can be allocated either to the inductor [24, 25]
or the Josephson junction [2, 22, 23] which would lead to dif-
ferent predictions for the relaxation time due to flux noise3.
We emphasize that the transformation (6) is merely a variable
displacement, and hence unrelated to rotating-frame transfor-
mations that may affect decoherence rates [28, 29]. This in-
consistency rather hinges upon the correct treatment of time-
dependent fluxoid quantization, as we will see next.

IV. CIRCUIT QUANTIZATION FOR TIME-DEPENDENT
EXTERNAL FLUX: DC SQUID AND FLUXONIUM

We next formulate circuit quantization in the presence of
time-dependent flux for the concrete examples of the DC
SQUID circuit and the fluxonium qubit. The general discus-
sion of arbitrary circuits is presented in the subsequent sec-
tion.

2We note that the switch from eigenstates of Hr to those of Hl does not com-
pensate the observed different scaling with EJl and EJr, respectively.

3Typically, relaxation due to flux noise is subdominant due to the 1/f nature
of the noise, so that conclusions in the literature are not changed to the best
of our knowledge.
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A. From fluxoid quantization to the time-dependent
Hamiltonian: DC SQUID

We begin with the constraint imposed by fluxoid quantiza-
tion. Most naturally, it is written in terms of branch variables,

Φl + Φr = Φe(t) , (9)

which is a time-dependent holonomic constraint. According
to it, the sum of the branch variables is fixed by the external
flux, and hence is not a dynamical variable. The single degree
of freedom, denoted by the variable Φ̃, can be expressed as a
linear combination of the two branch variables,

Φ̃ = mlΦl +mrΦr , (10)

where ml 6= mr. The node variables defined in Eqs. (1) and
(4) are obtained by setting (ml,mr) = (1, 0) and (0,−1),
respectively.

To derive the time-dependent Hamiltonian, we first express
the circuit Lagrangian in terms of the two branch variables,

L =
1

2
ClΦ̇

2
l +

1

2
CrΦ̇

2
r + EJl cosϕl + EJr cosϕr , (11)

where all lower-case ϕ’s denote reduced flux variables, ϕ =
2πΦ/Φ0. Next, we transform to the variable Φ̃ and the exter-
nal flux Φe by inverting Eqs. (9) and (10). This results in

Φl = (Φ̃−mrΦe)/m∆ , Φr = −(Φ̃−mlΦe)/m∆ ,
(12)

where m∆ = ml −mr. We now see that proper implementa-
tion of the time-dependent holonomic constraint (9) yields

L(ml,mr) =
CΣ

2m2
∆

˙̃
Φ

2

− Crml + Clmr

m2
∆

˙̃
ΦΦ̇e (13)

+ EJl cos
ϕ̃−mrϕe

m∆
+ EJr cos

ϕ̃−mlϕe

m∆
,

where we dropped the term ∝ Φ̇2
e . Performing a Legendre

transformation leads to the Hamiltonian

H(ml,mr) =4ECm
2
∆n

2 +
Crml + Clmr

CΣ
2enΦ̇e (14)

− EJl cos
ϕ̃−mrϕe

m∆
− EJr cos

ϕ̃−mlϕe

m∆
.

The term ∝ Φ̇e is missing in standard circuit quantization for
Hamiltonians parametrized only by the time-independent flux,
Φe. For special choices of (ml,mr) obeying4

Crml + Clmr = 0 , (15)

the linear coupling of the charge operator to the fluctuating
EMF generated by Φ̇e vanishes. We refer to Eq. (15) as the

4We note that there remains a continuous family of choices for (ml,mr) sat-
isfying Eq. (15). This freedom is characterized by the scaling factor m∆. In
Sec. V, the remaining freedom is expressed by the matrix A.

irrotational constraint5 on the variable Φ̃, and to Φ̃ with the
constraint imposed as the irrotational operator, variable or de-
gree of freedom.

In general, Hamiltonians for different choices (ml,mr) and
(m′l ,m

′
r) are related by a time-dependent unitary transforma-

tion U(t) = S U(t), consisting of a gauge transformation and
a scale transformation. The gauge transformation is given by

U(t) = exp

(
i

~
Q
mlm

′
r −m′lmr

m∆
Φe(t)

)
(16)

and the scaling transformation by

S = exp

(
i

2~
ln

(
m′∆
m∆

)
G

)
, (17)

where the generator is the anti-commutator of the conjugate
coordinate and momentum, G = Φ̃Q + QΦ̃. The action of S
on the conjugate variables is

S†QS =
m′∆
m∆

Q , S†Φ̃S =
m∆

m′∆
Φ̃ . (18)

Since operators and states transform according to

A′ = U†(t)AU(t) , |ψ′〉 = U†(t)|ψ〉 , (19)

all expectation values, measured at one particular time, are in-
variant under the unitary transformation U(t): 〈ψ′|A′|ψ′〉 =
〈ψ|A|ψ〉. The Schrödinger equation also remains form invari-
ant, with the transformed Hamiltonian given by

H(m′l ,m
′
r) = U†(t)H(ml,mr)U(t)− i~U†(t)∂tU(t) . (20)

However, as we discuss below, multi-time correlation func-
tions are in general not invariant under the time-dependent
unitary transformation.

B. Multi-time observables

Consider the probability

C(0, t) = |〈ψ(0)|ψ(t)〉|2 , (21)

for transitions induced by flux noise. The decay rate of
the transition probability averaged over noise realizations,
〈C(0, t)〉av, is directly related to the spontaneous relaxation
rate. For simplicity, we will ignore the usual 1/f character
of flux noise. Instead, we consider stationary Gaussian noise
with short correlation time tc, standard deviation σ, and noise
power spectrum SΦe(ω), defined as the Fourier transform of
the autocorrelation function.

To calculate the noise-averaged transition probability, fluc-
tuations in both Φe and Φ̇e must be taken into account. We

5As the Φ̇e term is related to a time-dependent unitary transformation (rotating-
frame transformation), we call the constraint eliminating this term “irrota-
tional”.



4

(a) (b)

FIG. 2. (color online) The overlap between two states at different
times is not conserved under a time-dependent unitary transforma-
tion, since 〈ψ(0)|U(0)U†(t)|ψ(t)〉6=〈ψ(0)|ψ(t)〉 in general.

prepare the system in the first excited eigenstate |ψ(0)〉 =
|e0(ml,mr)〉 of the unperturbed Hamiltonian

H0(ml,mr) =4ECm
2
∆n

2 (22)

− EJl cos
ϕ̃−mrϕ

0
e

m∆
− EJr cos

ϕ̃−mlϕ
0
e

m∆
,

obtained by omitting all fluctuating terms from H(ml,mr) in
Eq. (14). We proceed by evolving the initial state under the
full Hamiltonian H(ml,mr) to some later time t, then carry
out the average over noise realizations. As shown in Ap-
pendix A, for tc � t� T1 one obtains the perturbative result

〈C(0, t)〉av =1− |〈g0
irr|∂ΦeHirr|e0

irr〉|2SΦe(ωeg)t/~2

− η2(ml,mr)|〈e0
irr|n|g0

irr〉|28σ2e2/~2 . (23)

Here, H0
irr and Hirr are obtained from H0 [Eq. (22)] and H

[Eq. (14)] by satisfying the irrotational constraint (15) with

ml =
Cl

CΣ
, mr = − Cr

CΣ
, (24)

where we take m∆ = 1 for simplicity. |g0
irr〉 and |e0

irr〉 are
the lowest two eigenstates ofH0

irr, with energy difference ωeg.
While Eq. (23) is expressed in terms of quantities with irrota-
tional constraints, it is valid for general choice of (ml,mr).

There are two key features to the result for the transition
probability in Eq. (23). First, the averaged transition rate
is Γ1 = |〈g0

irr|∂ΦeHirr|e0
irr〉|2SΦe(ωeg)/~2. Hence there is no

ambiguity in the relaxation rate with respect to the choice
of (ml,mr). Secondly, the calculation yields an offset term
which depends on the choice of gauge. This unphysical off-
set is eliminated if we impose the irrotational constraint of
Eq. (15). A similar gauge-dependent term appears in the ex-
pression for pure dephasing of the qubit, as discussed in Ap-
pendix C. While the procedure outlined above provides a sat-
isfactory theory for the transition rate, the gauge-fixing re-
quirement used to eliminate the unphysical offset in the tran-
sition probability requires further analysis and discussion.

The fact that time-dependent unitary transformations can
affect the values of multi-time correlation functions is not sur-
prising. For states defined as points on the Bloch sphere,
Fig. 2 illustrates how a time-dependent rotating-frame trans-
formation, carried out at two different times, generally leads

to different state-vector overlaps. In the following we exam-
ine the origin of the unphysical offset term in the transition
probability in Eq. (23).

Consider the limit in which the system parameters EC, EJl,
EJr tend to zero. Despite the fact that the system Hamiltonian
should vanish in this limit, Eq. (14) leads to

H(ml,mr) −→ 2e η(ml,mr)nΦ̇e , (25)

where η(ml,mr) = η(ml,mr)m∆ in general remains fi-
nite when taking the limit with fixed capacitance ratios.
A non-vanishing value of for η̄(ml,mr) not only conflicts
with the vanishing of the system Hamiltonian, but implies
a gauge-dependent term proportional to Φ̇e in the Hamilto-
nian. One easily confirms that this term originates from the
derivative term in the time-dependent unitary transformation,
−i~U†∂tU , and that it vanishes when the irrotational con-
straint is imposed. Thus, the irrotational constraint eliminates
the unphysical term, and renders the Hamiltonian form invari-
ant.

Finally, we show that the spurious offset term in Eq. (23) is
generated by the unphysical term in the Hamiltonian, Eq. (25).
Consider the time evolution of the excited state generated by
this Hamiltonian:

|ψ(t)〉 = exp

[
1

i~

∫ t

0

dt′2eηnΦ̇e(t
′)

]
|e0(ml,mr)〉 . (26)

Expanding to order O(δΦe) in the fluctuations of Φe(t), the
overlap with the ground state becomes

〈g0(ml,mr)|ψ(t)〉 (27)

=
2e

i~
η 〈g0(ml,mr)|n|e0(ml,mr)〉[δΦe(t)− δΦe(0)]

=
2e

i~
η 〈g0

irr|n|e0
irr〉[δΦe(t)− δΦe(0)] .

The corresponding transition probability, averaged over the
noise realizations, yields〈
|〈g0(ml,mr)|ψ(t)〉|2

〉
av = η2|〈e0

irr|n|g0
irr〉|28σ2e2/~2 ,

(28)
where we have approximated 〈δΦe(0)δΦe(t)〉 ≈ 0, valid for
t � tc [30]. Equation (28) reproduces the unphysical offset
term we obtained in Eq. (23) for 〈C(0, t)〉av.

In summary, we find that fluctuations of the external flux
lead to decay of the qubit with a gauge-invariant rate. In addi-
tion, the spurious offset term is also eliminated by enforcing
the irrotational constraint. The latter removes the term ∝ Φ̇e
in the Lagrangian and Hamiltonian. A similar step to avoid
∝ Φ̇e terms was taken for a four-junction circuit by Qiu et al.
[31]. We conclude that Hamiltonians defined in terms of irro-
tational degrees of freedom represent the correct formulation
for consistent calculations of multi-time correlation functions.

For the asymmetric DC SQUID, employing the irrotational
variable specified by Eq. (24) yields the Hamiltonian

Hirr =4ECn
2 (29)

− EJl cos

(
ϕ̃− Cr

CΣ
ϕe

)
− EJr cos

(
−ϕ̃− Cl

CΣ
ϕe

)
.

Note that the external flux is grouped with both junctions’ po-
tential energy terms, with weights given by capacitance ratios.
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FIG. 3. The fluxonium qubit is formed by a Josephson junction and
a superinductor with corresponding branch variables ΦJ and ΦL. An
external flux Φe threads the loop.

C. Circuit with inductor: fluxonium qubit

The SQUID circuit analyzed in Sec. IV A is an example of
a single-loop circuit composed of Josephson junctions only.
To see how flux distributes among Hamiltonian terms if the
loop contains an inductor L, we consider the fluxonium qubit
[21] (Fig. 3). We can obtain the irrotational degree of freedom
by associating an auxiliary parallel capacitance CL with the
inductor, and subsequently taking the limit CL → 0.

The analysis of the circuit then proceeds in a manner anal-
ogous to that of the SQUID circuit. Following the same steps
as above, we arrive at the Hamiltonian

Haux = 4ECn
2−EJ cos

(
ϕ̃− CL

CΣ
ϕe

)
+

1

2
EL

(
−ϕ̃− CJ

CΣ
ϕe

)2

with EL = (Φ0/2π)2/L. Taking the limit CL → 0 yields the
proper irrotational Hamiltonian,

Hirr = 4ECJn
2 − EJ cos ϕ̃+

1

2
EL(−ϕ̃− ϕe)

2 , (30)

where ECJ = e2/2CJ. Thus, in a single-loop circuit with an
inductor, the flux is entirely associated with the potential en-
ergy of the inductor.

V. CANONICAL QUANTIZATION OF A GENERAL
CIRCUIT NETWORK WITH EXTERNAL FLUX Φe(t)

In this section, we generalize the results obtained in the
previous section to cover arbitrary circuits threaded by time-
dependent flux. We start with single-loop circuits, and then
extend to multi-loop circuits.

A. Single-loop circuits

For a general single-loop circuit with N elements, we de-
fine the vector φ = (Φ1,Φ2, . . . ,ΦN )ᵀ collecting all branch
fluxes in the circuit. Due to fluxoid quantization there areN−
1 degrees of freedom denoted by φ̃ = (Φ̃1, Φ̃2, . . . , Φ̃N−1)ᵀ.
In general, they are linear combinations of the original branch
variables,

φ̃ = Mφ , (31)

where M is an (N−1)×N matrix with elements yet to be
determined. It is useful to cast the fluxoid quantization con-
straint into matrix form as well,

Φe = Rφ , (32)

where R = (1, 1, . . . , 1) is a 1×N matrix. We further in-
troduce the augmented vector φ̃+ and the augmented N×N
matrix M+ by defining

φ̃+ =

(
φ̃
Φe

)
, M+ =

(
M
R

)
. (33)

Both the information on degrees of freedom and on the fluxoid
quantization constraint are now compactly written as

φ̃+ = M+φ . (34)

We note that det(M+)6=0 which is seen as follows. All rows
of M generate genuine degrees of freedom which by defini-
tion must be linearly independent. Moreover, rows of M must
be linearly independent of the row vector R, since R does not
generate a dynamical variable. Hence all rows of M+ are lin-
early independent.

We first consider a circuit loop composed of junctions only,
and include capacitors and inductors subsequently. To con-
struct irrotational degrees of freedom and findHirr, we inspect
the kinetic energy,

Lk =
1

2
φ̇

ᵀ
Cφ̇ , (35)

where C = diag(C1, C2, . . . , CN) is a diagonal matrix com-
posed of all capacitances in the circuit. Since M+ is non-
singular, we have

φ = M−1
+ φ̃+ , (36)

in which case the kinetic energy can be rewritten as

Lk =
1

2
˙̃
φ

ᵀ

+Ceff
˙̃
φ+ , (37)

where the effective capacitance matrix is given by Ceff =
(M−1

+ )ᵀCM−1
+ . For a loop composed of junctions both C

and Ceff are invertible.
Following the discussion in Sec. IV, we obtain irrotational

degrees of freedom by demanding that all Lagrangian terms
∝ Φ̇e vanish. This is equivalent to requiring Ceff and, hence,
its inverse to be block-diagonal. Specifically, by block matrix
multiplication one finds

C−1
eff =

(
M
R

)
C−1

(
Mᵀ Rᵀ

)
=

(
MC−1Mᵀ MC−1Rᵀ

RC−1Mᵀ RC−1Rᵀ

)
,

so that the condition for irrotational degrees of freedom can
be written as

RC−1Mᵀ = (C−1
1 , C−1

2 , . . . , C−1
N )Mᵀ = 0 . (38)



6

This generalizes Eq. (15). One readily verifies that a particular
solution for M is given by

(M)ij = δij −
C−1

i∑N
k=1 C

−1
k

. (39)

Generally speaking, solutions Mᵀ to Eq. (38) are matrices
whose columns form a basis of the null space of RC−1. Since
the columns of M

ᵀ
evidently form one particular basis of the

null space, all possible solutions can be expressed as

M = AM . (40)

Here, A is an arbitrary non-singular (N−1)×(N−1) matrix.
The Hamiltonian of the circuit is now obtained from the

branch-flux Lagrangian by calculating the inverse M−1
+ and

employing Eq. (36). For M = M, the inverse M−1
+ can

be evaluated analytically, and Legendre transform of the La-
grangian yields

Hirr =
1

2

N−1∑
i,j=1

[
δij
Ci
− 1

CiCj

∑
k C
−1
k

]
QiQj −

N−1∑
i=1

EJi cos

(
ϕ̃i −

C−1
i∑

k C
−1
k

ϕe

)
− EJN cos

(
−

N−1∑
i=1

ϕ̃i −
C−1

N∑
k C
−1
k

ϕe

)
.

(41)

Hence, the weighting coefficient of the external flux for the
ith element in the circuit loop is C−1

i /
∑N

k=1 C
−1
k . (Note that

the matrix A cannot affect the flux allocation.) It is simple to
verify that the above Hamiltonian reduces to the Hamiltonian
of the asymmetric SQUID Eq. (29) when choosing N = 2.

While our previous discussion only covers single-loop cir-
cuits consisting of Josephson junctions, it is not difficult to
generalize to single-loop circuits including capacitors and in-
ductors. If the loop includes capacitors, then Ceff remains
invertible and we can proceed as before. As the only change,
we must eliminate the corresponding junction potential terms
from Eq. (41). (Details regarding the nature of the constraint
replacing fluxoid quantization are provided in Appendix B.)

In the presence of an inductor L in a single-loop circuit,
our results can be adapted by taking an appropriate limit as
follows. Let the inductor be the N th element in the loop6. We
temporarily associate an auxiliary parallel capacitor CN with
the inductor, perform time-dependent circuit quantization as
described above, and then let the capacitance CN go to zero.
This limit can be directly performed on the Hamiltonian (41).
Since the flux-grouping coefficients satisfy

C−1
i∑N

k=1 C
−1
k

CN→0−−−−→ δiN , (42)

the external flux is entirely grouped with the inductor in the
single-loop circuit, and the resulting N th potential energy
term reads

1

2
EL

(
−

N−1∑
i=1

ϕ̃i − ϕe

)2

(43)

with EL = (Φ0/2π)2/L.

6Just as in Ref. [8], we focus on circuits with a simply-connected capacitive
sub-network. This avoids the situation where a generalized velocity is absent
from the Lagrangian. With this requirement, there can only be one inductor
in a single-loop circuit.

Strictly speaking, every circuit loop will have some finite
geometric inductance L. Hence, one might wonder whether
this inductance has to be included as it leads to different flux
grouping. We show in Appendix D that inclusion of negligible
L is not necessary and that the limit L → 0 is well-behaved.
Specifically, the limit L → 0 leads back to the inductor-less
case discussed above, with flux allocated to the various junc-
tion terms.

The above results are formulated for single-loop circuits,
but actually apply more broadly. Often, only a single loop L
inside a multi-loop circuit is threaded by a time-varying flux,
while the flux through the remaining loops is zero. In cases
where each element outside L is in parallel to an element in-
side L, the multi-loop circuit effectively reduces to a single-
loop circuit.

B. Multi-loop circuits

Next, we extend our discussion to the case of multi-
loop circuits threaded by time-dependent fluxes through each
loop. Some of our development here resembles the discus-
sion by Burkard et al. [5]. We begin by labeling all cir-
cuit elements (i.e., Josephson junctions, capacitors, induc-
tors) in the network, and construct a vector containing the
N branch flux variables associated with the elements, φ =
(Φ1,Φ2, . . . ,ΦN )ᵀ. Due to the constraints from fluxoid quan-
tization and Faraday’s law, these variables are in general not
independent of each other.

Constraints apply to loops in the circuit. To eliminate am-
biguity in the choice of loops, we select all meshes, which are
loops containing no other loops. Suppose the circuit encom-
passes F meshes, then we define φe = (Φ1

e ,Φ
2
e , . . . ,Φ

F
e )ᵀ

as the vector containing all time-dependent external fluxes
threading each mesh. The positive directions of branch fluxes
and external fluxes is defined in the beginning in one consis-
tent way maintained throughout the calculation. The number
of constraints applying to the N variables is F , leading to
N−F degrees of freedom in the circuit.

We denote the vector composed of the corresponding dy-
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namical variables by φ̃ = (Φ̃1, Φ̃2, . . . , Φ̃N−F )ᵀ. These
N−F variables are given by appropriate linear combinations
of the N branch variables,

φ̃ = Mφ . (44)

Here, M is an (N−F )×N matrix with elements (M)ij to
be determined. The constraints from fluxoid quantization and
Faraday’s law can jointly be expressed as

φe = Rφ , (45)

where the F×N mesh matrix R is defined as follows. Let Li
be the ith mesh threaded by flux Φi

e. Then the elements of R
are given by

(R)ij =


1 , Φj ∈ Li with same orientation as Φi

e

−1 , Φj ∈ Li with orientation opposite to Φi
e

0 , Φj /∈ Li

,

where the orientation of Φi
e is clockwise (counterclockwise)

when the local magnetic field points into (out of) the plane of
the loop (see, e.g. the circular arrows in Fig. 4). Analogous
to the single-loop case, we further introduce the augmented
vector φ̃+ and the N×N matrix M+ via

φ̃+ =

(
φ̃
φe

)
, M+ =

(
M
R

)
, (46)

so that both information on degrees of freedom and constraints
is again compactly captured by

φ̃+ = M+φ . (47)

For the same reasons as in the single-loop case, we have
det(M+) 6=0.

To identify the irrotational degrees of freedom, we turn to
the kinetic energy

Lk =
1

2
˙̃
φ

ᵀ

+Ceff
˙̃
φ+ , (48)

written in terms of Ceff = (M−1
+ )ᵀCM−1

+ . Irrotational de-
grees of freedom are obtained by making the terms ∝ Φ̇e in
the Lagrangian vanish. As before, this leads to the condition

RC−1Mᵀ = 0 . (49)

While R is very simple in the single-loop case, its struc-
ture is now more complex as it encodes the geometry of the
multi-loop circuit. Different from the single-loop problem,
this added complexity makes it impractical to obtain general
closed expressions for M. Instead, a particular solution for M
can be obtained on a case-by-case basis as follows. Perform
the singular-value decomposition

RC−1 = USV , (50)

where V is an N×N matrix. M can be obtained from the
transpose of the last (N−F ) columns of V, and the general

FIG. 4. Multi-loop circuit formed by two SQUID loops with one
shared junction. Φ1, Φ2, and Φ3 are branch flux variables for the
three Josephson junctions. External fluxes Φ1

e and Φ2
e thread the left

and right loops.

solution satisfies M = AM with A an arbitrary non-singular
(N−F )×(N−F ) matrix.

As before, Lagrangian and Hamiltonian are constructed by
calculating M−1

+ and expressing branch variables in terms of
the irrotational degrees of freedom. The grouping of flux
Φj

e with the ith potential energy term can be obtained from
(M−1

+ )i,N−F+j . For capacitors and inductors in the multi-
loop circuit we follow the same procedures discussed in the
single-loop analysis. The above formulation likewise applies
to multi-loop circuits threaded by both time-dependent and
time-independent flux, considering static flux a special case
of time-varying flux.

For illustration, we apply the above formalism to a concrete
multi-loop circuit: two SQUID loops with a shared junction
(Fig. 4). The junction capacitances and Josephson energies
are denoted Ck and EJk (k = 1, 2, 3). The left and right loops
are threaded by external flux Φ1

e and Φ2
e , respectively. The

capacitance matrix and the mesh matrix for the given circuit-
element orientations are

C = diag(C1, C2, C3) , R =

(
1 −1 0
0 1 −1

)
. (51)

Singular-value decomposition and re-scaling yields a particu-
lar solution of Eq. (54), namely

M = C−1
Σ

(
C1 C2 C3

)
, (52)

where CΣ =
∑3

k=1 Ck. With this, one obtains

M−1
+ =

1 (C2 + C3)C−1
Σ C3C

−1
Σ

1 −C1C
−1
Σ C3C

−1
Σ

1 −C1C
−1
Σ −(C1 + C2)C−1

Σ

 , (53)

and

Ceff =

CΣ 0 0
0 C1(C2 + C3)C−1

Σ C1C3C
−1
Σ

0 C1C3C
−1
Σ (C1 + C2)C3C

−1
Σ

 .

(54)
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This now allows us to construct the irrotational Hamiltonian

Hirr =4ECn
2

− EJ1 cos

(
ϕ̃+

C2 + C3

CΣ
ϕ1

e +
C3

CΣ
ϕ2

e

)
− EJ2 cos

(
ϕ̃− C1

CΣ
ϕ1

e +
C3

CΣ
ϕ2

e

)
− EJ3 cos

(
ϕ̃− C1

CΣ
ϕ1

e −
C1 + C2

CΣ
ϕ2

e

)
, (55)

where EC = e2/2CΣ.

VI. CONCLUSIONS

Standard circuit quantization [3–5, 7, 8] applies to circuits
threaded by static external flux, but leads to inconsistencies
when applied to circuits subject to time-dependent flux. Here,
we have presented a generalization of circuit quantization
for single-loop and multi-loop circuits that incorporates time-
dependent flux. Our treatment shows that time-varying flux
generally produces Lagrangian and Hamiltonian terms ∝ Φ̇e
which are crucial for resolving inconsistencies. We find that
the freedom in choosing independent circuit variables leaves
expectation values of single-time observables invariant, but
generates gauge-dependent offsets in multi-time correlation
functions. We have identified irrotational degrees of freedom
which both eliminate the terms ∝ Φ̇e in the Hamiltonian and
remove the spurious offset terms in correlation functions asso-
ciated with relaxation and pure-dephasing dynamics. Finally,
we note that the irrotational constraint enforces a unique allo-
cation of external flux to the various potential energy terms in
the Hamiltonian.
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Appendix A: Evaluation of 〈C(0, t)〉av

This appendix details the evaluation of the noise-averaged
transition probability introduced in Sec. IV B,

〈C(0, t)〉av =
〈
|〈ψ(0)|ψ(t)〉|2

〉
av
. (A1)

This quantity is defined for a particular choice of the SQUID’s
degree of freedom, specified by (ml,mr). As in the main text,
the initial state is the unperturbed excited state |e0(ml,mr)〉,
an eigenstate of H0(ml,mr). (In the following, we will sim-
plify notation and frequently suppress the dependence on ml,
mr where context allows.)

Truncating the Hilbert space to the subspace spanned by
ground and first excited state, we can rewrite

C(0, t) = |〈ψ(0)|ψ(t)〉|2 = 1− |〈g0|ψ(t)〉|2 , (A2)

and calculate the overlap with the ground state perturbatively.
This yields

〈g0|ψ(t)〉 = − i
~

∫ t

0

e−iωegt
′
V (t′)dt′ , (A3)

where the perturbation term in the integrand is

V (t) =〈g0|∂ΦeH(ml,mr)|e0〉δΦe(t)

+ η̄〈g0|Q|e0〉δΦ̇e(t)

= 〈g0
irr|∂ΦeHirr|e0

irr〉δΦe(t)︸ ︷︷ ︸
Virr(t)

+ η〈g0
irr|Q|e0

irr〉[−iωegδΦe(t) + δΦ̇e(t)]︸ ︷︷ ︸
W (t)

. (A4)

The last expression follows from applying Eq. (20). We note
immediately that Virr(t) is precisely the perturbation term ob-
tained within the irrotational frame of reference. Plugging
back into Eq. (A1), we obtain

〈C(0, t)〉av = 1− 1

~2

∫ t

0

dt1

∫ t

0

dt2 e
−iωeg(t1−t2) [〈Virr(t1)V ∗irr(t2)〉av + 〈Virr(t1)W ∗(t2) +W (t1)V ∗irr(t2)〉av + 〈W (t1)W ∗(t2)〉av] .

(A5)
Here, the term proportional to δΦe(t) in W is canceled upon performing integration by parts on the δΦ̇e(t) term. For classical
noise with zero mean we have 〈δΦ(t)e〉av = 0, and the noise spectrum is symmetric, SΦe(ω) = SΦe(−ω). As a consequence,
one finds that the terms mixing Virr and W cancel out. We evaluate the remaining two terms separately. For the Virr correlator
we find

1

~2

∫ t

0

dt1

∫ t

0

dt2 e
−iωeg(t1−t2)〈Virr(t1)V ∗irr(t2)〉av =

1

~2
|〈g0

irr|∂ΦeHirr|e0
irr〉|2

∫ t

0

dt1

∫ t

0

dt2 e
−iωeg(t2−t1)〈δΦe(t2 − t1)δΦe(0)〉

≈ 1

~2
|〈g0

irr|∂ΦeHirr|e0
irr〉|2SΦe(ωeg) t , (A6)
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where we have used t� tc (correlation time of the noise) for the approximation in the last step [30]. The W correlator yields

1

~2

∫ t

0

dt1

∫ t

0

dt2 e
−iωeg(t1−t2)〈Wirr(t1)W ∗irr(t2)〉av =

1

~2
η2|〈g0

irr|Q|e0
irr〉|2〈[δΦe(t)e

−iωt − δΦe(0)]× [c.c.]〉av

≈ 1

~2
η2|〈g0

irr|Q|e0
irr〉|22σ2 , (A7)

using the same type of approximation as above. Together,
these results confirm the validity of Eq. (23) for tc � t� T1.

Appendix B: Constraint in single-loop circuits with capacitors

Fluxoid quantization applies to closed loops, consisting of
Josephson junctions and inductors. In general, a loop may be
interrupted by a capacitor. In this case, fluxoid quantization is
not applicable, but Faraday’s law leads to a similar constraint
for time-dependent flux [5]. To see this, consider the example
of an LC circuit threaded by an external flux Φe. If this flux is
time-dependent, Faraday’s law results in the relation

VC + VL = −Φ̇e(t) , (B1)

where VC and VL are the voltages across the capacitor and
inductor, respectively. The time integral of this equation leads
to the following constraint on the branch flux variables:

ΦC + ΦL = −Φe(t) . (B2)

Once we redefine Φe to absorb the sign from Lenz’s rule, this
constraint has the same form as the fluxoid-quantization con-
straint, see Eq. (32). It is straightforward to extend this result
from the LC circuit to a general mesh in a circuit network.
Thus, open loops involving capacitors can be treated on equal
footing with the closed loops subject to fluxoid quantization.

Appendix C: Time of pure dephasing due to flux noise

In the main text, we focused on flux-noise–induced relax-
ation of the qubit, and illustrated that inconsistencies may
arise if flux is not grouped as prescribed by the irrotational
frame of reference. We here briefly note that calculations of
pure-dephasing times are likewise affected by the choice of
the degree of freedom. For simplicity, we again ignore the
1/f nature of flux noise. Working in the irrotational frame,
we indeed find the standard expression [30, 32] for the decay
of the off-diagonal density matrix elements,

〈ρeg(t)〉 ≈ exp
[
−(∂Φeωeg)2SΦe(0) t/2

]
. (C1)

By contrast, when choosing other degrees of freedom speci-
fied by (ml,mr), an additional frame-dependent term arises,

〈ρ′eg(t)〉 ≈ exp
[
−(∂Φeωeg)2SΦe(0) t/2

]
(C2)

× exp
[
−(〈g|Q|g〉 − 〈e|Q|e〉)2η2(ml,mr)σ

2/~2
]
.

As for the relaxation-time results, the spurious offset is elimi-
nated by choosing the irrotational frame where the Lagrangian
term ∝ Φ̇e vanishes and η = 0.

Appendix D: Geometric inductance and L→ 0 limit

Section V showed that flux through loops composed of
Josephson junctions is distributed across the various junction
terms. By contrast, for loops including an inductor the flux
is grouped with the inductor term. This situation raises two
questions: Does the finite geometric inductance associated
with any loop have to be included in circuit quantization even
if it is negligibly small, and is the limit L → 0 singular? In
this appendix we prove that both questions can be answered
in the negative.

Consider a circuit loop composed of geometric inductance
L, and N Josephson junctions. Denote by ΦL the branch flux
across the inductor, and by Φ1, . . . ,ΦN the junction branch
variables. Fluxoid quantization leaves us with N degrees of
freedom. We may associate one of them with the inductor
variable, Φ̃N = −ΦL + Φe, grouping the external flux ex-
clusively with the inductor. The remaining N−1 degrees of
freedom are composed of linear combinations of Φ1, . . . ,ΦN .

Generally, the resulting Lagrangian will have kinetic terms

∝ ˙̃
Φi

˙̃
ΦN (i 6=N ) which couple the inductor to the remaining

degrees of freedom. To evaluate the L→0 limit, it is cru-
cial to eliminate this coupling [31]. We can do so in a way
analogous to Sec. V A. The fluxoid quantization condition is
here replaced by

∑N
i=1 Φi = Φ̃N , i.e., the role played by

Φe in Eq. (41) is now played by Φ̃N . Defining shorthands
φ̃ = (Φ̃1, . . . , Φ̃N−1) and Q = (Q1, . . . , QN−1), we obtain
for the Hamiltonian

H = Hirr(Q, φ̃, Φ̃N ) +Hosc , (D1)

where Hirr(Q, φ̃, Φ̃N ) = [Eq. (41)]|Φe=Φ̃N
. The oscillator

Hamiltonian composed of inductor and series combination of
all junction capacitors is

Hosc = 4ECn
2
N +

1

2
EL(ϕ̃N − ϕe)

2 − E0 (D2)

with EC =
1

2
e2
∑

k C
−1
k and EL = (Φ0/2π)2/L. To prevent

divergence of the oscillator ground state energy in the L→ 0

limit, we explicitly subtract its value E0 =
1

2

√
8ELEC.

In the limit L → 0 where EL → ∞, the oscillator will oc-
cupy its ground state. Moreover, position fluctuations around
ϕ̃N = ϕe will become negligible. As a result, we find the
limiting behavior

P0HP0
EL→∞−−−−→ Hirr(Q, φ̃,Φe) , (D3)
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where P0 projects onto the oscillator ground state. We thus
find that the L → 0 limit reproduces the irrotational Hamil-
tonian we obtained in Sec. V A without the inductor. In other
words, the L→ 0 limit is non-singular, and sufficiently small
loop inductances may be neglected in the circuit quantization.

As a final check we consider the decay rate Γ1 ∝
|〈g|∂ΦeH|e〉|2. It is tempting to reason that for a circuit loop
with an inductor (where flux is grouped with the inductor
term), one simply finds Γ1 ∝ E2

L (wrong). To see that the
EL → ∞ limit is well-behaved, we consider flux noise as
denoted in Eq. (7). Taking the flux derivative, we see that the
decay rate is proportional toE2

L|〈g0|ϕ̃N |e0〉|2, where |g0〉 and
|e0〉 are eigenstates of H for Φe = Φ0

e . Despite this form, Γ1

does not diverge for EL → ∞, since both eigenstates and the
operator ϕ̃N depend on EL in such a way that EL factors can-
cel. We show in the following that the decay rate reaches a
proper limit as the geometric inductance approaches zero.

We saw above that fluctuations of ϕ̃N around ϕe become
negligible in the EL → 0 limit. Hence, ϕ̃N − ϕe is a small
parameter. We rewrite ϕ̃N as ϕ̃N = ϕe + (ϕ̃N −ϕe) and plug

this into the Hamiltonian to obtain

H ≈ Hirr(Q, φ̃,Φe) +Hosc + V , (D4)

with the perturbation V = (∂ϕeHirr)(ϕ̃N − ϕe). Employ-
ing perturbation theory, the eigenstates |g0〉 and |e0〉 can now
be expanded to first order in V . One finds that the resulting
corrections are inversely proportional to ~ωosc =

√
8ECEL

for large EL. Dependence on EL is also hiding in ϕ̃N when
expressed in terms of oscillator ladder operators, ϕ̃N ∝ (a +

a†)E
−1/4
L . With theseEL dependencies, the decay rate is seen

to have a finite value in the limit EL →∞. Furthermore, one
finds

〈g0|ELϕ̃N |e0〉|2 EL→∞−−−−→ |〈g0
irr|∂ϕeHirr|e0

irr〉|2 , (D5)

where |g0
irr〉 and |e0

irr〉 are the eigenstates of the irrotational
Hamiltonian Hirr(Q, φ̃,Φ

0
e ). The RHS of the above equation

reproduces the result obtained by neglecting the geometric in-
ductance in the first place.
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